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Abstract001

The rapid advancement of natural language002
processing (NLP) has been propelled by large003
language models (LLMs), yet their monolithic004
nature often results in inefficiencies, particu-005
larly in specialized training for complex tasks.006
Addressing this, we introduce Pool of Experts,007
a novel multi-agent LLM framework that fa-008
cilitates role specialization through prompt-009
based agentification, circumventing the compu-010
tational cost of fine-tuning. The methodology011
involves a structured two-stage process: ini-012
tialization, where agents are configured with013
distinct expert roles based on task context, and014
inference, where agents collaboratively gen-015
erate responses. We evaluate the impact of016
expert role selection on task accuracy across017
multiple datasets, employing decision-making018
strategies like Majority Voting and a Final De-019
cision Maker. Our system outperforms state-020
of-the-art systems in complex tasks, such as021
Strategy QA and Last Letters Concat. While022
no single framework consistently excels, the023
choice of framework significantly influences024
performance in tasks. This research paves the025
way for more sophisticated and structured NLP026
systems, contributing to the advancement of027
multi-agent LLMs.028

1 Introduction029

The swift evolution of natural language processing030

(NLP) has been primarily fueled by the emergence031

of large language models (LLMs) that demonstrate032

exceptional performance across diverse tasks. How-033

ever, the monolithic nature of these models often034

leads to inefficiencies in terms of time and energy035

consumption, particularly when specialized train-036

ing or fine-tuning is required for complex tasks.037

This paper addresses a critical gap in the field: the038

need for scalable, interpretable, and adaptable ar-039

chitectures that can efficiently handle multifaceted040

challenges without the overhead of traditional spe-041

cialization methods.042

Recent work in NLP has explored various strate- 043

gies for improving model efficiency and perfor- 044

mance, such as transfer learning and model distil- 045

lation. However, these approaches often fall short 046

in terms of scalability and adaptability, particularly 047

when applied to tasks requiring diverse skill sets. 048

Our research builds on these foundations by propos- 049

ing a novel paradigm that leverages the strengths 050

of multi-agent architectures. Unlike previous work, 051

which typically focuses on single-agent models, 052

our approach envisions a society of LLMs, each 053

specializing in distinct roles such as perception, 054

reasoning, and decision-making. This multi-agent 055

framework draws inspiration from the layered ap- 056

proach of perceptrons in deep learning, where low- 057

level features integrate with higher-level abstrac- 058

tions to achieve sophisticated outcomes. 059

The contribution of this paper is threefold. First, 060

the “Pool of Expert” framework. We introduce 061

the concept of “Pool of Expert” through prompt- 062

based agentification, which allows for efficient role 063

specialization without the need for extensive re- 064

training. 065

Second, the analysis of Expert Role Selection. 066

We provide a comprehensive analysis of the impact 067

of expert role selection on task accuracy across var- 068

ious datasets, demonstrating that our approach can 069

lead to significant improvements in performance. 070

Third, a comparison of Decision-Making Strate- 071

gies. We present a detailed comparison between 072

the Final Decision Maker and Majority Vote meth- 073

ods, highlighting the conditions under which each 074

method excels. 075

Our findings are supported by rigorous statistical 076

analyses, including weighted ANOVA and Kruskal- 077

Wallis tests, ensuring the robustness of our conclu- 078

sions. The code for our experiments is publicly 079

available1. 080

1https://anonymous.4open.science/r/PoE_Small_
originalPaper-4500
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Our approach aligns with the broader vision of081

creating a multi-agent society architecture in NLP,082

where model collaboration mirrors human interac-083

tions, akin to how deep learning structures reflect084

brain architecture. By transitioning from isolated,085

monolithic models to an interconnected ecosystem,086

we unlock new possibilities for scalability, inter-087

pretability, and adaptability. This paradigm shift088

not only addresses current limitations but also sets089

the stage for future research in multi-agent interac-090

tions, ultimately contributing to the development091

of more sophisticated and efficient NLP systems.092

2 Related Work093

Since this is a relatively new research field, the lit-094

erature is limited. Therefore, we include some non-095

peer-reviewed works to illustrate current efforts.096

We analyze two areas of the literature: multi-agent097

systems and equipping agents with personality.098

Multi-Agent Systems (MASs) Recent advance-099

ments in Multi-Agent Systems (MASs) highlight100

the potential of LLMs to enable dynamic and col-101

laborative behaviors. Liang et al. (2024) address102

the Degeneration-of-Thought (DoT) problem in103

LLMs by introducing a debate framework that104

leverages structured interactions and controlled dis-105

agreement to foster divergent thinking, demonstrat-106

ing the importance of strategic agent coordination.107

Similarly, Zhang et al. (2024a) propose ProAgent,108

which equips agents with proactive behavior and109

dynamic adaptation capabilities through intention110

prediction and alignment, though it does not explic-111

itly optimize for domain-critical requirements.112

Nascimento et al. (2023) leverage the MAPE-113

K model to integrate LLMs into MASs, enhanc-114

ing self-adaptation through improved communica-115

tion and decision-making in dynamic environments.116

Complementing these efforts, Xu et al. (2024) de-117

sign a MAS where agents interact competitively118

and cooperatively in social deduction games. Us-119

ing a probabilistic graphical model, their approach120

models dependencies among agents’ beliefs and121

actions, leading to the emergence of strategic be-122

haviors in multi-agent scenarios.123

To address the challenge of scaling MASs, LON-124

GAGENT (Zhao et al., 2024) introduces a collab-125

orative framework capable of processing text in-126

puts exceeding 128k tokens. This system employs127

a hierarchical structure where a leader agent co-128

ordinates task decomposition, conflict resolution,129

and communication, yielding emergent behaviors130

driven by roles and strategies rather than explicitly 131

defined personalities. Similarly, MALLM (Becker, 132

2024) demonstrates how assigning expert personas 133

to agents facilitates task-specific interactions, en- 134

abling adaptation across complex problem-solving 135

paradigms. 136

Applications extend beyond traditional domains. 137

He et al. (2025) demonstrate MASs in software 138

engineering, where specialized agents collaborate 139

through structured communication, while Lim et al. 140

(2024) apply MASs to manufacturing, emphasiz- 141

ing adaptability under dynamic conditions. Fi- 142

nally, Zhang et al. (2024b) propose a Cooperative 143

Embodied Language Agent framework for decen- 144

tralized environments, where emergent behaviors 145

arise from role-based communication and decision- 146

making in resource-constrained settings. 147

Agent Personality Early work by Kim et al. 148

(2019) emphasized integrating personality traits 149

into conversational agents using psychological 150

models, such as the Big Five traits (Roccas et al., 151

2002a). Recent studies have focused on enhancing 152

interaction quality, personalization, and reliability. 153

In healthcare, personality-based approaches have 154

gained attention. For instance, Hwang et al. (2021) 155

demonstrates how familiar personas can enhance 156

trust and engagement in healthcare interactions, 157

highlighting the role of empathy and personalized 158

design. Similarly, Ahmad et al. (2022) explore 159

aligning agent responses with users’ personality 160

traits to improve therapeutic efficiency. Further ad- 161

vancements include methods to express “roles” that 162

enhance LLM reasoning capabilities. Kong et al. 163

(2024) employ a prompt-based approach to im- 164

prove context-aware responses, while in (Serapio- 165

García et al., 2023), the authors embed personal- 166

ity traits in LLMs, demonstrating their capability 167

to produce diverse and customizable interactions 168

when guided by appropriate prompts. Recently, 169

Dong et al. (2024) investigated using LLMs for per- 170

sonalized preference evaluation, emphasizing chal- 171

lenges such as simplistic personas and the need for 172

better alignment. Similarly, Liu et al. (2022) inte- 173

grate persona data to enrich conversational context 174

and response quality. Efforts to create diverse and 175

realistic personas have been introduced by Schuller 176

et al. (2024), aiming to enhance human-technology 177

interactions. In addition, Jandaghi et al. (2024) gen- 178

erate persona-aligned dialogues to build Synthetic- 179

Persona-Chat (SPC) datasets. Finally, integrating 180

expert-driven approaches (Long et al., 2024; Chai 181
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et al., 2024) has shown how expert contributions182

can bolster LLM reliability and reduce biases.183

3 Expert-based Approach184

This section outlines the proposed methodology,185

called Pool of Experts, which leverages an ecosys-186

tem of LLM-based agents to enhance decision-187

making in complex tasks. This approach integrates188

specialized agents to tackle challenges such as189

multi-step decision-making, operational research190

requiring domain expertise (Xiao et al., 2023), and191

tasks affected by data scarcity. By mimicking real-192

world collaborative environments, agents are de-193

signed to reflect professional roles, ensuring that194

the decision-making process is structured, efficient,195

and aligned with human-like reasoning.196

Our approach is implemented through a multi-197

agent system structured in two main stages: (i)198

initialization and (ii) inference. The initialization199

stage defines and configures agents based on the200

task context, ensuring alignment with the prob-201

lem domain. A description framework guides this202

process to generate the personality description of203

agents within our system. This allows agents to204

shape their behavioral and operational character-205

istics. The inference stage processes incoming206

queries by leveraging agent interactions to provide207

structured responses.208

Agent Initialization The initialization phase be-209

gins with the creation of the Psychologist Agent210

(PA), responsible for generating the profiles of all211

agents in the system (Figure 1-A). The PA defines212

personality profile descriptions by incorporating213

behavioral and operational characteristics based214

on psychological frameworks. For example, when215

generating the profile for the Project Manager216

(PM) agent, the PA emphasizes strategic thinking217

and organizational skills. Following the PA’s cre-218

ation, the system generates the Project Manager219

(PM) agent (Figure 1-B). Unlike expert agents who220

directly solve tasks, the PM focuses on identifying221

the expertise fields required for problem-solving.222

By evaluating project objectives and constraints,223

the PM ensures the selection of agents with the nec-224

essary skills for the task (e.g., selecting a physician225

and an obstetrician for pregnancy-related queries).226

This adaptive process means different tasks or con-227

texts generate different PM profiles, ensuring flexi-228

bility and task-specific expertise allocation. Once229

the PM has compiled a list of required expertise230

fields, the Expert Agents (EAs) are generated (Fig-231

ure 1-C). The PA assigns each EA a specialized 232

domain, guiding profile generation based on the 233

chosen description framework (e.g., UDP). A dis- 234

tinctive feature of the EAs is their ability to self- 235

evaluate their responses by assigning confidence 236

scores that quantify their certainty and familiarity 237

with the subject matter. Additionally, EAs provide 238

a justification grade, measuring the alignment of 239

their reasoning steps with the task’s requirements, 240

ensuring transparency in the decision-making pro- 241

cess. 242

The final agent in the framework is the Final De- 243

cision Maker (FDM) (Figure 1-D). Directly gener- 244

ated by the PA, the FDM aggregates and evaluates 245

responses from the expert agents. It systematically 246

reviews expert answers, identifies inconsistencies, 247

and selects the most well-supported solution based 248

on confidence levels and logical coherence. This 249

step ensures that the final response to a query is 250

reliable, consistent, and fully justified. 251

Inference Process During inference, queries are 252

presented to the team of expert agents, who in- 253

dependently analyze the problem within their re- 254

spective domains. Each agent generates a response 255

based on its expertise and provides an associated 256

confidence score. Once all expert responses are 257

collected, the FDM reviews their reasoning, confi- 258

dence levels, and supporting justifications to syn- 259

thesize a final, well-supported answer. This hier- 260

archical structured multi-agent system enhances 261

problem-solving capabilities by distributing exper- 262

tise across specialized agents, ensuring that solu- 263

tions are accurate and explainable. 264

4 Research Questions 265

In this Section, we outline the motivation of our re- 266

search questions, detailing the importance of each 267

aspect in the development and evaluation of Multi- 268

Agents System LLM-based. 269

RQ1 Is there a universally optimal description 270

framework for constructing a profile that trans- 271

forms an LLM into an agent? 272

RQ2 How does the choice of a description frame- 273

work influence performance on different 274

datasets and tasks? 275

RQ3 How does the expertise field of an agent in- 276

fluence performance, and does agent position 277

bias (e.g., Agent 1 consistently outperforms 278

Agent 2, etc.) affect the outcomes? 279
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Figure 1: Blue arrows indicate data an agent considers; green arrows indicate a profile generation; orange arrows
indicate answer generation.

RQ4 What impact does the Project Manager agent280

have on guiding the generation of expertise281

fields for expert agents and adapting them to282

improve problem-solving based on the spe-283

cific task at hand?284

The effectiveness of an LLM-based agent de-285

pends heavily on how its identity and behavioral286

traits are structured. Thus, we first investigate RQ1,287

which explores the most suitable description frame-288

work for constructing a profile that transforms an289

LLM into an agent. Establishing a well-defined290

framework is crucial, as it dictates how an agent291

processes information, interacts with users, and292

makes decisions. Additionally, different descrip-293

tion frameworks may influence the model’s perfor-294

mance in various ways, which motivates RQ2. It295

is important to determine whether certain frame-296

works consistently lead to superior results or if297

their impact is negligible. This insight would in-298

form the best practices for agent design, ensuring299

that descriptions align with the intended applica-300

tion. Once an agent’s description is established, its301

expertise field plays a critical role in determining its302

effectiveness. RQ3 examines whether defining ex-303

pertise fields leads to performance differences and304

whether agent position bias exists (e.g., whether305

one agent consistently outperforms another due306

to ordering effects). Understanding these factors307

allows us to assess whether expertise specializa-308

tion enhances or limits an agent’s capabilities and309

whether additional architectural adjustments are310

needed to mitigate potential biases. The role of311

the Project Manager agent is also a key aspect of312

agent coordination and task-solving. RQ4 inves-313

tigates how the Project Manager agent influences314

the generation of expertise fields for expert agents315

and adapts them to improve problem-solving based 316

on the specific task at hand. If the Project Manager 317

effectively enhances expertise allocation, it could 318

be a pivotal component in structured agent-based 319

reasoning systems. 320

5 Experimental Settings 321

This Section describes the experimental manipula- 322

tions conducted to address our research questions. 323

We implement our approach using the Meta Llama 324

3.1 70B Instruct LLM. The specific implementa- 325

tion details and model parameters are provided in 326

Appendix G. To explore our research questions, we 327

systematically manipulate the description frame- 328

works used to generate agent personality descrip- 329

tions. These frameworks differ in their emphasis 330

on personality, cognition, behavior, and design. To 331

evaluate the impact of different personality descrip- 332

tion methods, we test them on diverse datasets cov- 333

ering a range of tasks, including commonsense and 334

social reasoning, symbolic manipulation, and im- 335

plicit multi-step inference. 336

5.1 Description Frameworks to Generate 337

Agent Personality 338

The examined description frameworks provide di- 339

verse approaches to modeling personality, cogni- 340

tion, behavior, and user interaction. Trait-based 341

models such as the Big Five and Myers-Briggs 342

define stable personality characteristics, while 343

Freudian Psychoanalysis and Erikson’s Psychoso- 344

cial Stages focus on unconscious processes and 345

lifelong development. Cognitive theories, includ- 346

ing Cognitive Behavioral Theory, Cognitive Load 347

Theory, and Dual-Process Theory, explore how in- 348

dividuals process information and make decisions. 349
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Social Cognitive Theory and Flow Theory high-350

light the impact of environmental and motivational351

factors on human behavior.352

In our approach, these frameworks serve as353

the profile description models we use to generate354

personality-based descriptions of agents. By con-355

sidering user-centered approaches like User Design356

Persona, User-Centered Design, and Mental Mod-357

els, we create a broad comparison of very different358

perspectives, showing how people are understood359

across multiple domains. Indeed, user-centered ap-360

proaches like User Design Persona, User-Centered361

Design, and Mental Models focus on how people362

interact with systems and technology to enhance363

usability and efficiency.364

Adopting the Big Five Personality Traits (Roc-365

cas et al., 2002b), a person is described based on366

five fundamental traits: openness, conscientious-367

ness, extraversion, agreeableness, and neuroticism.368

These traits capture broad patterns of thoughts,369

emotions, and behaviors that shape personality. In-370

dividuals vary along these dimensions, influencing371

their social interactions, decision-making, and emo-372

tional responses.373

The Myers-Briggs Type Indicator (Myers and374

Myers, 1995) categorizes a person into one of six-375

teen personality types based on four dichotomies:376

introversion vs. extraversion, sensing vs. intuition,377

thinking vs. feeling, and judging vs. perceiving.378

This framework describes how individuals process379

information, make decisions, and engage with the380

world. It emphasizes cognitive preferences rather381

than fixed traits.382

Following the Freudian Psychoanalysis (Freud383

and Brill, 1997), a person is shaped by unconscious384

psychological drives and the dynamic interplay of385

the id, ego, and superego. Behavior results from386

internal conflicts and repressed desires manifest387

in personality and emotional struggles. Freud’s388

model highlights the influence of past experiences389

and unconscious motivations on behavior.390

Erikson’s Psychosocial Stages (Escalona,391

1951) describe a person’s development through392

eight psychosocial stages, each defined by a central393

conflict between individual needs and societal ex-394

pectations. Successfully resolving each stage leads395

to psychological growth and virtues such as trust,396

autonomy, and identity. Failure to resolve conflicts397

may result in recurring challenges later in life.398

Differently, the Enneagram of Personality399

Traits(Riso and Hudson, 1996) classifies a person400

into one of nine interconnected personality types,401

each associated with distinct motivations, fears, and 402

behavioral patterns. These types illustrate personal 403

growth paths and stress responses. The Enneagram 404

is often used for self-awareness and interpersonal 405

understanding, notably it lacks strong empirical 406

validation. 407

The Social Cognitive Theory (Blackwell, 1942) 408

affirms that a person learns and develops through 409

observation, imitation, and interaction with their 410

environment. Cognitive processes, social experi- 411

ences, and reinforcement influence behavior. This 412

theory emphasizes the reciprocal relationship be- 413

tween personal factors, behavior, and situational 414

influences. 415

In another dimension, Cognitive Behavioral 416

Theory(Beck, 1976) claims that emotions and be- 417

haviors are the same, often through automatic cog- 418

nitive patterns to shape a person’s thoughts. Dis- 419

torted thinking can lead to emotional distress, but 420

restructuring these thoughts can improve mental 421

well-being. 422

User Design Persona (Cooper and Saffo, 1999) 423

is adopted to represent a fictional person. It cap- 424

tures the description of a person using a research- 425

based user archetype that captures key goals, behav- 426

iors, and frustrations. Personas are widely adopted 427

to guide product design by reflecting real user 428

needs and expectations. Effective personas ensure 429

that designs align with user motivations and en- 430

hance usability. 431

Cognitive Load Theory (Sweller, 1988) focuses 432

on the limited cognitive resources of a person. 433

Thus, a person can become overwhelmed when 434

processing excessive information. Learning is op- 435

timized when extraneous cognitive load is mini- 436

mized, allowing focus on essential content. Effec- 437

tive instructional design structures information to 438

align with cognitive capacity. 439

Following another perspective taken by theUser- 440

Centered Design (Norman and Draper, 1986), a 441

person’s needs, behaviors, and experiences should 442

drive the design of products and systems. Intuitive 443

designs align with users’ mental models, minimiz- 444

ing frustration and enhancing engagement. Sys- 445

tems that adapt to users create seamless and effi- 446

cient interactions. 447

Mental Models(Johnson-Laird, 1980) theory 448

constructs internal representations of reality to 449

guide a person’s reasoning, decision-making, and 450

problem-solving. These models shape how they 451

interpret experiences and anticipate outcomes. The 452

theory claims effective communication and learn- 453
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ing depend on aligning mental models with real-454

world structures.455

Flow Theory (Csikszentmihalyi, 1975) focus456

and intrinsic motivation of a person when his/her457

skills match the challenge of an activity. In this so-458

called flow state, a person loses track of time and459

engages effortlessly. This state fosters creativity,460

productivity, and personal fulfillment.461

Finally, in the Dual-Process Theory (Wason462

and Evans, 1974), a person thinks using two cogni-463

tive processes: an automatic, intuitive system and464

a deliberate, analytical system. Implicit processes465

drive quick, instinctive decisions, while explicit rea-466

soning enables reflective thought. These systems467

interact to shape judgments, learning, and behavior.468

5.2 Datasets469

We evaluate our approach on diverse datasets span-470

ning commonsense reasoning, social understand-471

ing, symbolic manipulation, and implicit multi-step472

inference. These datasets were chosen to compre-473

hensively test the ability of language models across474

varied reasoning tasks.475

The Common Sense QA dataset (Talmor et al.,476

2019) is a multiple-choice question-answering477

benchmark designed to assess commonsense rea-478

soning. It requires models to combine factual479

and contextual knowledge to predict the correct480

answer. Human performance on this dataset is481

88.9%, while the current state-of-the-art (SoTA)482

model, DeBERTaV3-large + KEAR (Xu et al.,483

2022), achieves 91.2% accuracy, surpassing human484

performance. This model incorporates external485

knowledge and is fine-tuned on retrieved examples486

from related datasets, enabling improved common-487

sense reasoning.488

The Last Letter Concat dataset (Wei et al.,489

2022) evaluates symbolic reasoning by requiring490

models to concatenate the last letters of words to491

form new strings. This abstract task challenges492

the models’ ability to perform transformations un-493

related to language understanding. The SoTA494

method, NUDGING (Fei et al., 2024), employs495

a training-free, inference-time alignment strategy,496

which inject alignment tokens during uncertain pre-497

dictions to improve accuracy up to 86.0%.498

The Social IQa dataset (Sap et al., 2019) as-499

sesses commonsense reasoning in social contexts,500

requiring models to infer motivations, intentions,501

and emotions from everyday scenarios. Human per-502

formance is 87%, while large models like GPT-3503

achieve a maximum accuracy of 58%. The SoTA504

model, UNICORN (Lourie et al., 2021), employs 505

multitask learning to enable generalization. It 506

achieves 83.2% accuracy. 507

The Strategy QA dataset (Geva et al., 2021) is 508

designed to evaluate implicit multi-step reasoning, 509

where models must infer information beyond what 510

is explicitly stated in the question. Human per- 511

formance on this dataset is 87%, while fine-tuned 512

models typically achieve around 66%, highlighting 513

the task’s inherent complexity. The SoTA model, 514

ROBERTA* last-step ORA-P-D, proposed by the 515

authors of the dataset, achieves an accuracy of 516

72.0%. This approach involves fine-tuning single- 517

step reasoning tasks , combined with a retrieval- 518

based method incorporating gold decompositions 519

and relevant context. 520

The Social Support QA dataset (Wang and Ju- 521

rgens, 2018) presents a ternary classification task 522

to assess a model’s ability to classify interactions 523

as supportive, neutral, or unsupportive. Despite 524

advancements in large-scale pre-trained models, 525

performance remains challenging under zero-shot 526

conditions. The SoTA method, a Random Forest 527

classifier trained on 23,903 features, achieves a 528

Macro-F1 score of 0.52, outperforming baselines. 529

However, the paper does not specify which por- 530

tion of the published dataset2 was used for training 531

and testing. Thus, we compare our results with 532

the repository’s best-performing zero-shot model 533

baseline, GPT-3, which achieves a Macro-F1 score 534

of 0.29. 535

6 Discussion 536

In this section, we analyze and discuss the experi- 537

mental results by summarizing the statistical find- 538

ings. Complete statistical analyses are reported in 539

the Appendixes. 540

We begin by comparing the performance of our 541

approach with human performance and state-of-the- 542

art (SOTA) models on each dataset. The results are 543

reported in Table 1. Since we tested different sub- 544

sets of the datasets for each description framework, 545

the table shows the confidence intervals approxi- 546

mating the true mean of the Final Decision Maker 547

scores across the description frameworks. 548

Starting with the Strategy QA dataset, our ap- 549

proach significantly outperforms the current SOTA, 550

setting a new upper bound that is closer to human 551

performance. Furthermore, considering that the 552

2github.com/google/BIG-bench/tree/main/
bigbench/benchmark_tasks/social_support
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Dataset Our CI Low Our CI High Human Performance SoTA

Strategy QA 78.09% 79.21% 87.00% 72.00%
Common Sense QA 81.90% 83.70% 88.90% 91.20%
Last Letter Concat 90.16% 91.56% 100.00% 86.00%
Social IQa 78.37% 79.45% 87.00% 83.20%
Social Support (Acc.) 40.89% 42.49% n/a n/a
Social Support (F1) 0.24 0.30 n/a 0.29

Table 1: Performance comparison across datasets, showing confidence intervals (CI) for our approach, as well as
SoTA and human-level benchmarks where applicable. For the Social Support dataset we report both accuracy and
Macro F1 scores. Refer to Appendix A for the computation of the CI.

current SOTA is a fine-tuned system, our approach553

represents a considerable advancement. On the554

Last Letter dataset, our approach also establishes555

a new upper-bound performance. In the case of556

the Common Sense QA dataset, the performance is557

statistically lower than both human performance558

and the SOTA. However, given that the SOTA is559

a strongly fine-tuned model that extensively lever-560

ages external knowledge, we can conclude that our561

approach still performs competitively. A similar562

observation holds for the Social IQa dataset, where563

our results are closer to both the multitask learning564

system and human performance.565

To address RQ1, we performed a global analysis566

using chi-square tests (reported in Appendix B) to567

compare the performance of different description568

frameworks based on both the Majority Vote and569

Final Decision Maker outcomes. These tests aimed570

to determine whether there were statistically sig-571

nificant differences between the frameworks. The572

statistical results considering the Majority Vote out-573

comes in isolation do not indicate a significant ef-574

fect. In other words, when a majority vote method575

is adopted to aggregate decisions among expert576

agents, the choice of description framework does577

not substantially affect the overall outcome. Sim-578

ilarly, we did not observe any statistically signif-579

icant effect when considering the Final Decision580

Maker outcomes; although variations exist, they581

are minimal and not statistically valid. Finally, we582

performed a global chi-square test to compare the583

Final Decision Maker outcomes against the Ma-584

jority Vote outcomes. The high p-value led us to585

fail to reject the null hypothesis. Thus, we cannot586

conclude that the choice of description framework587

for defining the personality of the agents in our588

approach is superior overall.589

To investigate our RQ2 we adopt Weighted590

Mann–Whitney U test for pairwise comparison591

within datasets and the Weighted Wilcoxon Signed- 592

Rank test for overall comparisons between the Fi- 593

nal Decision Maker and Majority Vote approaches 594

(we report the complete anslyses in Appendix C). 595

Overall, qur analysis reveals that the choice of de- 596

scription framework significantly influences per- 597

formance, though the extent and nature of this ef- 598

fect vary by dataset and task. For the Strategy 599

QA, dataset, both the Final Decision Maker and 600

Majority Vote approaches yield statistically signif- 601

icant differences between any pair of description 602

frameworks. This finding indicates that when op- 603

timizing for Strategy QA, one cannot assume that 604

all frameworks are interchangeable, as each frame- 605

work produces distinct performance outcomes. In 606

the case of Common Sense QA, although the over- 607

all weighted distribution of accuracy differences 608

does not deviate sufficiently to declare one frame- 609

work as systematically superior, pairwise compar- 610

isons via the Weighted Mann–Whitney U test re- 611

veal that even small raw differences become statisti- 612

cally significant. Thus, while the aggregate impact 613

may appear modest, subtle but consistent differ- 614

ences exist between the frameworks. For the Last 615

Letter Concat dataset, our analyses clearly demon- 616

strate a significant difference between the Final De- 617

cision Maker and Majority Vote approaches. In 618

this dataset, certain frameworks (e.g., those based 619

on Big Five Personality Traits) yield similar accu- 620

racy distributions under the Final Decision Maker 621

approach. This suggests that, in practice, some 622

frameworks may be effectively interchangeable for 623

this particular task. In the Social IQa dataset, the 624

statistical results underscore that, in tasks requiring 625

social reasoning, the specific description frame- 626

work is critical to performance. Finally, in the 627

Social Support dataset, demonstrating that even 628

though the absolute performance may be low, sig- 629

nificant differences exist between the aggregation 630

7



methods.631

In summary, these results demonstrate that the632

influence of the description framework is highly633

task-dependent. Therefore, we can answer posi-634

tively to our RQ2 since the adoption of different635

description frameworks (and ensembling methods)636

leads to statistically different outcomes.637

To investigate whether the expertise field of638

an agent influences performance—and to confirm639

that expert agent position is not biased—we con-640

ducted weighted ANOVA and weighted Kruskal–641

Wallis analyses (reported in Section D). The results642

demonstrate that the influence of expert role se-643

lection is highly task-dependent. We further per-644

formed a finer comparison by contrasting the roles645

within each dataset using Tukey’s HSD post-hoc646

pairwise test. The results revealed that specific ex-647

pert roles significantly differ in performance. Our648

analysis of expert role selection shows a strong649

correlation between domain expertise and task per-650

formance. Furthermore, the results indicate that651

the assigned roles align with the nature of the task652

at hand, suggesting that certain specializations are653

more suited to specific tasks. For example, in So-654

cial IQa, the most frequent expert roles (i.e., Emo-655

tional Intelligence) indicate that agents specializ-656

ing in human interaction were more successful in657

this context. Next, we adopted chi-square tests (re-658

ported in Section E) to statistically demonstrate that659

the ordering of agents does not affect expert agent660

performance. These findings further support our661

conclusion that expert performance is dependent on662

the role assigned rather than on the agent’s position663

in the ordering. Each agent contributes fairly to the664

aggregated result without any positional bias. Thus,665

we can affirm our hypothesis (RQ3) that expert role666

selection has a direct impact on the outcomes and667

that this effect is not due to any positional bias of668

the agents.669

The analysis conducted in Appendix D statis-670

tically demonstrates that the influence of expert671

role selection is highly task-dependent. These find-672

ings are supported by the role distributions, which673

reveal distinct sets of roles selected based on the674

dataset. In Common Sense QA and Last Letter675

Concat, the impact is relatively modest, whereas in676

other datasets the effect is more pronounced. The677

Project Manager agent is therefore crucial in se-678

lecting the most appropriate expert roles to shape679

performance. This underscores not only the impor-680

tance of task-dependent role allocation strategies681

in our multi-agent system but also the efficacy of682

the Project Manager agent within the system. The 683

Project Manager agent exhibits the flexibility nec- 684

essary to successfully select the appropriate roles 685

for the expert agents in solving tasks. Thus, we 686

answer positively to our RQ4 that the Project Man- 687

ager agent has a positive impact on guiding the 688

generation of expertise fields for the expert agents 689

and is able to adapt to task-specific requirements 690

with flexibility. The results further demonstrate that 691

the PM agent played a crucial role in optimizing 692

expert selection by dynamically adjusting role allo- 693

cation based on the task at hand, with its decisions 694

strongly correlating with task-specific performance 695

improvements. 696

7 Conclusions 697

This study introduces Pool of Experts, a multi- 698

agent LLM-based framework that employs a con- 699

sortium of specialized agents, each dedicated to dis- 700

tinct functions such as perception, reasoning, and 701

decision-making. Drawing inspiration from human 702

interaction akin to the influence of brain structure 703

on deep learning, our approach demonstrates that 704

distributing expertise among agents enhances ac- 705

curacy and robustness without necessitating costly 706

fine-tuning. We conducted a systematic analysis of 707

expert role selection, decision-making strategies, 708

and agent collaboration mechanisms, underscoring 709

the efficacy of structured multi-agent architectures. 710

Key insights include: (1) While no single de- 711

scription framework consistently excels, the choice 712

of framework significantly impacts performance 713

across tasks and datasets. (2) Expertise field selec- 714

tion is critical and task-specific, with the Project 715

Manager agent crucially guiding expertise alloca- 716

tion to enhance task-specific outcomes. (3) Ensem- 717

ble methods, particularly those utilizing a FDM 718

offer more accurate and reliable decisions. Notably, 719

our approach surpasses SoTA in Strategy QA and 720

Last Letter Concat, while remaining competitive in 721

Common Sense QA and Social IQa. 722

Despite its advantages, our approach faces limita- 723

tions such as increased computational costs and re- 724

liance on predefined role assignments. Future work 725

should explore adaptive methods for role selection 726

and decision aggregation to enhance flexibility and 727

generalization. This research contributes to the 728

advancement of multi-agent LLMs, highlighting 729

structured agent collaboration as a promising alter- 730

native to traditional single-model architectures. 731
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8 Limitations732

Despite the effectiveness of our Pool of Experts733

framework, several limitations must be acknowl-734

edged.735

The first limitation concerns the computational736

cost associated with multi-agent decision-making.737

Since multiple agents contribute responses before738

reaching a final decision, the approach requires sig-739

nificantly more inference calls compared to single-740

agent models. This increased resource consump-741

tion may pose scalability challenges in scenarios742

with computational constraints.743

Furthermore, our system operates purely in a744

zero-shot manner, without task-specific fine-tuning.745

While this ensures broad applicability and reduces746

the computational cost associated with training,747

it also limits adaptation to domain-specific tasks748

where fine-tuned models may offer better perfor-749

mance. As a result, our approach may not always750

be competitive with domain-specialized systems751

that leverage additional training data, although it752

remains a strong candidate for tasks where no train-753

ing data are available.754

Regarding the chosen datasets, our evaluation755

relies on existing benchmark datasets which, while756

widely used, are limited to inference-type tasks.757

This restriction stems from the nature of our ap-758

proach, which does not modify the model’s inter-759

nal knowledge. Consequently, the datasets may not760

fully capture the complexity and variability posed761

by more challenging tasks.762

In our experiments, we limit the generation of763

expert agents to three. This constraint may nega-764

tively impact overall performance and lead to an765

underestimation of the importance of the Final De-766

cision Maker role. Furthermore, we did not ex-767

plicitly assess whether biases emerge during the768

generation of expert agents, which could influence769

decision-making outcomes. More tests are required770

to provide more robust evidence for our findings.771

Lastly, we restrict our experimental investigation772

to the Llama 3.1 70B instruct model. Although this773

limits our ability to generalize findings to other774

large-language models, it is very probable that the775

observed behaviors and results will extend to simi-776

lar models given the shared architectural and opera-777

tional principles of state-of-the-art LLMs. Expand-778

ing the framework to other architectures remains779

an important direction for future work.780

9 Ethical Considerations 781

The use of multi-agent systems powered by large 782

language models (LLMs) raises several ethical con- 783

siderations. One primary concern is the potential 784

for biased decision-making. While our system dis- 785

tributes expertise among multiple agents, it ulti- 786

mately relies on models that inherit biases from 787

their training data. This could lead to unintended 788

amplification of stereotypes or skewed reasoning, 789

particularly in high-stakes applications such as le- 790

gal or medical decision-making. 791

Although our framework ensures that each 792

agent’s reasoning process is explicitly visible in 793

the responses it provides, transparency does not 794

necessarily equate to interpretability. Further re- 795

search is needed to evaluate how users perceive 796

and trust multi-agent LLM decisions in real-world 797

scenarios. Additionally, the configuration of the 798

system with a FDM introduces a vulnerability to 799

hallucinations, similar to those observed in single- 800

agent systems. This limitation is particularly con- 801

cerning in domains where incorrect or fabricated 802

information could have significant consequences. 803

Finally, the environmental impact of large-scale 804

LLMs must be acknowledged. Multi-agent ar- 805

chitectures inherently involve generating multiple 806

outputs per task, increasing computational costs. 807

While our method avoids expensive fine-tuning, 808

the energy consumption associated with repeated 809

inference calls remains a concern. Efforts should 810

be made to balance the benefits of multi-agent rea- 811

soning with the need for sustainable AI practices. 812
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Appendices1015

A Final Decision Maker Comparison1016

Against State-of-the-Art and Human1017

Performance1018

In this section, we statistically compare our ap-1019

proach against the state-of-the-art (SoTA) method1020

for each dataset. A straightforward way to perform1021

a single, overall significance test comparing the1022

Final Decision Maker’s accuracy to the reported1023

SoTA is to compute the weighted overall accuracy1024

across all frameworks and then perform a binomial-1025

proportion (z) test against the SoTA scores.1026

Because different frameworks were tested on1027

different numbers of samples, we first aggregate1028

our results by summing the total number of correct1029

answers and the total number of items tested across1030

all frameworks. Next, we convert each accuracy to1031

a proportion by multiplying it by the corresponding1032

number of samples, and then we sum these values1033

to obtain the overall number of correct answers.1034

Dividing this sum by the total number of samples1035

across all frameworks gives us the overall weighted1036

accuracy.1037

The null hypothesis is: H0: There is no differ-1038

ence between the overall weighted accuracy of our1039

Final Decision Maker and the state-of-the-art ac-1040

curacy.1041

To compare against human performance, we1042

computed the confidence interval of our weighted1043

results.1044

A.1 Strategy QA Dataset1045

Framework Accuracy (%) Samples

Big Five Personality Traits 78.14 1560
Cognitive Behavioral Theory 78.41 1598
Cognitive Load Theory 79.40 1558
Dual-Process Theory 78.33 1546
Enneagram of Personality Traits 77.97 1593
Erikson’s Psychosocial Stages 79.23 1666
Flow Theory 78.77 1639
Freudian Psychoanalysis 79.10 1603
Mental Models 79.28 1578
Myers-Briggs Type Indicator 78.58 1601
Social Cognitive Theory 77.85 1612
User Design Persona 78.54 1631
User-Centered Design 78.51 1629

Table 2: Per-framework performance on the Strategy
QA dataset.

We report in Table 2 the outcomes of the Fi-1046

nal Decision Maker. We want to test whether our1047

model’s true accuracy, denoted by p, differs from1048

the state-of-the-art baseline, p0 = 0.72. We con- 1049

ducted N = 20,814 trials, out of which we ob- 1050

served an overall accuracy of p̂ = 0.7865. Thus, 1051

we define the hypotheses as: H0 : p = 0.72 and 1052

H1 : p ̸= 0.72. Under the null hypothesis H0, the 1053

standard error of the proportion is approximately 1054

0.0031. The test statistic is Z ≈ 21.3 with a p- 1055

value < 10−90, and thus we reject the null hypoth- 1056

esis. Our model’s true accuracy is significantly 1057

higher than the 72% state-of-the-art; specifically, 1058

the point estimate is about 78.65%, which is a 1059

+6.65% improvement over the state-of-the-art. Sta- 1060

tistically, the difference is extremely unlikely to be 1061

due to chance alone. 1062

Our aggregated results yield an observed accu- 1063

racy of p̂ = 0.7865 and a standard error (SE) of 1064

approximately 0.00284. A 95% confidence interval 1065

for the true accuracy is between 0.7809 and 0.7921. 1066

This indicates that if we were to repeat this eval- 1067

uation on different samples of the same size from 1068

the dataset, we would expect the true accuracy of 1069

the Final Decision Maker to lie within this range 1070

95% of the time. The narrow width of the interval 1071

reflects the large sample size and suggests that our 1072

estimate of approximately 78.65% accuracy is both 1073

precise and robust when generalizing to the entire 1074

dataset. 1075

A.2 Common Sense QA Dataset 1076

Framework Accuracy (%) Samples

Big Five Personality Traits 83.66 557
Cognitive Behavioral Theory 81.61 571
Cognitive Load Theory 83.75 560
Dual-Process Theory 81.68 546
Enneagram of Personality Traits 84.01 563
Erikson’s Psychosocial Stages 82.93 574
Flow Theory 82.75 545
Freudian Psychoanalysis 82.72 567
Mental Models 81.00 579
Myers-Briggs Type Indicator 82.61 575
Social Cognitive Theory 82.48 548
User Design Persona 84.47 573
User-Centered Design 82.28 553

Table 3: Per-framework performance on the Common
Sense QA dataset.

We report in Table 3 the performance of the Fi- 1077

nal Decision Maker across 13 different descrip- 1078

tion frameworks. We want to test whether our 1079

model’s true accuracy p, differs from the state- 1080

of-the-art baseline, p0 = 0.912. We conducted 1081

N = 7311 trials, from which we computed an ag- 1082

gregated (weighted) accuracy of p̂ ≈ 0.828. Thus, 1083
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we define the hypotheses as: H0 : p = 0.912 and1084

H1 : p ̸= 0.912. Under the null hypothesis H0, the1085

standard error of the proportion is approximately1086

SEH0 ≈ 0.00331. The test statistic is Z ≈ −25.38,1087

with a p-value < 10−100, and thus we reject the1088

null hypothesis. Our model’s true accuracy is sig-1089

nificantly lower than the 91.20% state-of-the-art.1090

To quantify the precision of our estimate, we calcu-1091

late a 95% confidence interval for the model’s true1092

accuracy using the observed proportion p̂ = 0.828.1093

The standard error is computed as SE ≈ 0.00442,1094

yielding a 95% confidence interval between 0.8191095

and 0.837.1096

A.3 Last Letter Concat Dataset1097

Framework Accuracy (%) Samples

Big Five Personality Traits 92.20 500
Cognitive Behavioral Theory 92.00 500
Cognitive Load Theory 88.80 500
Dual-Process Theory 93.60 500
Enneagram of Personality Traits 91.60 500
Erikson’s Psychosocial Stages 83.80 500
Flow Theory 89.00 500
Freudian Psychoanalysis 92.80 500
Mental Models 92.20 500
Myers-Briggs Type Indicator 92.60 500
Social Cognitive Theory 92.40 500
User Design Persona 92.60 500
User-Centered Design 87.60 500

Table 4: Per-framework performance on the Last Letter
Concat dataset.

We report in Table 4 the performance of the1098

Final Decision Maker. We want to test whether our1099

model’s true accuracy, denoted by p, differs from1100

SoTA. From the aggregated data (weighted by the1101

number of samples), we compute an accuracy of1102

p̂ ≈ 0.9086.1103

We first compare our aggregated accuracy to1104

the state-of-the-art baseline, p0 = 0.86. Thus, we1105

define the hypotheses as: H0 : p = 0.86 and H1 :1106

p ̸= 0.86. With N = 6500, we have p̂ = 0.90861107

and p0 = 0.86. Under H0, the standard error is1108

SEH0 ≈ 0.0043. The test statistic is then Z ≈1109

11.3, which is extremely large. The corresponding1110

p-value is effectively ≪ 10−20, and thus we reject1111

H0. Our model’s accuracy is significantly higher1112

than the 86% state-of-the-art.1113

We further compare our results to human perfor-1114

mance, treating human performance as p0 = 1.0,1115

then under H0 : p = 1.0 there is zero variance1116

(since the probability of an error is 0). In this case,1117

a standard Z-test is not defined; however, from a1118

binomial perspective, if p = 1.0 then even a single 1119

error would have probability 0. Given that we ob- 1120

served 594 errors, the p-value under this scenario is 1121

trivially < 10−100. Hence, our model’s accuracy is 1122

significantly below the 100% human-performance 1123

level. 1124

To quantify the precision of our estimate, we 1125

compute a 95% confidence interval for the model’s 1126

true accuracy p. The standard error calculated is 1127

SE ≈ 0.00358. This indicates that we can be 95% 1128

confident that the model’s true accuracy on this 1129

dataset lies between 90.16% and 91.56%. 1130

In summary, when we aggregate results across 1131

all trials, the Final Decision Maker achieves an 1132

overall accuracy of about 90.86%. Statistical tests 1133

confirm that this accuracy is significantly higher 1134

than the 86% state-of-the-art approach (Z ≈ 11.3, 1135

p ≪ 10−20) and significantly lower than a hypo- 1136

thetical 100% human-performance. The 95% con- 1137

fidence interval further indicates that the model’s 1138

true performance is stable around approximately 1139

91% when generalized to the entire dataset. 1140

A.4 Social IQa Dataset 1141

Framework Accuracy (%) Samples

Big Five Personality Traits 79.29 1700
Cognitive Behavioral Theory 79.47 1646
Cognitive Load Theory 78.89 1644
Dual-Process Theory 78.28 1625
Enneagram of Personality Traits 78.98 1670
Erikson’s Psychosocial Stages 78.70 1737
Flow Theory 79.02 1654
Freudian Psychoanalysis 79.09 1722
Mental Models 78.48 1710
Myers-Briggs Type Indicator 78.05 1695
Social Cognitive Theory 78.99 1623
User Design Persona 80.58 1715
User-Centered Design 78.45 1666

Table 5: Per-framework performance on the Social IQa
dataset.

We report in Table 5 the performance of the 1142

Final Decision Maker. We want to test whether 1143

our model’s true accuracy, denoted by p, differs 1144

from established SoTA. From the aggregated data 1145

weighted by the number of samples, we compute 1146

an accuracy of p̂ ≈ 0.7891. 1147

We first compare our aggregated accuracy to the 1148

state-of-the-art baseline, p0 = 0.832. Thus, we 1149

define the hypotheses as: H0 : p = 0.832 and H1 : 1150

p ̸= 0.832. With N = 21807 trials, we have p̂ = 1151

0.7891 and p0 = 0.832. Under H0, the standard 1152

error SEH0 ≈ 0.00253. The test statistic is then 1153
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Z ≈ −16.93, with a p-value effectively close to1154

zero (p ≪ 10−30). Thus, we reject H0, concluding1155

that our model’s accuracy is significantly lower1156

than the 83.20% state-of-the-art.1157

We further compare our results to a human per-1158

formance of p0 = 0.87. Here, the hypotheses are1159

defined as: H0 : p = 0.87 and H1 : p ̸= 0.87. Un-1160

der H0, the standard error SEH0 ≈ 0.00228. The1161

resulting test statistic is Z ≈ −35.5, yielding a1162

small p-value of ≪ 10−200). We, therefore, reject1163

H0, conclude that our model’s accuracy is signifi-1164

cantly below the human performance of 87.00%.1165

To quantify the precision of our estimate, we1166

calculate a 95% confidence interval for the model’s1167

true accuracy p. The standard error SE ≈ 0.00276,1168

and the 95% confidence interval lies between1169

78.37% and 79.45%.1170

In summary, when aggregating results across all1171

trials, the Final Decision Maker achieves an overall1172

accuracy of about 78.91%. Statistical tests confirm1173

that this performance is significantly lower than1174

both the state-of-the-art and human performance.1175

A.5 Social Support Dataset1176

A.6 Accuracy1177

Since no state-of-the-art approaches have reported1178

accuracy for this dataset, we only calculate the con-1179

fidence interval for our approach. We treat these1180

13 outcomes (reported in Table 6) of the descrip-1181

tion frameworks as a sample of size n = 13. The1182

sample mean is X̄ = 41.69%, and the sample stan-1183

dard deviation is s ≈ 1.33%. To approximate the1184

true mean performance µ of the method, we con-1185

struct a 95% confidence interval using a t-based1186

approach. With n − 1 = 12 degrees of freedom,1187

the critical value is t0.025, 12 ≈ 2.18. The standard1188

error is SE ≈ 0.37%, yielding a margin of error of1189

2.18×0.37% ≈ 0.80%. Thus, the 95% confidence1190

interval for the true mean lies between 40.89% and1191

42.49%.1192

This relatively narrow interval reflects the mod-1193

est spread of the sample, as indicated by a standard1194

deviation of about 1.33%.1195

A.6.1 Macro F11196

Data, Accuracy, and Macro-F1 Scores We re-1197

port in Table 6 the Final Decision Maker’s macro-1198

F1 scores across the 13 description frameworks.1199

We want to test whether the average macro-F11200

across these 13 runs (µ), differs from the state-of-1201

the-art. From the data, we compute a sample mean1202

of X̄ = 27.60% and a sample standard deviation1203

Framework Accuracy (%) Macro-F1 (%) Samples

Big Five Personality Traits 40.02 22.86 897
Cognitive Behavioral Theory 43.48 30.34 897
Cognitive Load Theory 40.02 22.84 897
Dual-Process Theory 40.58 23.29 897
Enneagram of Personality Traits 42.59 29.85 897
Erikson’s Psychosocial Stages 40.25 22.98 897
Flow Theory 42.25 29.84 897
Freudian Psychoanalysis 41.36 29.34 897
Mental Models 41.58 29.35 897
Myers-Briggs Type Indicator 42.81 40.25 897
Social Cognitive Theory 43.48 24.33 897
User Design Persona 40.47 23.15 897
User-Centered Design 43.03 30.40 897

Table 6: Per-framework performance on the Social Sup-
port dataset.

of s = 5.06%. Treating these 13 scores as indepen- 1204

dent observations, we perform a one-sample t-test 1205

with n = 13. 1206

The hypotheses are defined as H0 : µ = 29% 1207

and H1 : µ ̸= 29%. The standard error is SE ≈ 1208

1.40%. The test statistic t ≈ −1.00. With n− 1 = 1209

12 degrees of freedom, this t-value corresponds to 1210

a two-sided p-value of approximately 0.34, which 1211

is not statistically significant. 1212

We also construct a 95% confidence interval for 1213

the true mean macro-F1, that lies between 24.54% 1214

and 30.66%. Since 29% lies within this interval, 1215

we fail to reject the null hypothesis. 1216

In summary, across the 13 expert-model config- 1217

urations, the Final Decision Maker achieves an av- 1218

erage macro-F1 of 27.60% (with individual scores 1219

ranging from about 22.8% to 40.3%). Although 1220

this average is slightly below the state-of-the-art 1221

approach of 29%, the one-sample t-test indicates 1222

that there is insufficient evidence to conclude that 1223

the mean performance is statistically different from 1224

29%. 1225

B Description Framework Analyses 1226

To understand which is the best-performing descrip- 1227

tion framework, we performed a global analysis to 1228

compare the performance of different description 1229

frameworks based on both the Majority Vote out- 1230

come and the Final Decision Maker outcome. 1231

For each framework, we aggregated the total 1232

number of successes and failures across all datasets 1233

and constructed a contingency table. A chi-square 1234

test was then applied to determine whether there 1235

were statistically significant differences in the out- 1236

comes performance among the frameworks. The 1237

chi-square test null hypothesis H0 is: there is no 1238

association between the description framework 1239

and the success/failure outcome of the ensembling 1240
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method adopted, i.e., all frameworks perform equiv-1241

alently.1242

B.1 Majority Vote Analysis1243

Framework Successes Failures

Big Five Personality Traits 3864.9936 1349.0064
Cognitive Behavioral Theory 3904.0689 1307.9311
Cognitive Load Theory 3827.0044 1331.9956
Dual-Process Theory 3784.0509 1329.9491
Enneagram of Personality Traits 3887.0043 1335.9957
Erikson’s Psychosocial Stages 3995.9253 1378.0747
Flow Theory 3915.9107 1319.0893
Freudian Psychoanalysis 3950.0357 1338.9643
Mental Models 3899.0131 1364.9869
Myers-Briggs Type Indicator 3904.1322 1363.8678
Social Cognitive Theory 3875.9580 1304.0420
User Design Persona 4002.9301 1313.0699
User-Centered Design 3888.0289 1356.9711

Table 7: Global Contingency Table of Majority Vote
Successes and Failures by Framework.

The chi-square test yielded a statistic of 5.541244

with 12 degrees of freedom, corresponding to a p-1245

value of 0.9376. Since the p-value is very high, we1246

fail to reject the null hypothesis. Thus, there is no1247

statistically significant difference in the Majority1248

Vote performance among the various description1249

frameworks. Table 7 shows the global contingency1250

table with the aggregated majority vote successes1251

and failures for each description framework. As the1252

table indicates, the number of successes and fail-1253

ures are very similar across the frameworks. Such1254

close results are consistent across the frameworks1255

and reinforce the conclusion from the chi-square1256

test.1257

Thus, these results suggest that, when a majority1258

vote ensembling method is used to aggregate deci-1259

sions, the choice of description framework does not1260

substantially affect the outcome. Consequently, fac-1261

tors other than majority vote performance, such as1262

theoretical underpinnings, interpretability, or com-1263

putational efficiency, may be more critical when1264

selecting a description framework for a given task1265

or application.1266

B.2 Final Decision Maker Analysis1267

The chi-squared test on the aggregated contingency1268

table yielded a chi-squared statistic of 4.54 with 121269

degrees of freedom and a p-value of 0.9715. This1270

very high p-value suggests that any observed dif-1271

ferences in the number of successes and failures1272

across the description frameworks are entirely at-1273

tributable to random variation.1274

Framework Successes Failures

Big Five Personality Traits 3852.88 1361.12
Cognitive Behavioral Theory 3877.08 1334.92
Cognitive Load Theory 3805.98 1353.02
Dual-Process Theory 3761.01 1352.99
Enneagram of Personality Traits 3874.04 1348.96
Erikson’s Psychosocial Stages 3943.05 1430.95
Flow Theory 3873.00 1361.99
Freudian Psychoanalysis 3933.92 1355.08
Mental Models 3896.01 1367.99
Myers-Briggs Type Indicator 3903.03 1364.97
Social Cognitive Theory 3840.96 1339.04
User Design Persona 3972.96 1343.04
User-Centered Design 3864.89 1380.11

Table 8: Global Contingency Table of Final Decision
Maker Successes and Failures by Framework.

Table 8 reports the aggregated contingency ta- 1275

ble for the Final Decision Maker, showing the to- 1276

tal number of successes and failures for each de- 1277

scription framework. As observed, the success 1278

and failure counts across the frameworks vary only 1279

slightly. Such minimal variation supports the con- 1280

clusion that no single description framework offers 1281

a performance advantage in terms of Final Deci- 1282

sion Maker accuracy. Thus, as in the case of the 1283

majority vote outcome, the choice of description 1284

framework, when evaluated based on the final deci- 1285

sion maker, should be guided by other factors. 1286

B.3 Comparison Analysis: Final Decision 1287

Maker vs. Majority Vote 1288

Successes Failures

Final Decision Maker 50398.81 17694.19
Majority Vote 50699.06 17393.94

Table 9: Global 2×2 Contingency Table.

We performed a global, weighted comparison of 1289

the Final Decision Maker method and the Majority 1290

Vote method to determine the most effective ensem- 1291

bling strategy. To this end, we aggregated the total 1292

number of successes and failures across all datasets. 1293

The overall accuracy for Final Decision Maker was 1294

74.01%, while Majority Vote attained 74.46%. Al- 1295

though the Majority Vote shows a marginal advan- 1296

tage, the difference between the two methods is 1297

not statistically significant. We formally test this 1298

by stating the null hypothesis: H0: There is no 1299

association between the ensembling method (Final 1300

Decision Maker vs. Majority Vote) and the success 1301
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or failure outcome. A chi-square test performed on1302

the aggregated 2 × 2 contingency table (Table 9)1303

yielded a chi-square statistic of 3.4609 with 1 de-1304

gree of freedom and a p-value of 0.0628, leading1305

us to fail to reject the null hypothesis.1306

Thus, we cannot conclude that one method is1307

superior to the other overall.1308

C Final Decision Maker and Majority1309

Vote Finer Comparison1310

Dataset Wilcoxon Statistic p-value Significant?

Strategy QA 0.0000 0.000000 Yes
Common Sense QA 9422141.5000 0.277116 No
Last Letters 125250.0000 0.000000 Yes
Social IQa 108766137.0000 0.000000 Yes
Social Support 17301336.0000 0.000000 Yes

Table 10: Weighted Wilcoxon Test Results: Final Deci-
sion Maker vs. Majority Vote.

Weighted Mann–Whitney U test for pairwise1311

comparison within datasets and the Weighted1312

Wilcoxon Signed-Rank test for overall comparisons1313

between the Final Decision Maker and Majority1314

Vote approaches.1315

In this Section, we determine whether differ-1316

ent description frameworks yield systematically1317

distinct results to test the statistical differences1318

between various description frameworks across1319

datasets using non-parametric testing. Specifically,1320

we compare the accuracy distributions of the Fi-1321

nal Decision Maker and the Majority Vote en-1322

sembling methods. To achieve this, we employ1323

the Weighted Mann–Whitney U test for pairwise1324

comparisons (Mann and Whitney, 1947) within1325

datasets and the Weighted Wilcoxon Signed-Rank1326

test (Conover, 2006) for overall comparisons be-1327

tween the Final Decision Maker and Majority Vote1328

approaches. The Mann–Whitney U test is a pow-1329

erful non-parametric statistical method employed1330

to evaluate the null hypothesis. This hypothesis1331

asserts that, for randomly selected values X and Y1332

from two distinct populations, the probability of X1333

being greater than Y is precisely equal to the prob-1334

ability of Y being greater than X. A comprehensive1335

formulation establishes that observations from both1336

groups are assumed to be independent, responses1337

are at least ordinal to enable the comparison of any1338

two observations to determine which is greater, and1339

under the null hypothesis (H0), the distributions of1340

both populations are considered identical while the1341

alternative hypothesis (H1) asserts that the distribu-1342

tions are not identical. The Wilcoxon signed-rank1343

test is a non-parametric statistical method used for 1344

hypothesis testing. For two matched samples, the 1345

Wilcoxon test functions as a paired difference test, 1346

similar to the paired Student’s t-test. This test is 1347

particularly useful when the assumption of normal 1348

distribution for differences is not met, as it only 1349

requires that the distribution of differences is sym- 1350

metric around a central value. Its primary aim is to 1351

determine whether this central value significantly 1352

differs from zero. 1353

The results of the Weighted Wilcoxon Signed- 1354

Rank test, summarized in Table 10, reveal whether 1355

the two decision paradigms (Final Decision Maker 1356

vs. Majority Vote) produce significantly different 1357

results for each dataset. In Strategy QA, Last Let- 1358

ter Concat, Social IQa, and Social Support the Fi- 1359

nal Decision Maker and Majority Vote approaches 1360

yield significantly different performance distribu- 1361

tions. This implies that the choice of decision 1362

paradigm substantially affects model evaluation 1363

outcomes. No Significant Difference in Common 1364

Sense QA suggests that, for this dataset, either ap- 1365

proach can be used interchangeably. 1366

Given these findings, we proceed with pair- 1367

wise comparisons of description frameworks within 1368

each dataset, focusing separately on the Final De- 1369

cision Maker and Majority Vote approaches to de- 1370

termine whether certain frameworks consistently 1371

outperform others in specific dataset tasks. 1372

C.1 Strategy QA Dataset 1373

The p-value analysis in 10 indicates a very strong 1374

statistical difference between the Final Decision 1375

Maker and Majority Vote approaches when weigh- 1376

ing by the number of samples tested. Thus, we 1377

start the pair-wise analysis of the different descrip- 1378

tion frameworks using the Final Decision Maker. 1379

According to the results, every comparison is sta- 1380

tistically significant, meaning that here the choice 1381

of the description framework matters. 1382

We move on pair-wise analysis using the major- 1383

ity vote (Table 12). The table shows that nearly 1384

every pair comparison has a statistical significance, 1385

with p-values close to 0 for the vast majority of 1386

comparisons. As with the Final Decision Maker, 1387

each framework yields a unique accuracy distribu- 1388

tion for the Majority Vote as well. The result is 1389

that description framework selection heavily im- 1390

pacts performance under the Majority Vote in this 1391

dataset, much as it does under the Final Decision 1392

Maker. In this dataset, both Final Decision Maker 1393

and Majority Vote results show that any two de- 1394
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Figure 2: Box plot comparison Strategy QA dataset.

Figure 3: Weighted mean for the Strategy QA dataset.

scription frameworks significantly differ. Practi-1395

cally, if you are optimizing for performance on1396

this dataset, you cannot assume frameworks are1397

interchangeable. This finding is also supported by1398

looking at the weighted mean differences shown in1399

Figure 3. Also, as shown in Figure 2, the individual1400

performance of the agents is typically lower than1401

the adoption of an ensemble method.1402

C.2 Common Sense QA Dataset1403

The results reported in Table 10 revealed no statisti-1404

cal difference between choosing the Final Decision1405

Maker and the Majority Vote ensembling method.1406

Even though certain individual frameworks might1407

show small differences, the overall weighted dis-1408

tribution of accuracy differences does not deviate1409

enough to conclude that one approach is systemati-1410

cally superior, both methods perform comparably.1411

But, comparing the description frameworks against1412

each other, revealed consistent differences in ev-1413

ery pair. Weighted Mann–Whitney test, reported1414

in Table 14 shows that even small raw differences1415

in final accuracy become significant. In practice,1416

the results imply that each description framework1417

yields a distinct Final Decision Maker accuracy1418

distribution.1419

Figure 4: Box plot comparison Common Sense QA
dataset.

Figure 5: Weighted mean for the Common Sense QA
dataset.

Much like the Final Decision Maker results, the 1420

statistical comparison reported in Table 13 reveals 1421

that all frameworks differ significantly under the 1422

Weighted Mann–Whitney for the Majority Vote 1423

approach as well. 1424

These findings are also supported by analyzing 1425

the weighted mean accuracies shown in Figure 5. 1426

Indeed, a graphical representation of the results 1427

obtained in this dataset is proposed in Figure 4. 1428

Adopting an ensemble method generally provides 1429

better performance w.r.t. the single expert agents, 1430

such as Big Five or Cognitive Load Theory. 1431

C.3 Last Letter Concat Dataset 1432

The analysis results reported in Table 10 revealed 1433

a p-value near zero for this dataset, indicating a 1434

clear difference between the Final Decision Maker 1435

and Majority Vote. Indeed, the Weighted Wilcoxon 1436

test strongly rejects the null hypothesis that the two 1437

methods produce the same distribution of accura- 1438

cies. Both ensembling approaches achieve overall 1439

high accuracies (often above 90%), making them 1440

particularly interesting since the difference is con- 1441

sistent and robust even within a high-performing 1442

environment. 1443
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Figure 6: Boxplot Last Letter Concat dataset.

Starting a deeper analysis of the Final Decision1444

Maker, proposed in Table 15, we see that almost all1445

pairs comparisons are statistically significant, with1446

only a few exceptions (for example, Big Five Per-1447

sonality Traits and Mental Models, Myers-Briggs1448

Type Indicator and User Design Persona). This1449

indicates that certain frameworks effectively yield1450

the same final accuracy distribution for the Final1451

Decision Maker. The large majority of frameworks1452

stand out from each other, but those scattered no1453

statistically significant results show that for certain1454

frameworks, the Weighted Mann–Whitney test sees1455

no meaningful difference. Analyzing the statisti-1456

cally significant comparisons for the Majority Vote1457

(Table 16) we note the same phenomenon. Indeed,1458

almost every comparison is significant, but again,1459

there are a small number of exceptions. For in-1460

stance, Big Five Personality Traits and Cognitive1461

Behavioral Theory, Freudian Psychoanalysis and1462

Myers-Briggs Type Indicator are not significant.1463

The overall pattern remains that most pairs differ1464

significantly, implying that in Last Letters, the cho-1465

sen framework heavily influences final accuracy1466

with the Majority Vote approach. Interestingly, in1467

this dataset, our approach typically has very high1468

accuracies (90%+). Still, small differences are sta-1469

tistically significant.1470

The statistical findings are also supported by the1471

analysis of the weighted mean accuracy plot shown1472

in Figure 7. Furthermore, a visual analysis of the1473

performance distribution presented in Figure 6 indi-1474

cates a significant variability in scores for the Final1475

Decision Maker, whereas the scores for the Major-1476

ity Vote demonstrate a more compact distribution.1477

Furthermore, the performance levels of the individ-1478

ual agents are considerably lower when compared1479

to the two ensemble methods.1480

Figure 7: Weighted mean for the Last Letter Concat
dataset.

C.4 Social IQa Dataset 1481

The results of the Weighted Wilcoxon test, shown 1482

in Table 10, indicate a highly significant difference 1483

between the Final Decision Maker and Majority 1484

Vote methods in this dataset, with a p-value ef- 1485

fectively close to 0. This suggests that, from a 1486

weighted perspective, one of these methods con- 1487

sistently outperforms the other for the SocialIQa 1488

dataset. The findings strongly imply that the two 1489

methods are not interchangeable regarding their 1490

final accuracy outcomes. 1491

The statistical analysis of the Final Decision 1492

Maker presented in Table 17 shows that all or 1493

nearly all pairs of frameworks are statistically rele- 1494

vant. For instance, both Dual-Process Theory and 1495

Flow Theory exhibit significant differences. This 1496

means that every pair of description frameworks 1497

demonstrates a statistically significant difference 1498

when evaluated using the Weighted Mann–Whitney 1499

test. As a result, even small raw differences 1500

can yield highly significant outcomes. Practically 1501

speaking, this suggests that we cannot treat any two 1502

descriptive frameworks as equivalent—each frame- 1503

work produces a distinct accuracy distribution for 1504

the Final Decision Maker from the perspective of 1505

the Weighted Mann–Whitney analysis. 1506

The Majority Vote analysis, reported in Ta- 1507

ble 18, shows an extensive series of statistically 1508

valid comparisons, with very few exceptions (e.g. 1509

Dual-Process Theory and Flow Theory). As with 1510

Final Decision Maker, Majority Vote analysis 1511

demonstrates that almost all frameworks differ in 1512

Weighted Mann–Whitney. 1513

Also, the weighted mean accuracy presented in 1514

Figure 9 supports the findings. Furthermore, the 1515

distribution of performance scores illustrated in 1516

Figure 8 highlights two significant observations. 1517

Firstly, the Majority Vote ensembling method 1518
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Figure 8: Boxplot Social IQa dataset.

Figure 9: Weighted mean for the Social IQa dataset.

demonstrates a greater degree of variability in per-1519

formance compared to the Final Decision Maker.1520

Secondly, the Cognitive Load Theory description1521

framework emerges as the highest scorer, whereas1522

the Myers-Briggs Type Indicator description frame-1523

work consistently ranks as the lowest performer1524

across all assessments.1525

C.5 Social Support Dataset1526

In this dataset, all the description frameworks have1527

fairly low overall accuracies (in the 40% range).1528

The Weighted Wilcoxon test results presented in1529

Table 10 yield a p-value near zero, implying a sig-1530

nificant difference between the two methods once1531

weighting (based on the number of samples tested)1532

is accounted for. Even though the absolute per-1533

formance might be low, the difference is system-1534

atically observed across the various description1535

frameworks. In practice, this indicates that, in this1536

dataset, one approach has a measurable advantage.1537

The analysis of the Final Decision Maker pro-1538

posed in Table 19, demonstrates many statistically1539

valid comparisons, with few exceptions. For in-1540

stance, Big Five Personality Traits and Cognitive1541

Load Theory are not statistically different. Al-1542

though many comparisons are significant, certain1543

frameworks produce statistically indistinguishable 1544

Weighted Mann–Whitney outcomes. Considering 1545

this dataset tends to have low accuracies (in the 1546

40% range), the significance indicates that even 1547

small improvements are consistent. The large num- 1548

ber of statistically valid comparisons confirms that 1549

the choice of framework typically matters under 1550

the Final Decision Maker approach. The compar- 1551

ative analysis of the Majority Vote (reported in 1552

Table 20) shows a similar trend of statistically sig- 1553

nificant comparisons for the Final Decision Maker 1554

(with few exceptions such as Cognitive Behavioral 1555

Theory and Enneagram of Personality Traits, or 1556

Cognitive Behavioral Theory and Flow Theory). 1557

The permutation test (21) is particularly suit- 1558

able for comparing macro F1-scores due to its non- 1559

parametric nature and flexibility in handling com- 1560

plex, aggregated metrics. Unlike parametric tests, 1561

permutation tests do not assume a specific distribu- 1562

tion of the data, making them ideal for evaluating 1563

metrics like the macro F1-score, which is the un- 1564

weighted average of F1-scores across all classes 1565

in a multi-class classification problem. In practice, 1566

the permutation test involves repeatedly shuffling 1567

the labels of the dataset and recalculating the perfor- 1568

mance metric to generate a distribution of scores un- 1569

der the null hypothesis—that there is no difference 1570

between the models. By comparing the observed 1571

difference in macro F1-scores to this null distribu- 1572

tion, we can determine the empirical p-value, indi- 1573

cating the likelihood of observing such a difference 1574

by chance. This method is particularly advanta- 1575

geous when dealing with metrics like the macro 1576

F1-score, which can be sensitive to class imbal- 1577

ances and may not meet the assumptions required 1578

for parametric tests. By not relying on such as- 1579

sumptions, the permutation test provides a more re- 1580

liable assessment of statistical significance in these 1581

contexts. Therefore, the permutation test is a ro- 1582

bust and appropriate choice for comparing macro 1583

F1-scores, offering a non-parametric approach that 1584

accommodates the complexities inherent in multi- 1585

class classification evaluations. 1586

Finally, the analysis of the performance score 1587

distributions presented in Figure 10 indicates that 1588

cognitive theory-based description frameworks con- 1589

sistently yield superior results. This finding under- 1590

scores the importance of cognitive skills for agents 1591

in effectively addressing the task at hand. The same 1592

finding is supported by the visual analysis of the 1593

weighted mean of accuracy presented in Figure 11. 1594

19



Figure 10: Boxplot Social Support dataset.

Figure 11: Weighted mean for the Social Support
dataset.

D Agent Roles Analyses1595

We first tested whether expert roles differ statisti-1596

cally in their accuracy scores within each dataset1597

by applying weighted analyses that account for the1598

number of samples tested per framework. Specifi-1599

cally, we used a weighted ANOVA (also known as1600

Welch’s ANOVA)(WELCH, 1947) to compare the1601

weighted means and a weighted Kruskal–Wallis1602

test. We chose Welch’s t-test, or unequal vari-1603

ances t-test since it is a two-sample test to test the1604

(null) hypothesis that two populations have equal1605

means. This statistic is more reliable when the1606

two samples have unequal variances and possibly1607

unequal sample sizes. This is the right choice in1608

our cases since we cannot assume that the distri-1609

butions analyzed have equal variances and they1610

do not have equal sample sizes. Furthermore, we1611

make the ANOVA findings more robust by also1612

applying the Kruskal–Wallis test. The Kruskal–1613

Wallis test (Kruskal and Wallis, 1952), or one-way1614

ANOVA on ranks, is a non-parametric statistical1615

test to test whether samples originate from the same1616

distribution. However, a significant test indicates1617

that at least one sample stochastically dominates1618

one other sample without identifying where this1619

Figure 12: Expert roles distribution for the Strategy QA
dataset.

stochastic dominance occurs or for how many pairs 1620

of groups of stochastic dominance obtains. Thus, 1621

when the weighted ANOVA yielded a significant 1622

overall effect (p < 0.05), we conducted Tukey’s 1623

HSD post-hoc pairwise comparisons (Tukey, 1949) 1624

to determine which specific roles differ. Turkey’s 1625

HSD post-hoc pairwise test is a single-step multi- 1626

ple comparison procedure and statistical test used 1627

to correctly interpret the statistical significance of 1628

the difference between means. The test, based on 1629

a studentized range distribution, compares all pos- 1630

sible pairs of means in a distribution similar to the 1631

distribution of t from the t-test. The test compares 1632

the means of every treatment to the means of every 1633

other treatment; that is, it applies simultaneously 1634

to the set of all pairwise comparisons. 1635

The overall weighted ANOVA and Kruskal– 1636

Wallis results are summarized in Table 22 and Ta- 1637

ble 23, respectively, while the detailed Tukey’s 1638

HSD results are reported in Tables 25, 26, and 27. 1639

The distribution of expert roles within each dataset 1640

is presented in Table 24. Here, we discuss each 1641

dataset in isolation. 1642

D.1 Strategy QA Dataset 1643

The weighted ANOVA analysis reported in Ta- 1644

ble 22 indicates a statistically significant difference 1645

in the weighted mean accuracy among expert roles, 1646

while the weighted Kruskal–Wallis test (Table 23) 1647

did not detect differences. But, since the results 1648

of the multiple comparisons may inflate the Type I 1649

error rate 3 we proceed with deeper analyses. 1650

Analyzing the distribution of roles, shown in 1651

Figure 12, we noted that the most adopted role is 1652

Artificial Intelligence, followed by Cognitive Psy- 1653

chology, and Cognitive Science. This indicates that 1654

3Type I error rate is the probability of incorrectly rejecting
a true null hypothesis (H0). It is the likelihood of concluding
that there is an effect or difference when none actually exists.
This is often referred to as a false positive result.
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Figure 13: Expert roles distribution for the Common
Sense QA dataset.

the Project Manager Agent thinks that Cognitive1655

skills are important and so required to efficiently1656

perform the task.1657

We performed the Tukey’s HSD pairwise com-1658

parisons (Table 25) and we discover that :1659

• Artificial Intelligence significantly differs1660

from Cognitive Psychology, Logic and Formal1661

Reasoning, Machine Learning, and Natural1662

Language Processing.1663

• Cognitive Psychology is significantly different1664

from Mathematical Logic.1665

• Cognitive Science is significantly different1666

from both Logic and Formal Reasoning and1667

Machine Learning.1668

• Formal Logic differs significantly from Logic1669

and Formal Reasoning and Machine Learn-1670

ing.1671

• Machine Learning is significantly different1672

from Mathematical Logic, and Mathematical1673

Logic differs significantly from Natural Lan-1674

guage Processing.1675

In this dataset, the weighted ANOVA indicates that1676

expert role selection significantly affects accuracy.1677

The distribution of roles shown in Figure 12 to-1678

gether with Tukey’s HSD test reveal that roles se-1679

lection has an impact on performance. Indeed Ar-1680

tificial Intelligence, Machine Learning, Logic and1681

Formal Reasoning, and Mathematical Logic exhibit1682

statistically significant differences.1683

D.2 Common Sense QA Dataset1684

The analysis of the weighted ANOVA test and the1685

Kruskal–Wallis test, reported respectively in Ta-1686

ble 22 and Table 23, revealed very high p-values,1687

indicating that role selection does not have a deci-1688

sive impact on accuracy. Although the role distri-1689

bution shown in Figure 13 exhibits variability, with1690

Figure 14: Expert roles distribution for the Last Letter
Concat dataset.

Figure 15: Expert roles distribution for the Social IQa
dataset.

a strong preference for Artificial Intelligence and 1691

Natural Language Processing roles, the differences 1692

in the selection are not statistically significant. 1693

D.3 Last Letter Concat Dataset 1694

The statistical results of the weighted ANOVA test 1695

and the Kruskal–Wallis test, reported respectively 1696

in Table 22 and Table 23, did not indicate a stastical 1697

valid difference in role selection. Similar to the 1698

Common Sense QA dataset. 1699

The role distribution, shown in Figure 14, we dis- 1700

cover a preference for Computational Linguistics, 1701

Morphology, Phonetics and Cryptography roles. 1702

However, this selection is not statistically valid. 1703

The uniform sample size and the non-significant 1704

test results imply that expert role selection does not 1705

affect accuracy in this dataset. 1706

D.4 Social IQa Dataset 1707

The statistical test results reported in Table 22 and 1708

Table 23 revealed that while the weighted ANOVA 1709

is highly significant, the weighted Kruskal–Wallis 1710

test is marginal. We further analyzed the possibil- 1711

ity of a role selection effect by conducting Tukey’s 1712

HSD analysis. The test results, reported in Ta- 1713

ble 26, indicate that only the Behavioral Analysis 1714

role is significantly different from Behavioral Sci- 1715

ence, Cognitive Behavioral Analysis, Communica- 1716
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Figure 16: Expert roles distribution for the Social Sup-
port dataset.

tion Studies, Emotional Intelligence, Interpersonal1717

Communication, Interpersonal Development, Psy-1718

chology, Social Psychology, and Sociology.1719

We further analyzed the role distribution, as1720

shown in Figure 15. The distribution demon-1721

strates that the set of roles comprises strong task-1722

dependent roles, including Emotional Intelligence,1723

Interpersonal Communication, Psychology, Social1724

Psychology, and Sociology.1725

Overall, the significant ANOVA and detailed1726

Tukey’s HSD pairwise comparisons indicate that,1727

in the Social IQa dataset, expert role selection plays1728

an important role. In particular, the fact that Behav-1729

ioral Analysis is statistically distinct from several1730

other roles suggests that its inclusion (or exclusion)1731

could meaningfully affect system accuracy.1732

D.5 Social Support Dataset1733

The statistical tests (reported in Table 22 and Ta-1734

ble 23) both indicate statistically significant values.1735

We therefore proceed with a finer comparison using1736

Tukey’s HSD pairwise test. The results, reported1737

in Table 27, identify only one significant differ-1738

ence—between Natural Language Processing and1739

Social Psychology.1740

We also analyzed the role distribution shown in1741

Figure 16, which reveals a strong preference for1742

both Natural Language Processing and Social Psy-1743

chology roles. To sum up, while the overall tests1744

indicate that expert role selection affects accuracy,1745

the limited number of significant pairwise differ-1746

ences suggests that the variations among roles are1747

relatively modest.1748

D.6 Overall Analysis1749

Across the examined datasets, our analyses reveal1750

a strong impact of expert role selection on task1751

accuracy. In the Common Sense QA and Last Let-1752

ter Concat datasets (see Sections D.2 and D.3),1753

the weighted ANOVA and Kruskal–Wallis tests1754

did not show statistically significant differences 1755

in role selection. However, an inspection of the 1756

role distributions indicates that each dataset ex- 1757

hibits distinct preferred roles. This pattern suggests 1758

that the Project Manager agent is able to select 1759

the appropriate expertise based on the specific task 1760

requirements, resulting in strong task-dependent 1761

role allocation despite overall non-significant dif- 1762

ferences. 1763

In contrast, the analysis of the Social IQa dataset 1764

(subsection D.4), Strategy QA dataset (subsec- 1765

tion D.1), and Social Support dataset (subsec- 1766

tion D.5) indicate that expert role selection plays 1767

an important role. The weighted ANOVA yielded 1768

highly significant results, and Tukey’s HSD pair- 1769

wise comparisons reveal statistically valid role se- 1770

lection. This implies that the inclusion (or exclu- 1771

sion) of some roles can meaningfully affect system 1772

accuracy in these tasks. 1773

Overall, these findings demonstrate that the in- 1774

fluence of expert role selection is highly task- 1775

dependent. In some datasets, such as Common 1776

Sense QA and Last Letter Concat, the impact is rel- 1777

atively modest, whereas in others, like Social IQa, 1778

role selection plays a critical role in shaping perfor- 1779

mance. This underscores not only the importance 1780

of task-dependent role allocation strategies in multi- 1781

agent systems, but also the efficacy of the Project 1782

Manager agent in selecting the most important role 1783

for solving a text. The Project Manager agent ex- 1784

hibits the flexibility necessary to successfully select 1785

the appropriate roles for the expert agents to solve 1786

tasks. 1787

E Agent Position Bias 1788

We investigated whether the position of an agent 1789

(i.e., Expert 0, Expert 1, or Expert 2) influences 1790

performance. To conduct this evaluation, we ag- 1791

gregated the accuracy data from all datasets by 1792

weighting each observation by the number of sam- 1793

ples tested. The aggregated counts yield the con- 1794

tingency table presented in Table 28. A chi-square 1795

test was then performed on this 3× 2 contingency 1796

table. The null hypothesis H0 states that: the ex- 1797

pert’s position does not affect performance, i.e., all 1798

three positions yield the same success-to-failure 1799

ratio. The test produced a chi-square statistic of 1800

χ2 = 2.28 with 2 degrees of freedom and a p-value 1801

of approximately 0.32. Since the p-value is greater 1802

than 0.05 we fail to reject the null hypothesis. 1803

These results indicate that there is no statistically 1804
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significant positional bias in the performance of1805

the agents. Although minor numerical differences1806

exist among the aggregated successes of Experts1807

0, 1, and 2, these differences are well within the1808

bounds of random variation given the sample sizes.1809

Consequently, we conclude that the agents perform1810

equivalently regardless of their position.1811

F Task Instructions and Contexts1812

In this section, we report the task instructions and1813

the context for each dataset-task.1814

Note: We use the same task instructions and con-1815

text for all the description frameworks of the same1816

dataset.1817

As context, we generally use the one pro-1818

vided in the dataset, downloaded from1819

https://github.com/google/BIG-bench/1820

tree/main/bigbench/benchmark_tasks, if1821

available.1822

F.1 Common Sense QA Dataset1823

task-instruction: Answer closed-ended questions1824

by indicating the capital letter of the correct answer1825

from the five alternatives provided1826

context: commonsense question answering1827

example of query: Question: ”’Where would you1828

find magazines along side many other printed1829

works?”’ A) doctor B) bookstore C) market D)1830

train station E) mortuary1831

F.2 Last Letter Concat Dataset1832

task-instruction: Take the last letters of the words1833

and concatenate them1834

context:linguistics puzzles1835

example of query: Take the last letters of each1836

words in "Silvia Carolina Stan Chuck" and concate-1837

nate them.1838

F.3 Social IQa Dataset1839

task-instruction: Answer to multi choice questions1840

context: Questions are about the motivations,1841

emotional reactions, and preceding and following1842

events surrounding interpersonal situations1843

example of query: Answer the following question1844

by reporting the capital letter of the correct answer1845

among the alternatives: """Tracy didn’t go home1846

that evening and resisted Riley’s attacks. What1847

does Tracy need to do before this? """ A) Make1848

a new plan B) Go home and see Riley C) Find1849

somewhere to go1850

F.4 Strategy QA Dataset 1851

task-instruction: Answer multiple-choice questions 1852

where the required reasoning steps are implicit in 1853

the question 1854

context: The task aims to measure the ability of pre- 1855

trained models on context-free question answering, 1856

multi-step, implicit reasoning, and logical reason- 1857

ing 1858

example of query: Answer the following question 1859

by reporting the capital letter of the correct answer 1860

among the alternatives: """Is it common to see frost 1861

during some college commencements?""" A) Yes 1862

B) No 1863

F.5 Social Support Dataset 1864

task-instruction: Classify whether a reply is unsup- 1865

portive, neutral, or supportive 1866

context: The task aims to measure the ability of pre- 1867

trained models on understanding supportive (and 1868

unsupportive) language uses for social support clas- 1869

sification 1870

example of query: Answer the following question 1871

by reporting the capital letter of the correct answer 1872

among the alternatives: """While I don’t have any 1873

source offhand, there are authentic Jewish sources 1874

that mentions the idea that 7 represents nature (7 1875

days of creation) and 8 is supernatural. It has noth- 1876

ing to do with the shape of the number.""" Q: Is the 1877

following reply unsupportive, neutral, or support- 1878

ive? A) unsupportive B) neutral C) supportive 1879

G Implementation Details 1880

We implemented our approach by adopting the 1881

Meta Llama 3.1-70B Instruct large language model 1882

(LLM). The inference process is guided by a tem- 1883

perature setting of 1.2, which introduces a moder- 1884

ate degree of randomness in the model’s responses, 1885

allowing for more diverse and creative outputs. Ad- 1886

ditionally, nucleus sampling is set at 0.9, ensuring 1887

that the model considers only the most relevant and 1888

probable tokens while generating text, striking a 1889

balance between diversity and coherence. Finally, 1890

in this first set of experiments, we do not focus 1891

on obtaining the highest probability answer from 1892

the LLM. Instead, we configure the system to gen- 1893

erate a single alternative response for each input, 1894

ensuring a deterministic output. We ensure repro- 1895

ducibility by setting a fixed seed value for random 1896

number generation directly within our implementa- 1897

tion files. 1898

Additionally, we leverage the default chat- 1899
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template provided by Llama 3.1 to structure in-1900

teractions between the system and the user. This1901

template explicitly defines the roles of both the sys-1902

tem and the user, ensuring that the model correctly1903

interprets input prompts and maintains consistency1904

in its responses. By adhering to this standardized1905

template, we enhance the model’s ability to gen-1906

erate contextually appropriate and structured out-1907

puts, improving overall response coherence and1908

alignment with the intended person assigned to the1909

agent.1910

G.1 Computational Cost Estimation1911

We conduct our experiments using the CINECA1912

HPC infrastructure. This section provides an esti-1913

mation of the required GPU hours.1914

For each of the five datasets, we run 13 descrip-1915

tion frameworks. Each experiment is executed on1916

3 H100 GPUs. Typically, processing 500 experi-1917

mental samples requires approximately 24 hours.1918

Below, we report the number of samples tested1919

for each dataset and the corresponding estimated1920

computational cost.1921

• Strategy QA: More than 1600 samples, but1922

we consider 1500 for computational cost es-1923

timation. Since we process 500 samples per1924

day, the experiments require 3 days. The com-1925

putational cost is:1926

GPU hours cost = 3× 13× 24× 3 = 28081927

• Common Sense QA: Approximately 5001928

samples. As we process 500 samples per day,1929

the experiments require 1 day. The computa-1930

tional cost is:1931

GPU hours cost = 3× 13× 24× 1 = 9361932

• Last Letter Concat: 500 samples. Since we1933

process 500 samples per day, the experiments1934

require 1 day. The computational cost is:1935

GPU hours cost = 3× 13× 24× 1 = 9361936

• Social IQa: More than 1700 samples, but we1937

consider 1500 for computational cost estima-1938

tion. Since we process 500 samples per day,1939

the experiments require 3 days. The computa-1940

tional cost is:1941

GPU hours cost = 3× 13× 24× 3 = 28081942

• Social Support: 897 samples, rounded to 1943

1000 for computational cost estimation. Since 1944

we process 500 samples per day, the experi- 1945

ments require 2 days. The computational cost 1946

is: 1947

GPU hours cost = 3× 13× 24× 2 = 1872 1948

Thus, the total estimated computational cost is: 1949

Total GPU hours cost = 1950

2808 + 936 + 936 + 2808 + 1872 = 9360 1951

G.2 System Usage 1952

Each parameter in the JSON file plays a specific 1953

role in guiding the system’s behavior. Below we 1954

report a detailed explanation of each parameter that 1955

must be included in the JSON configuration file. 1956

• name: The name of the experiment. 1957

• task: the task instruction to provide to the 1958

experts. 1959

• context: The broader domain of the task, in- 1960

dicating that it belongs to, e.g., commonsense 1961

question answering. 1962

• description_framework: The theoretical de- 1963

scription framework guiding the generation of 1964

the agent description profiles. 1965

• model_name: The specific language model 1966

used, in this case, Meta Llama 3.1-70B In- 1967

struct. 1968

• output_dir: The directory where the gener- 1969

ated results are stored. 1970

• input: The input file containing queries, with 1971

each query on a separate line. 1972

• temperature: Controls response randomness. 1973

We adopt a value of 1.2 to introduce moderate 1974

variability, allowing for diverse outputs. 1975

• nucleus: Defines the nucleus sampling thresh- 1976

old. We adopt a value of 0.9 ensures that the 1977

model considers only the most relevant tokens 1978

during generation. 1979

• alternatives: The number of alternative out- 1980

puts generated per query. Here, it is set to 1 to 1981

ensure a deterministic response. 1982

• resume: A flag indicating whether to resume 1983

execution from a previous run. 1984
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• cache_dir: Specifies the directory for caching1985

model weights and computations. This pa-1986

rameter avoids downloading the same model1987

multiple times.1988

• max_experts_number: The maximum num-1989

ber of expert models used during inference. In1990

our experiments, we fix this parameter to 3.1991

• token: The authentication token required to1992

access the model on the HuggingFace reposi-1993

tory.1994

This configuration setup allows users to customize1995

the system’s behavior while ensuring reproducibil-1996

ity across different experimental settings.1997

To execute our system, we utilize a SLURM job1998

script to manage resource allocation and scheduling1999

efficiently. Below, we provide an example SLURM2000

configuration file:2001

#!/bin/bash2002

#SBATCH --ntasks=12003

#SBATCH --cpus-per-task=162004

#SBATCH --gpus=32005

#SBATCH --mem=100GB2006

#SBATCH --time="23:59:59"2007

#SBATCH --partition="cluster-partition"2008

#SBATCH --qos=normal2009

#SBATCH --job-name="job-name"2010

#SBATCH --output="std out"2011

#SBATCH --error="std err"2012

2013

echo "Job starting"2014

2015

source /myvenv/bin/activate2016

2017

python ../PoE_Small/config_file.py2018

--config-file configuration.json2019

After specifying the SLURM directives, the2020

script activates a virtual environment (‘source2021

/myvenv/bin/activate‘) and executes the system us-2022

ing a Python script with a predefined JSON config-2023

uration file. This setup ensures efficient resource2024

utilization and facilitates job execution on a high-2025

performance computing cluster (e.g., CINECA pre-2026

exascale HPC).2027
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Weighted Mann–Whitney for Final Decision Maker, Dataset: strategyQA

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 0.0000 0 Yes
Big Five Personality Traits Cognitive Load Theory 0.0000 0 Yes
Big Five Personality Traits Dual-Process Theory 0.0000 0 Yes
Big Five Personality Traits Enneagram of Personality Traits 2485080.0000 0 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 0.0000 0 Yes
Big Five Personality Traits Flow Theory 0.0000 0 Yes
Big Five Personality Traits Freudian Psychoanalysis 0.0000 0 Yes
Big Five Personality Traits Mental Models 0.0000 0 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 0.0000 0 Yes
Big Five Personality Traits Social Cognitive Theory 2514720.0000 0 Yes
Big Five Personality Traits User Design Persona 0.0000 0 Yes
Big Five Personality Traits User-Centered Design 0.0000 0 Yes
Cognitive Behavioral Theory Cognitive Load Theory 0.0000 0 Yes
Cognitive Behavioral Theory Dual-Process Theory 2470508.0000 0 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 2545614.0000 0 Yes
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 0.0000 0 Yes
Cognitive Behavioral Theory Flow Theory 0.0000 0 Yes
Cognitive Behavioral Theory Freudian Psychoanalysis 0.0000 0 Yes
Cognitive Behavioral Theory Mental Models 0.0000 0 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 0.0000 0 Yes
Cognitive Behavioral Theory Social Cognitive Theory 2575976.0000 0 Yes
Cognitive Behavioral Theory User Design Persona 0.0000 0 Yes
Cognitive Behavioral Theory User-Centered Design 0.0000 0 Yes
Cognitive Load Theory Dual-Process Theory 2408668.0000 0 Yes
Cognitive Load Theory Enneagram of Personality Traits 2481894.0000 0 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 2595628.0000 0 Yes
Cognitive Load Theory Flow Theory 2553562.0000 0 Yes
Cognitive Load Theory Freudian Psychoanalysis 2497474.0000 0 Yes
Cognitive Load Theory Mental Models 2458524.0000 0 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 2494358.0000 0 Yes
Cognitive Load Theory Social Cognitive Theory 2511496.0000 0 Yes
Cognitive Load Theory User Design Persona 2541098.0000 0 Yes
Cognitive Load Theory User-Centered Design 2537982.0000 0 Yes
Dual-Process Theory Enneagram of Personality Traits 2462778.0000 0 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 0.0000 0 Yes
Dual-Process Theory Flow Theory 0.0000 0 Yes
Dual-Process Theory Freudian Psychoanalysis 0.0000 0 Yes
Dual-Process Theory Mental Models 0.0000 0 Yes
Dual-Process Theory Myers-Briggs Type Indicator 0.0000 0 Yes
Dual-Process Theory Social Cognitive Theory 2492152.0000 0 Yes
Dual-Process Theory User Design Persona 0.0000 0 Yes
Dual-Process Theory User-Centered Design 0.0000 0 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 0.0000 0 Yes
Enneagram of Personality Traits Flow Theory 0.0000 0 Yes
Enneagram of Personality Traits Freudian Psychoanalysis 0.0000 0 Yes
Enneagram of Personality Traits Mental Models 0.0000 0 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 0.0000 0 Yes
Enneagram of Personality Traits Social Cognitive Theory 2567916.0000 0 Yes
Enneagram of Personality Traits User Design Persona 0.0000 0 Yes
Enneagram of Personality Traits User-Centered Design 0.0000 0 Yes
Erikson’s Psychosocial Stages Flow Theory 2730574.0000 0 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 2670598.0000 0 Yes
Erikson’s Psychosocial Stages Mental Models 0.0000 0 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 2667266.0000 0 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 2685592.0000 0 Yes
Erikson’s Psychosocial Stages User Design Persona 2717246.0000 0 Yes
Erikson’s Psychosocial Stages User-Centered Design 2713914.0000 0 Yes
Flow Theory Freudian Psychoanalysis 0.0000 0 Yes
Flow Theory Mental Models 0.0000 0 Yes
Flow Theory Myers-Briggs Type Indicator 2624039.0000 0 Yes
Flow Theory Social Cognitive Theory 2642068.0000 0 Yes
Flow Theory User Design Persona 2673209.0000 0 Yes
Flow Theory User-Centered Design 2669931.0000 0 Yes
Freudian Psychoanalysis Mental Models 0.0000 0 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 2566403.0000 0 Yes
Freudian Psychoanalysis Social Cognitive Theory 2584036.0000 0 Yes
Freudian Psychoanalysis User Design Persona 2614493.0000 0 Yes
Freudian Psychoanalysis User-Centered Design 2611287.0000 0 Yes
Mental Models Myers-Briggs Type Indicator 2526378.0000 0 Yes
Mental Models Social Cognitive Theory 2543736.0000 0 Yes
Mental Models User Design Persona 2573718.0000 0 Yes
Mental Models User-Centered Design 2570562.0000 0 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 2580812.0000 0 Yes
Myers-Briggs Type Indicator User Design Persona 2611231.0000 0 Yes
Myers-Briggs Type Indicator User-Centered Design 2608029.0000 0 Yes
Social Cognitive Theory User Design Persona 0.0000 0 Yes
Social Cognitive Theory User-Centered Design 0.0000 0 Yes
User Design Persona User-Centered Design 2656899.0000 0 Yes

Table 11: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Strategy QA (Final
Decision Maker).
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Weighted Mann–Whitney for Majority Vote, Dataset: strategyQA

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 0.0000 0 Yes
Big Five Personality Traits Cognitive Load Theory 0.0000 0 Yes
Big Five Personality Traits Dual-Process Theory 2411760.0000 0 Yes
Big Five Personality Traits Enneagram of Personality Traits 2485080.0000 0 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 0.0000 0 Yes
Big Five Personality Traits Flow Theory 0.0000 0 Yes
Big Five Personality Traits Freudian Psychoanalysis 0.0000 0 Yes
Big Five Personality Traits Mental Models 0.0000 0 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 2497560.0000 0 Yes
Big Five Personality Traits Social Cognitive Theory 2514720.0000 0 Yes
Big Five Personality Traits User Design Persona 0.0000 0 Yes
Big Five Personality Traits User-Centered Design 2541240.0000 0 Yes
Cognitive Behavioral Theory Cognitive Load Theory 2489684.0000 0 Yes
Cognitive Behavioral Theory Dual-Process Theory 2470508.0000 0 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 2545614.0000 0 Yes
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 0.0000 0 Yes
Cognitive Behavioral Theory Flow Theory 0.0000 0 Yes
Cognitive Behavioral Theory Freudian Psychoanalysis 0.0000 0 Yes
Cognitive Behavioral Theory Mental Models 2521644.0000 0 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 2558398.0000 0 Yes
Cognitive Behavioral Theory Social Cognitive Theory 2575976.0000 0 Yes
Cognitive Behavioral Theory User Design Persona 2606338.0000 0 Yes
Cognitive Behavioral Theory User-Centered Design 2603142.0000 0 Yes
Cognitive Load Theory Dual-Process Theory 2408668.0000 0 Yes
Cognitive Load Theory Enneagram of Personality Traits 2481894.0000 0 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 0.0000 0 Yes
Cognitive Load Theory Flow Theory 0.0000 0 Yes
Cognitive Load Theory Freudian Psychoanalysis 0.0000 0 Yes
Cognitive Load Theory Mental Models 2458524.0000 0 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 2494358.0000 0 Yes
Cognitive Load Theory Social Cognitive Theory 2511496.0000 0 Yes
Cognitive Load Theory User Design Persona 2541098.0000 0 Yes
Cognitive Load Theory User-Centered Design 2537982.0000 0 Yes
Dual-Process Theory Enneagram of Personality Traits 2462778.0000 0 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 0.0000 0 Yes
Dual-Process Theory Flow Theory 0.0000 0 Yes
Dual-Process Theory Freudian Psychoanalysis 0.0000 0 Yes
Dual-Process Theory Mental Models 0.0000 0 Yes
Dual-Process Theory Myers-Briggs Type Indicator 0.0000 0 Yes
Dual-Process Theory Social Cognitive Theory 0.0000 0 Yes
Dual-Process Theory User Design Persona 0.0000 0 Yes
Dual-Process Theory User-Centered Design 0.0000 0 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 0.0000 0 Yes
Enneagram of Personality Traits Flow Theory 0.0000 0 Yes
Enneagram of Personality Traits Freudian Psychoanalysis 0.0000 0 Yes
Enneagram of Personality Traits Mental Models 0.0000 0 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 0.0000 0 Yes
Enneagram of Personality Traits Social Cognitive Theory 0.0000 0 Yes
Enneagram of Personality Traits User Design Persona 0.0000 0 Yes
Enneagram of Personality Traits User-Centered Design 0.0000 0 Yes
Erikson’s Psychosocial Stages Flow Theory 2730574.0000 0 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 0.0000 0 Yes
Erikson’s Psychosocial Stages Mental Models 2628948.0000 0 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 2667266.0000 0 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 2685592.0000 0 Yes
Erikson’s Psychosocial Stages User Design Persona 2717246.0000 0 Yes
Erikson’s Psychosocial Stages User-Centered Design 2713914.0000 0 Yes
Flow Theory Freudian Psychoanalysis 0.0000 0 Yes
Flow Theory Mental Models 2586342.0000 0 Yes
Flow Theory Myers-Briggs Type Indicator 2624039.0000 0 Yes
Flow Theory Social Cognitive Theory 2642068.0000 0 Yes
Flow Theory User Design Persona 2673209.0000 0 Yes
Flow Theory User-Centered Design 2669931.0000 0 Yes
Freudian Psychoanalysis Mental Models 2529534.0000 0 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 2566403.0000 0 Yes
Freudian Psychoanalysis Social Cognitive Theory 2584036.0000 0 Yes
Freudian Psychoanalysis User Design Persona 2614493.0000 0 Yes
Freudian Psychoanalysis User-Centered Design 2611287.0000 0 Yes
Mental Models Myers-Briggs Type Indicator 2526378.0000 0 Yes
Mental Models Social Cognitive Theory 2543736.0000 0 Yes
Mental Models User Design Persona 2573718.0000 0 Yes
Mental Models User-Centered Design 2570562.0000 0 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 0.0000 0 Yes
Myers-Briggs Type Indicator User Design Persona 0.0000 0 Yes
Myers-Briggs Type Indicator User-Centered Design 0.0000 0 Yes
Social Cognitive Theory User Design Persona 0.0000 0 Yes
Social Cognitive Theory User-Centered Design 0.0000 0 Yes
User Design Persona User-Centered Design 2656899.0000 0 Yes

Table 12: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Strategy QA (Majority
Vote).
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Weighted Mann–Whitney for Majority Vote, Dataset: Common Sense QA

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 318047.0000 4.48945e-247 Yes
Big Five Personality Traits Cognitive Load Theory 311920.0000 1.10396e-244 Yes
Big Five Personality Traits Dual-Process Theory 304122.0000 1.21835e-241 Yes
Big Five Personality Traits Enneagram of Personality Traits 313591.0000 2.45995e-245 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 319718.0000 1.00039e-247 Yes
Big Five Personality Traits Flow Theory 303565.0000 2.00963e-241 Yes
Big Five Personality Traits Freudian Psychoanalysis 315819.0000 3.32321e-246 Yes
Big Five Personality Traits Mental Models 322503.0000 8.19354e-249 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 320275.0000 6.065e-248 Yes
Big Five Personality Traits Social Cognitive Theory 305236.0000 4.47797e-242 Yes
Big Five Personality Traits User Design Persona 0.0000 1.65011e-247 Yes
Big Five Personality Traits User-Centered Design 308021.0000 3.6674e-243 Yes
Cognitive Behavioral Theory Cognitive Load Theory 0.0000 1.00039e-247 Yes
Cognitive Behavioral Theory Dual-Process Theory 311766.0000 1.10396e-244 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 0.0000 2.22921e-248 Yes
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 0.0000 9.06613e-251 Yes
Cognitive Behavioral Theory Flow Theory 0.0000 1.82095e-244 Yes
Cognitive Behavioral Theory Freudian Psychoanalysis 0.0000 3.01157e-249 Yes
Cognitive Behavioral Theory Mental Models 0.0000 7.42564e-252 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 0.0000 5.49647e-251 Yes
Cognitive Behavioral Theory Social Cognitive Theory 0.0000 4.0576e-245 Yes
Cognitive Behavioral Theory User Design Persona 0.0000 1.49541e-250 Yes
Cognitive Behavioral Theory User-Centered Design 315763.0000 3.32322e-246 Yes
Cognitive Load Theory Dual-Process Theory 305760.0000 2.71479e-242 Yes
Cognitive Load Theory Enneagram of Personality Traits 315280.0000 5.48151e-246 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 321440.0000 2.22921e-248 Yes
Cognitive Load Theory Flow Theory 305200.0000 4.47797e-242 Yes
Cognitive Load Theory Freudian Psychoanalysis 0.0000 7.40516e-247 Yes
Cognitive Load Theory Mental Models 324240.0000 1.8258e-249 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 322000.0000 1.35148e-248 Yes
Cognitive Load Theory Social Cognitive Theory 306880.0000 9.97808e-243 Yes
Cognitive Load Theory User Design Persona 0.0000 3.67698e-248 Yes
Cognitive Load Theory User-Centered Design 309680.0000 8.17197e-244 Yes
Dual-Process Theory Enneagram of Personality Traits 0.0000 6.04927e-243 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 0.0000 2.45996e-245 Yes
Dual-Process Theory Flow Theory 0.0000 4.9423e-239 Yes
Dual-Process Theory Freudian Psychoanalysis 0.0000 8.17198e-244 Yes
Dual-Process Theory Mental Models 0.0000 2.01474e-246 Yes
Dual-Process Theory Myers-Briggs Type Indicator 0.0000 1.49137e-245 Yes
Dual-Process Theory Social Cognitive Theory 0.0000 1.10125e-239 Yes
Dual-Process Theory User Design Persona 0.0000 4.0576e-245 Yes
Dual-Process Theory User-Centered Design 301938.0000 9.01892e-241 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 323162.0000 4.96743e-249 Yes
Enneagram of Personality Traits Flow Theory 306835.0000 9.97809e-243 Yes
Enneagram of Personality Traits Freudian Psychoanalysis 0.0000 1.6501e-247 Yes
Enneagram of Personality Traits Mental Models 325977.0000 4.06852e-250 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 323725.0000 3.01157e-249 Yes
Enneagram of Personality Traits Social Cognitive Theory 308524.0000 2.22338e-243 Yes
Enneagram of Personality Traits User Design Persona 0.0000 8.19353e-249 Yes
Enneagram of Personality Traits User-Centered Design 311339.0000 1.82095e-244 Yes
Erikson’s Psychosocial Stages Flow Theory 312830.0000 4.0576e-245 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 0.0000 6.71082e-250 Yes
Erikson’s Psychosocial Stages Mental Models 332346.0000 1.65471e-252 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 330050.0000 1.22482e-251 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 314552.0000 9.04155e-246 Yes
Erikson’s Psychosocial Stages User Design Persona 0.0000 3.33231e-251 Yes
Erikson’s Psychosocial Stages User-Centered Design 317422.0000 7.40516e-247 Yes
Flow Theory Freudian Psychoanalysis 0.0000 1.34794e-243 Yes
Flow Theory Mental Models 315555.0000 3.32322e-246 Yes
Flow Theory Myers-Briggs Type Indicator 0.0000 2.45996e-245 Yes
Flow Theory Social Cognitive Theory 298660.0000 1.81649e-239 Yes
Flow Theory User Design Persona 0.0000 6.69287e-245 Yes
Flow Theory User-Centered Design 301385.0000 1.48765e-240 Yes
Freudian Psychoanalysis Mental Models 328293.0000 5.49647e-251 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 326025.0000 4.06852e-250 Yes
Freudian Psychoanalysis Social Cognitive Theory 310716.0000 3.00359e-244 Yes
Freudian Psychoanalysis User Design Persona 0.0000 1.10691e-249 Yes
Freudian Psychoanalysis User-Centered Design 313551.0000 2.45995e-245 Yes
Mental Models Myers-Briggs Type Indicator 0.0000 1.0032e-252 Yes
Mental Models Social Cognitive Theory 0.0000 7.40517e-247 Yes
Mental Models User Design Persona 0.0000 2.72935e-252 Yes
Mental Models User-Centered Design 320187.0000 6.06501e-248 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 315100.0000 5.48152e-246 Yes
Myers-Briggs Type Indicator User Design Persona 0.0000 2.02027e-251 Yes
Myers-Briggs Type Indicator User-Centered Design 317975.0000 4.48946e-247 Yes
Social Cognitive Theory User Design Persona 0.0000 1.49137e-245 Yes
Social Cognitive Theory User-Centered Design 303044.0000 3.31484e-241 Yes
User Design Persona User-Centered Design 316869.0000 1.22145e-246 Yes

Table 13: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Common Sense QA
(Majority Vote).
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Weighted Mann–Whitney for Final Decision Maker, Dataset: Common Sense QA

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 318047.0000 4.48945e-247 Yes
Big Five Personality Traits Cognitive Load Theory 0.0000 1.10396e-244 Yes
Big Five Personality Traits Dual-Process Theory 304122.0000 1.21835e-241 Yes
Big Five Personality Traits Enneagram of Personality Traits 0.0000 2.45995e-245 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 319718.0000 1.00039e-247 Yes
Big Five Personality Traits Flow Theory 303565.0000 2.00963e-241 Yes
Big Five Personality Traits Freudian Psychoanalysis 315819.0000 3.32321e-246 Yes
Big Five Personality Traits Mental Models 322503.0000 8.19354e-249 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 320275.0000 6.065e-248 Yes
Big Five Personality Traits Social Cognitive Theory 305236.0000 4.47797e-242 Yes
Big Five Personality Traits User Design Persona 0.0000 1.65011e-247 Yes
Big Five Personality Traits User-Centered Design 308021.0000 3.6674e-243 Yes
Cognitive Behavioral Theory Cognitive Load Theory 0.0000 1.00039e-247 Yes
Cognitive Behavioral Theory Dual-Process Theory 0.0000 1.10396e-244 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 0.0000 2.22921e-248 Yes
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 0.0000 9.06613e-251 Yes
Cognitive Behavioral Theory Flow Theory 0.0000 1.82095e-244 Yes
Cognitive Behavioral Theory Freudian Psychoanalysis 0.0000 3.01157e-249 Yes
Cognitive Behavioral Theory Mental Models 330609.0000 7.42564e-252 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 0.0000 5.49647e-251 Yes
Cognitive Behavioral Theory Social Cognitive Theory 0.0000 4.0576e-245 Yes
Cognitive Behavioral Theory User Design Persona 0.0000 1.49541e-250 Yes
Cognitive Behavioral Theory User-Centered Design 0.0000 3.32322e-246 Yes
Cognitive Load Theory Dual-Process Theory 305760.0000 2.71479e-242 Yes
Cognitive Load Theory Enneagram of Personality Traits 0.0000 5.48151e-246 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 321440.0000 2.22921e-248 Yes
Cognitive Load Theory Flow Theory 305200.0000 4.47797e-242 Yes
Cognitive Load Theory Freudian Psychoanalysis 317520.0000 7.40516e-247 Yes
Cognitive Load Theory Mental Models 324240.0000 1.8258e-249 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 322000.0000 1.35148e-248 Yes
Cognitive Load Theory Social Cognitive Theory 306880.0000 9.97808e-243 Yes
Cognitive Load Theory User Design Persona 0.0000 3.67698e-248 Yes
Cognitive Load Theory User-Centered Design 309680.0000 8.17197e-244 Yes
Dual-Process Theory Enneagram of Personality Traits 0.0000 6.04927e-243 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 0.0000 2.45996e-245 Yes
Dual-Process Theory Flow Theory 0.0000 4.9423e-239 Yes
Dual-Process Theory Freudian Psychoanalysis 0.0000 8.17198e-244 Yes
Dual-Process Theory Mental Models 316134.0000 2.01474e-246 Yes
Dual-Process Theory Myers-Briggs Type Indicator 0.0000 1.49137e-245 Yes
Dual-Process Theory Social Cognitive Theory 0.0000 1.10125e-239 Yes
Dual-Process Theory User Design Persona 0.0000 4.0576e-245 Yes
Dual-Process Theory User-Centered Design 0.0000 9.01892e-241 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 323162.0000 4.96743e-249 Yes
Enneagram of Personality Traits Flow Theory 306835.0000 9.97809e-243 Yes
Enneagram of Personality Traits Freudian Psychoanalysis 319221.0000 1.6501e-247 Yes
Enneagram of Personality Traits Mental Models 325977.0000 4.06852e-250 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 323725.0000 3.01157e-249 Yes
Enneagram of Personality Traits Social Cognitive Theory 308524.0000 2.22338e-243 Yes
Enneagram of Personality Traits User Design Persona 0.0000 8.19353e-249 Yes
Enneagram of Personality Traits User-Centered Design 311339.0000 1.82095e-244 Yes
Erikson’s Psychosocial Stages Flow Theory 312830.0000 4.0576e-245 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 325458.0000 6.71082e-250 Yes
Erikson’s Psychosocial Stages Mental Models 332346.0000 1.65471e-252 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 330050.0000 1.22482e-251 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 314552.0000 9.04155e-246 Yes
Erikson’s Psychosocial Stages User Design Persona 0.0000 3.33231e-251 Yes
Erikson’s Psychosocial Stages User-Centered Design 317422.0000 7.40516e-247 Yes
Flow Theory Freudian Psychoanalysis 309015.0000 1.34794e-243 Yes
Flow Theory Mental Models 315555.0000 3.32322e-246 Yes
Flow Theory Myers-Briggs Type Indicator 313375.0000 2.45996e-245 Yes
Flow Theory Social Cognitive Theory 298660.0000 1.81649e-239 Yes
Flow Theory User Design Persona 0.0000 6.69287e-245 Yes
Flow Theory User-Centered Design 301385.0000 1.48765e-240 Yes
Freudian Psychoanalysis Mental Models 328293.0000 5.49647e-251 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 326025.0000 4.06852e-250 Yes
Freudian Psychoanalysis Social Cognitive Theory 310716.0000 3.00359e-244 Yes
Freudian Psychoanalysis User Design Persona 0.0000 1.10691e-249 Yes
Freudian Psychoanalysis User-Centered Design 313551.0000 2.45995e-245 Yes
Mental Models Myers-Briggs Type Indicator 0.0000 1.0032e-252 Yes
Mental Models Social Cognitive Theory 0.0000 7.40517e-247 Yes
Mental Models User Design Persona 0.0000 2.72935e-252 Yes
Mental Models User-Centered Design 0.0000 6.06501e-248 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 315100.0000 5.48152e-246 Yes
Myers-Briggs Type Indicator User Design Persona 0.0000 2.02027e-251 Yes
Myers-Briggs Type Indicator User-Centered Design 317975.0000 4.48946e-247 Yes
Social Cognitive Theory User Design Persona 0.0000 1.49137e-245 Yes
Social Cognitive Theory User-Centered Design 303044.0000 3.31484e-241 Yes
User Design Persona User-Centered Design 316869.0000 1.22145e-246 Yes

Table 14: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Common Sense QA (Final
Decision Maker).
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Weighted Mann–Whitney for Final Decision Maker, Dataset: Last Letter Concat

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Cognitive Load Theory 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Dual-Process Theory 0.0000 2.97418e-219 Yes
Big Five Personality Traits Enneagram of Personality Traits 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Flow Theory 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Big Five Personality Traits Mental Models 125000.0000 1 No
Big Five Personality Traits Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Big Five Personality Traits Social Cognitive Theory 0.0000 2.97418e-219 Yes
Big Five Personality Traits User Design Persona 0.0000 2.97418e-219 Yes
Big Five Personality Traits User-Centered Design 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Cognitive Load Theory 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Dual-Process Theory 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Flow Theory 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Mental Models 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Social Cognitive Theory 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory User Design Persona 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory User-Centered Design 250000.0000 2.97418e-219 Yes
Cognitive Load Theory Dual-Process Theory 0.0000 2.97418e-219 Yes
Cognitive Load Theory Enneagram of Personality Traits 0.0000 2.97418e-219 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Cognitive Load Theory Flow Theory 0.0000 2.97418e-219 Yes
Cognitive Load Theory Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Cognitive Load Theory Mental Models 0.0000 2.97418e-219 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Cognitive Load Theory Social Cognitive Theory 0.0000 2.97418e-219 Yes
Cognitive Load Theory User Design Persona 0.0000 2.97418e-219 Yes
Cognitive Load Theory User-Centered Design 250000.0000 2.97418e-219 Yes
Dual-Process Theory Enneagram of Personality Traits 250000.0000 2.97418e-219 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Dual-Process Theory Flow Theory 250000.0000 2.97418e-219 Yes
Dual-Process Theory Freudian Psychoanalysis 250000.0000 2.97418e-219 Yes
Dual-Process Theory Mental Models 250000.0000 2.97418e-219 Yes
Dual-Process Theory Myers-Briggs Type Indicator 250000.0000 2.97418e-219 Yes
Dual-Process Theory Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Dual-Process Theory User Design Persona 250000.0000 2.97418e-219 Yes
Dual-Process Theory User-Centered Design 250000.0000 2.97418e-219 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Enneagram of Personality Traits Flow Theory 250000.0000 2.97418e-219 Yes
Enneagram of Personality Traits Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits Mental Models 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits Social Cognitive Theory 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits User Design Persona 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits User-Centered Design 250000.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Flow Theory 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Mental Models 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages User Design Persona 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages User-Centered Design 0.0000 2.97418e-219 Yes
Flow Theory Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Flow Theory Mental Models 0.0000 2.97418e-219 Yes
Flow Theory Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Flow Theory Social Cognitive Theory 0.0000 2.97418e-219 Yes
Flow Theory User Design Persona 0.0000 2.97418e-219 Yes
Flow Theory User-Centered Design 250000.0000 2.97418e-219 Yes
Freudian Psychoanalysis Mental Models 250000.0000 2.97418e-219 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 250000.0000 2.97418e-219 Yes
Freudian Psychoanalysis Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Freudian Psychoanalysis User Design Persona 250000.0000 2.97418e-219 Yes
Freudian Psychoanalysis User-Centered Design 250000.0000 2.97418e-219 Yes
Mental Models Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Mental Models Social Cognitive Theory 0.0000 2.97418e-219 Yes
Mental Models User Design Persona 0.0000 2.97418e-219 Yes
Mental Models User-Centered Design 250000.0000 2.97418e-219 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Myers-Briggs Type Indicator User Design Persona 125000.0000 1 No
Myers-Briggs Type Indicator User-Centered Design 250000.0000 2.97418e-219 Yes
Social Cognitive Theory User Design Persona 0.0000 2.97418e-219 Yes
Social Cognitive Theory User-Centered Design 250000.0000 2.97418e-219 Yes
User Design Persona User-Centered Design 250000.0000 2.97418e-219 Yes

Table 15: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Last Letter Concat (Final
Decision Maker).
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Weighted Mann–Whitney for Majority Vote, Dataset: Last Letters

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 125000.0000 1 No
Big Five Personality Traits Cognitive Load Theory 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Dual-Process Theory 0.0000 2.97418e-219 Yes
Big Five Personality Traits Enneagram of Personality Traits 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Flow Theory 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Big Five Personality Traits Mental Models 250000.0000 2.97418e-219 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Big Five Personality Traits Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Big Five Personality Traits User Design Persona 0.0000 2.97418e-219 Yes
Big Five Personality Traits User-Centered Design 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Cognitive Load Theory 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Dual-Process Theory 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Flow Theory 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Mental Models 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Cognitive Behavioral Theory User Design Persona 0.0000 2.97418e-219 Yes
Cognitive Behavioral Theory User-Centered Design 250000.0000 2.97418e-219 Yes
Cognitive Load Theory Dual-Process Theory 0.0000 2.97418e-219 Yes
Cognitive Load Theory Enneagram of Personality Traits 0.0000 2.97418e-219 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Cognitive Load Theory Flow Theory 0.0000 2.97418e-219 Yes
Cognitive Load Theory Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Cognitive Load Theory Mental Models 0.0000 2.97418e-219 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Cognitive Load Theory Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Cognitive Load Theory User Design Persona 0.0000 2.97418e-219 Yes
Cognitive Load Theory User-Centered Design 250000.0000 2.97418e-219 Yes
Dual-Process Theory Enneagram of Personality Traits 250000.0000 2.97418e-219 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Dual-Process Theory Flow Theory 250000.0000 2.97418e-219 Yes
Dual-Process Theory Freudian Psychoanalysis 250000.0000 2.97418e-219 Yes
Dual-Process Theory Mental Models 250000.0000 2.97418e-219 Yes
Dual-Process Theory Myers-Briggs Type Indicator 250000.0000 2.97418e-219 Yes
Dual-Process Theory Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Dual-Process Theory User Design Persona 250000.0000 2.97418e-219 Yes
Dual-Process Theory User-Centered Design 250000.0000 2.97418e-219 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 250000.0000 2.97418e-219 Yes
Enneagram of Personality Traits Flow Theory 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits Mental Models 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Enneagram of Personality Traits User Design Persona 0.0000 2.97418e-219 Yes
Enneagram of Personality Traits User-Centered Design 250000.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Flow Theory 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Mental Models 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages User Design Persona 0.0000 2.97418e-219 Yes
Erikson’s Psychosocial Stages User-Centered Design 250000.0000 2.97418e-219 Yes
Flow Theory Freudian Psychoanalysis 0.0000 2.97418e-219 Yes
Flow Theory Mental Models 0.0000 2.97418e-219 Yes
Flow Theory Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Flow Theory Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Flow Theory User Design Persona 0.0000 2.97418e-219 Yes
Flow Theory User-Centered Design 250000.0000 2.97418e-219 Yes
Freudian Psychoanalysis Mental Models 250000.0000 2.97418e-219 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 125000.0000 1 No
Freudian Psychoanalysis Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Freudian Psychoanalysis User Design Persona 0.0000 2.97418e-219 Yes
Freudian Psychoanalysis User-Centered Design 250000.0000 2.97418e-219 Yes
Mental Models Myers-Briggs Type Indicator 0.0000 2.97418e-219 Yes
Mental Models Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Mental Models User Design Persona 0.0000 2.97418e-219 Yes
Mental Models User-Centered Design 250000.0000 2.97418e-219 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 250000.0000 2.97418e-219 Yes
Myers-Briggs Type Indicator User Design Persona 0.0000 2.97418e-219 Yes
Myers-Briggs Type Indicator User-Centered Design 250000.0000 2.97418e-219 Yes
Social Cognitive Theory User Design Persona 0.0000 2.97418e-219 Yes
Social Cognitive Theory User-Centered Design 250000.0000 2.97418e-219 Yes
User Design Persona User-Centered Design 250000.0000 2.97418e-219 Yes

Table 16: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Last Letter Concat
(Majority Vote).
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Weighted Mann–Whitney for Final Decision Maker, Dataset: SocialIQa

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 0.0000 0 Yes
Big Five Personality Traits Cognitive Load Theory 2794800.0000 0 Yes
Big Five Personality Traits Dual-Process Theory 2762500.0000 0 Yes
Big Five Personality Traits Enneagram of Personality Traits 2839000.0000 0 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 2952900.0000 0 Yes
Big Five Personality Traits Flow Theory 2811800.0000 0 Yes
Big Five Personality Traits Freudian Psychoanalysis 2927400.0000 0 Yes
Big Five Personality Traits Mental Models 2907000.0000 0 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 2881500.0000 0 Yes
Big Five Personality Traits Social Cognitive Theory 2759100.0000 0 Yes
Big Five Personality Traits User Design Persona 0.0000 0 Yes
Big Five Personality Traits User-Centered Design 2832200.0000 0 Yes
Cognitive Behavioral Theory Cognitive Load Theory 2706024.0000 0 Yes
Cognitive Behavioral Theory Dual-Process Theory 2674750.0000 0 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 2748820.0000 0 Yes
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 2859102.0000 0 Yes
Cognitive Behavioral Theory Flow Theory 2722484.0000 0 Yes
Cognitive Behavioral Theory Freudian Psychoanalysis 2834412.0000 0 Yes
Cognitive Behavioral Theory Mental Models 2814660.0000 0 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 2789970.0000 0 Yes
Cognitive Behavioral Theory Social Cognitive Theory 2671458.0000 0 Yes
Cognitive Behavioral Theory User Design Persona 0.0000 0 Yes
Cognitive Behavioral Theory User-Centered Design 2742236.0000 0 Yes
Cognitive Load Theory Dual-Process Theory 2671500.0000 0 Yes
Cognitive Load Theory Enneagram of Personality Traits 0.0000 0 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 2855628.0000 0 Yes
Cognitive Load Theory Flow Theory 0.0000 0 Yes
Cognitive Load Theory Freudian Psychoanalysis 0.0000 0 Yes
Cognitive Load Theory Mental Models 2811240.0000 0 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 2786580.0000 0 Yes
Cognitive Load Theory Social Cognitive Theory 0.0000 0 Yes
Cognitive Load Theory User Design Persona 0.0000 0 Yes
Cognitive Load Theory User-Centered Design 2738904.0000 0 Yes
Dual-Process Theory Enneagram of Personality Traits 0.0000 0 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 0.0000 0 Yes
Dual-Process Theory Flow Theory 0.0000 0 Yes
Dual-Process Theory Freudian Psychoanalysis 0.0000 0 Yes
Dual-Process Theory Mental Models 0.0000 0 Yes
Dual-Process Theory Myers-Briggs Type Indicator 2754375.0000 0 Yes
Dual-Process Theory Social Cognitive Theory 0.0000 0 Yes
Dual-Process Theory User Design Persona 0.0000 0 Yes
Dual-Process Theory User-Centered Design 0.0000 0 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 2900790.0000 0 Yes
Enneagram of Personality Traits Flow Theory 0.0000 0 Yes
Enneagram of Personality Traits Freudian Psychoanalysis 0.0000 0 Yes
Enneagram of Personality Traits Mental Models 2855700.0000 0 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 2830650.0000 0 Yes
Enneagram of Personality Traits Social Cognitive Theory 0.0000 0 Yes
Enneagram of Personality Traits User Design Persona 0.0000 0 Yes
Enneagram of Personality Traits User-Centered Design 2782220.0000 0 Yes
Erikson’s Psychosocial Stages Flow Theory 0.0000 0 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 0.0000 0 Yes
Erikson’s Psychosocial Stages Mental Models 2970270.0000 0 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 2944215.0000 0 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 0.0000 0 Yes
Erikson’s Psychosocial Stages User Design Persona 0.0000 0 Yes
Erikson’s Psychosocial Stages User-Centered Design 2893842.0000 0 Yes
Flow Theory Freudian Psychoanalysis 0.0000 0 Yes
Flow Theory Mental Models 2828340.0000 0 Yes
Flow Theory Myers-Briggs Type Indicator 2803530.0000 0 Yes
Flow Theory Social Cognitive Theory 2684442.0000 0 Yes
Flow Theory User Design Persona 0.0000 0 Yes
Flow Theory User-Centered Design 2755564.0000 0 Yes
Freudian Psychoanalysis Mental Models 2944620.0000 0 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 2918790.0000 0 Yes
Freudian Psychoanalysis Social Cognitive Theory 2794806.0000 0 Yes
Freudian Psychoanalysis User Design Persona 0.0000 0 Yes
Freudian Psychoanalysis User-Centered Design 2868852.0000 0 Yes
Mental Models Myers-Briggs Type Indicator 2898450.0000 0 Yes
Mental Models Social Cognitive Theory 0.0000 0 Yes
Mental Models User Design Persona 0.0000 0 Yes
Mental Models User-Centered Design 2848860.0000 0 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 0.0000 0 Yes
Myers-Briggs Type Indicator User Design Persona 0.0000 0 Yes
Myers-Briggs Type Indicator User-Centered Design 0.0000 0 Yes
Social Cognitive Theory User Design Persona 0.0000 0 Yes
Social Cognitive Theory User-Centered Design 2703918.0000 0 Yes
User Design Persona User-Centered Design 2857190.0000 0 Yes

Table 17: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Social IQa (Final Decision
Maker).
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Weighted Mann–Whitney for Majority Vote, Dataset: SocialIQa

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 0.0000 0 Yes
Big Five Personality Traits Cognitive Load Theory 2794800.0000 0 Yes
Big Five Personality Traits Dual-Process Theory 2762500.0000 0 Yes
Big Five Personality Traits Enneagram of Personality Traits 2839000.0000 0 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 2952900.0000 0 Yes
Big Five Personality Traits Flow Theory 2811800.0000 0 Yes
Big Five Personality Traits Freudian Psychoanalysis 2927400.0000 0 Yes
Big Five Personality Traits Mental Models 2907000.0000 0 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 2881500.0000 0 Yes
Big Five Personality Traits Social Cognitive Theory 2759100.0000 0 Yes
Big Five Personality Traits User Design Persona 0.0000 0 Yes
Big Five Personality Traits User-Centered Design 2832200.0000 0 Yes
Cognitive Behavioral Theory Cognitive Load Theory 2706024.0000 0 Yes
Cognitive Behavioral Theory Dual-Process Theory 2674750.0000 0 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 2748820.0000 0 Yes
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 2859102.0000 0 Yes
Cognitive Behavioral Theory Flow Theory 2722484.0000 0 Yes
Cognitive Behavioral Theory Freudian Psychoanalysis 2834412.0000 0 Yes
Cognitive Behavioral Theory Mental Models 2814660.0000 0 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 2789970.0000 0 Yes
Cognitive Behavioral Theory Social Cognitive Theory 2671458.0000 0 Yes
Cognitive Behavioral Theory User Design Persona 0.0000 0 Yes
Cognitive Behavioral Theory User-Centered Design 2742236.0000 0 Yes
Cognitive Load Theory Dual-Process Theory 0.0000 0 Yes
Cognitive Load Theory Enneagram of Personality Traits 0.0000 0 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 2855628.0000 0 Yes
Cognitive Load Theory Flow Theory 0.0000 0 Yes
Cognitive Load Theory Freudian Psychoanalysis 0.0000 0 Yes
Cognitive Load Theory Mental Models 2811240.0000 0 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 2786580.0000 0 Yes
Cognitive Load Theory Social Cognitive Theory 0.0000 0 Yes
Cognitive Load Theory User Design Persona 0.0000 0 Yes
Cognitive Load Theory User-Centered Design 0.0000 0 Yes
Dual-Process Theory Enneagram of Personality Traits 0.0000 0 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 2822625.0000 0 Yes
Dual-Process Theory Flow Theory 1343875.0000 1 No
Dual-Process Theory Freudian Psychoanalysis 2798250.0000 0 Yes
Dual-Process Theory Mental Models 2778750.0000 0 Yes
Dual-Process Theory Myers-Briggs Type Indicator 2754375.0000 0 Yes
Dual-Process Theory Social Cognitive Theory 0.0000 0 Yes
Dual-Process Theory User Design Persona 0.0000 0 Yes
Dual-Process Theory User-Centered Design 2707250.0000 0 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 2900790.0000 0 Yes
Enneagram of Personality Traits Flow Theory 2762180.0000 0 Yes
Enneagram of Personality Traits Freudian Psychoanalysis 2875740.0000 0 Yes
Enneagram of Personality Traits Mental Models 2855700.0000 0 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 2830650.0000 0 Yes
Enneagram of Personality Traits Social Cognitive Theory 0.0000 0 Yes
Enneagram of Personality Traits User Design Persona 0.0000 0 Yes
Enneagram of Personality Traits User-Centered Design 2782220.0000 0 Yes
Erikson’s Psychosocial Stages Flow Theory 0.0000 0 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 0.0000 0 Yes
Erikson’s Psychosocial Stages Mental Models 2970270.0000 0 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 2944215.0000 0 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 0.0000 0 Yes
Erikson’s Psychosocial Stages User Design Persona 0.0000 0 Yes
Erikson’s Psychosocial Stages User-Centered Design 0.0000 0 Yes
Flow Theory Freudian Psychoanalysis 2848188.0000 0 Yes
Flow Theory Mental Models 2828340.0000 0 Yes
Flow Theory Myers-Briggs Type Indicator 2803530.0000 0 Yes
Flow Theory Social Cognitive Theory 0.0000 0 Yes
Flow Theory User Design Persona 0.0000 0 Yes
Flow Theory User-Centered Design 2755564.0000 0 Yes
Freudian Psychoanalysis Mental Models 2944620.0000 0 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 2918790.0000 0 Yes
Freudian Psychoanalysis Social Cognitive Theory 0.0000 0 Yes
Freudian Psychoanalysis User Design Persona 0.0000 0 Yes
Freudian Psychoanalysis User-Centered Design 0.0000 0 Yes
Mental Models Myers-Briggs Type Indicator 0.0000 0 Yes
Mental Models Social Cognitive Theory 0.0000 0 Yes
Mental Models User Design Persona 0.0000 0 Yes
Mental Models User-Centered Design 0.0000 0 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 0.0000 0 Yes
Myers-Briggs Type Indicator User Design Persona 0.0000 0 Yes
Myers-Briggs Type Indicator User-Centered Design 0.0000 0 Yes
Social Cognitive Theory User Design Persona 0.0000 0 Yes
Social Cognitive Theory User-Centered Design 2703918.0000 0 Yes
User Design Persona User-Centered Design 2857190.0000 0 Yes

Table 18: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Social IQa (Majority
Vote).
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Weighted Mann–Whitney for Final Decision Maker, Dataset: Social Support

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 0.0000 0 Yes
Big Five Personality Traits Cognitive Load Theory 402304.5000 1 No
Big Five Personality Traits Dual-Process Theory 0.0000 0 Yes
Big Five Personality Traits Enneagram of Personality Traits 0.0000 0 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 0.0000 0 Yes
Big Five Personality Traits Flow Theory 0.0000 0 Yes
Big Five Personality Traits Freudian Psychoanalysis 0.0000 0 Yes
Big Five Personality Traits Mental Models 0.0000 0 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 0.0000 0 Yes
Big Five Personality Traits Social Cognitive Theory 0.0000 0 Yes
Big Five Personality Traits User Design Persona 0.0000 0 Yes
Big Five Personality Traits User-Centered Design 0.0000 0 Yes
Cognitive Behavioral Theory Cognitive Load Theory 804609.0000 0 Yes
Cognitive Behavioral Theory Dual-Process Theory 804609.0000 0 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 804609.0000 0 Yes
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 804609.0000 0 Yes
Cognitive Behavioral Theory Flow Theory 804609.0000 0 Yes
Cognitive Behavioral Theory Freudian Psychoanalysis 804609.0000 0 Yes
Cognitive Behavioral Theory Mental Models 804609.0000 0 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 804609.0000 0 Yes
Cognitive Behavioral Theory Social Cognitive Theory 402304.5000 1 No
Cognitive Behavioral Theory User Design Persona 804609.0000 0 Yes
Cognitive Behavioral Theory User-Centered Design 804609.0000 0 Yes
Cognitive Load Theory Dual-Process Theory 0.0000 0 Yes
Cognitive Load Theory Enneagram of Personality Traits 0.0000 0 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 0.0000 0 Yes
Cognitive Load Theory Flow Theory 0.0000 0 Yes
Cognitive Load Theory Freudian Psychoanalysis 0.0000 0 Yes
Cognitive Load Theory Mental Models 0.0000 0 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 0.0000 0 Yes
Cognitive Load Theory Social Cognitive Theory 0.0000 0 Yes
Cognitive Load Theory User Design Persona 0.0000 0 Yes
Cognitive Load Theory User-Centered Design 0.0000 0 Yes
Dual-Process Theory Enneagram of Personality Traits 0.0000 0 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 804609.0000 0 Yes
Dual-Process Theory Flow Theory 0.0000 0 Yes
Dual-Process Theory Freudian Psychoanalysis 0.0000 0 Yes
Dual-Process Theory Mental Models 0.0000 0 Yes
Dual-Process Theory Myers-Briggs Type Indicator 0.0000 0 Yes
Dual-Process Theory Social Cognitive Theory 0.0000 0 Yes
Dual-Process Theory User Design Persona 804609.0000 0 Yes
Dual-Process Theory User-Centered Design 0.0000 0 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 804609.0000 0 Yes
Enneagram of Personality Traits Flow Theory 804609.0000 0 Yes
Enneagram of Personality Traits Freudian Psychoanalysis 804609.0000 0 Yes
Enneagram of Personality Traits Mental Models 804609.0000 0 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 0.0000 0 Yes
Enneagram of Personality Traits Social Cognitive Theory 0.0000 0 Yes
Enneagram of Personality Traits User Design Persona 804609.0000 0 Yes
Enneagram of Personality Traits User-Centered Design 0.0000 0 Yes
Erikson’s Psychosocial Stages Flow Theory 0.0000 0 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 0.0000 0 Yes
Erikson’s Psychosocial Stages Mental Models 0.0000 0 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 0.0000 0 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 0.0000 0 Yes
Erikson’s Psychosocial Stages User Design Persona 0.0000 0 Yes
Erikson’s Psychosocial Stages User-Centered Design 0.0000 0 Yes
Flow Theory Freudian Psychoanalysis 804609.0000 0 Yes
Flow Theory Mental Models 804609.0000 0 Yes
Flow Theory Myers-Briggs Type Indicator 0.0000 0 Yes
Flow Theory Social Cognitive Theory 0.0000 0 Yes
Flow Theory User Design Persona 804609.0000 0 Yes
Flow Theory User-Centered Design 0.0000 0 Yes
Freudian Psychoanalysis Mental Models 0.0000 0 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 0.0000 0 Yes
Freudian Psychoanalysis Social Cognitive Theory 0.0000 0 Yes
Freudian Psychoanalysis User Design Persona 804609.0000 0 Yes
Freudian Psychoanalysis User-Centered Design 0.0000 0 Yes
Mental Models Myers-Briggs Type Indicator 0.0000 0 Yes
Mental Models Social Cognitive Theory 0.0000 0 Yes
Mental Models User Design Persona 804609.0000 0 Yes
Mental Models User-Centered Design 0.0000 0 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 0.0000 0 Yes
Myers-Briggs Type Indicator User Design Persona 804609.0000 0 Yes
Myers-Briggs Type Indicator User-Centered Design 0.0000 0 Yes
Social Cognitive Theory User Design Persona 804609.0000 0 Yes
Social Cognitive Theory User-Centered Design 804609.0000 0 Yes
User Design Persona User-Centered Design 0.0000 0 Yes

Table 19: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Social Support (Final
Decision Maker).
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Weighted Mann–Whitney for Majority Vote, Dataset: Social Support

Framework 1 Framework 2 MW-stat p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 0.0000 0 Yes
Big Five Personality Traits Cognitive Load Theory 0.0000 0 Yes
Big Five Personality Traits Dual-Process Theory 0.0000 0 Yes
Big Five Personality Traits Enneagram of Personality Traits 0.0000 0 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 0.0000 0 Yes
Big Five Personality Traits Flow Theory 0.0000 0 Yes
Big Five Personality Traits Freudian Psychoanalysis 0.0000 0 Yes
Big Five Personality Traits Mental Models 0.0000 0 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 0.0000 0 Yes
Big Five Personality Traits Social Cognitive Theory 0.0000 0 Yes
Big Five Personality Traits User Design Persona 0.0000 0 Yes
Big Five Personality Traits User-Centered Design 0.0000 0 Yes
Cognitive Behavioral Theory Cognitive Load Theory 804609.0000 0 Yes
Cognitive Behavioral Theory Dual-Process Theory 804609.0000 0 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 402304.5000 1 No
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 804609.0000 0 Yes
Cognitive Behavioral Theory Flow Theory 402304.5000 1 No
Cognitive Behavioral Theory Freudian Psychoanalysis 804609.0000 0 Yes
Cognitive Behavioral Theory Mental Models 804609.0000 0 Yes
Cognitive Behavioral Theory Myers-Briggs Type Indicator 804609.0000 0 Yes
Cognitive Behavioral Theory Social Cognitive Theory 0.0000 0 Yes
Cognitive Behavioral Theory User Design Persona 804609.0000 0 Yes
Cognitive Behavioral Theory User-Centered Design 804609.0000 0 Yes
Cognitive Load Theory Dual-Process Theory 804609.0000 0 Yes
Cognitive Load Theory Enneagram of Personality Traits 0.0000 0 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 0.0000 0 Yes
Cognitive Load Theory Flow Theory 0.0000 0 Yes
Cognitive Load Theory Freudian Psychoanalysis 0.0000 0 Yes
Cognitive Load Theory Mental Models 0.0000 0 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 0.0000 0 Yes
Cognitive Load Theory Social Cognitive Theory 0.0000 0 Yes
Cognitive Load Theory User Design Persona 0.0000 0 Yes
Cognitive Load Theory User-Centered Design 0.0000 0 Yes
Dual-Process Theory Enneagram of Personality Traits 0.0000 0 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 0.0000 0 Yes
Dual-Process Theory Flow Theory 0.0000 0 Yes
Dual-Process Theory Freudian Psychoanalysis 0.0000 0 Yes
Dual-Process Theory Mental Models 0.0000 0 Yes
Dual-Process Theory Myers-Briggs Type Indicator 0.0000 0 Yes
Dual-Process Theory Social Cognitive Theory 0.0000 0 Yes
Dual-Process Theory User Design Persona 0.0000 0 Yes
Dual-Process Theory User-Centered Design 0.0000 0 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 804609.0000 0 Yes
Enneagram of Personality Traits Flow Theory 402304.5000 1 No
Enneagram of Personality Traits Freudian Psychoanalysis 804609.0000 0 Yes
Enneagram of Personality Traits Mental Models 804609.0000 0 Yes
Enneagram of Personality Traits Myers-Briggs Type Indicator 804609.0000 0 Yes
Enneagram of Personality Traits Social Cognitive Theory 0.0000 0 Yes
Enneagram of Personality Traits User Design Persona 804609.0000 0 Yes
Enneagram of Personality Traits User-Centered Design 804609.0000 0 Yes
Erikson’s Psychosocial Stages Flow Theory 0.0000 0 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 804609.0000 0 Yes
Erikson’s Psychosocial Stages Mental Models 0.0000 0 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 0.0000 0 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 0.0000 0 Yes
Erikson’s Psychosocial Stages User Design Persona 0.0000 0 Yes
Erikson’s Psychosocial Stages User-Centered Design 0.0000 0 Yes
Flow Theory Freudian Psychoanalysis 804609.0000 0 Yes
Flow Theory Mental Models 804609.0000 0 Yes
Flow Theory Myers-Briggs Type Indicator 804609.0000 0 Yes
Flow Theory Social Cognitive Theory 0.0000 0 Yes
Flow Theory User Design Persona 804609.0000 0 Yes
Flow Theory User-Centered Design 804609.0000 0 Yes
Freudian Psychoanalysis Mental Models 0.0000 0 Yes
Freudian Psychoanalysis Myers-Briggs Type Indicator 0.0000 0 Yes
Freudian Psychoanalysis Social Cognitive Theory 0.0000 0 Yes
Freudian Psychoanalysis User Design Persona 0.0000 0 Yes
Freudian Psychoanalysis User-Centered Design 0.0000 0 Yes
Mental Models Myers-Briggs Type Indicator 0.0000 0 Yes
Mental Models Social Cognitive Theory 0.0000 0 Yes
Mental Models User Design Persona 0.0000 0 Yes
Mental Models User-Centered Design 0.0000 0 Yes
Myers-Briggs Type Indicator Social Cognitive Theory 0.0000 0 Yes
Myers-Briggs Type Indicator User Design Persona 0.0000 0 Yes
Myers-Briggs Type Indicator User-Centered Design 0.0000 0 Yes
Social Cognitive Theory User Design Persona 804609.0000 0 Yes
Social Cognitive Theory User-Centered Design 804609.0000 0 Yes
User Design Persona User-Centered Design 804609.0000 0 Yes

Table 20: Pairwise Weighted Mann–Whitney comparisons of description frameworks for Social Support (Majority
Vote).
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Permutation test for Final Decision Maker, Dataset: Social Support

Framework 1 Framework 2 Ob. diff. p-value Sig?

Big Five Personality Traits Cognitive Behavioral Theory 0.07478720098940464 0.0 Yes
Big Five Personality Traits Cognitive Load Theory 0.00018706392265849248 0.978 No
Big Five Personality Traits Dual-Process Theory 0.004288782590265855 0.436 No
Big Five Personality Traits Enneagram of Personality Traits 0.06990413270040416 0.0 Yes
Big Five Personality Traits Erikson’s Psychosocial Stages 0.001208191025936306 0.827 No
Big Five Personality Traits Flow Theory 0.06977930844300786 0.0 Yes
Big Five Personality Traits Freudian Psychoanalysis 0.06478344650610132 0.0 Yes
Big Five Personality Traits Mental Models 0.06484863387346404 0.0 Yes
Big Five Personality Traits Myers-Briggs Type Indicator 0.1738772620351862 0.0 Yes
Big Five Personality Traits Social Cognitive Theory 0.014690781269527331 0.025 Yes
Big Five Personality Traits User Design Persona 0.0028452629964489107 0.631 No
Big Five Personality Traits User-Centered Design 0.07536115789968492 0.0 Yes
Cognitive Behavioral Theory Cognitive Load Theory 0.07497426491206313 0.0 Yes
Cognitive Behavioral Theory Dual-Process Theory 0.07049841839913878 0.0 Yes
Cognitive Behavioral Theory Enneagram of Personality Traits 0.004883068289000481 0.473 No
Cognitive Behavioral Theory Erikson’s Psychosocial Stages 0.07357900996346833 0.0 Yes
Cognitive Behavioral Theory Flow Theory 0.005007892546396775 0.561 No
Cognitive Behavioral Theory Freudian Psychoanalysis 0.010003754483303318 0.311 No
Cognitive Behavioral Theory Mental Models 0.0099385671159406 0.347 No
Cognitive Behavioral Theory Myers-Briggs Type Indicator 0.09909006104578155 0.0 Yes
Cognitive Behavioral Theory Social Cognitive Theory 0.06009641971987731 0.0 Yes
Cognitive Behavioral Theory User Design Persona 0.07194193799295573 0.0 Yes
Cognitive Behavioral Theory User-Centered Design 0.0005739569102802822 0.941 No
Cognitive Load Theory Dual-Process Theory 0.004475846512924347 0.425 No
Cognitive Load Theory Enneagram of Personality Traits 0.07009119662306265 0.001 Yes
Cognitive Load Theory Erikson’s Psychosocial Stages 0.0013952549485947985 0.822 No
Cognitive Load Theory Flow Theory 0.06996637236566636 0.0 Yes
Cognitive Load Theory Freudian Psychoanalysis 0.06497051042875981 0.0 Yes
Cognitive Load Theory Mental Models 0.06503569779612253 0.0 Yes
Cognitive Load Theory Myers-Briggs Type Indicator 0.17406432595784468 0.0 Yes
Cognitive Load Theory Social Cognitive Theory 0.014877845192185823 0.059 No
Cognitive Load Theory User Design Persona 0.003032326919107403 0.561 No
Cognitive Load Theory User-Centered Design 0.07554822182234341 0.0 Yes
Dual-Process Theory Enneagram of Personality Traits 0.0656153501101383 0.0 Yes
Dual-Process Theory Erikson’s Psychosocial Stages 0.003080591564329549 0.566 No
Dual-Process Theory Flow Theory 0.06549052585274201 0.0 Yes
Dual-Process Theory Freudian Psychoanalysis 0.06049466391583547 0.001 Yes
Dual-Process Theory Mental Models 0.060559851283198185 0.001 Yes
Dual-Process Theory Myers-Briggs Type Indicator 0.16958847944492034 0.0 Yes
Dual-Process Theory Social Cognitive Theory 0.010401998679261476 0.191 No
Dual-Process Theory User Design Persona 0.0014435195938169443 0.797 No
Dual-Process Theory User-Centered Design 0.07107237530941907 0.0 Yes
Enneagram of Personality Traits Erikson’s Psychosocial Stages 0.06869594167446785 0.001 Yes
Enneagram of Personality Traits Flow Theory 0.00012482425739629432 0.987 No
Enneagram of Personality Traits Freudian Psychoanalysis 0.005120686194302837 0.607 No
Enneagram of Personality Traits Mental Models 0.005055498826940119 0.587 No
Enneagram of Personality Traits Myers-Briggs Type Indicator 0.10397312933478203 0.0 Yes
Enneagram of Personality Traits Social Cognitive Theory 0.05521335143087683 0.009 Yes
Enneagram of Personality Traits User Design Persona 0.06705886970395525 0.0 Yes
Enneagram of Personality Traits User-Centered Design 0.005457025199280763 0.5 No
Erikson’s Psychosocial Stages Flow Theory 0.06857111741707156 0.0 Yes
Erikson’s Psychosocial Stages Freudian Psychoanalysis 0.06357525548016502 0.0 Yes
Erikson’s Psychosocial Stages Mental Models 0.06364044284752773 0.0 Yes
Erikson’s Psychosocial Stages Myers-Briggs Type Indicator 0.17266907100924989 0.0 Yes
Erikson’s Psychosocial Stages Social Cognitive Theory 0.013482590243591025 0.089 No
Erikson’s Psychosocial Stages User Design Persona 0.0016370719705126047 0.73 No
Erikson’s Psychosocial Stages User-Centered Design 0.07415296687374862 0.0 Yes
Flow Theory Freudian Psychoanalysis 0.004995861936906543 0.489 No
Flow Theory Mental Models 0.004930674569543825 0.461 No
Flow Theory Myers-Briggs Type Indicator 0.10409795359217833 0.0 Yes
Flow Theory Social Cognitive Theory 0.055088527173480534 0.001 Yes
Flow Theory User Design Persona 0.06693404544655895 0.0 Yes
Flow Theory User-Centered Design 0.005581849456677057 0.394 No
Freudian Psychoanalysis Mental Models 6.518736736271791e-05 0.984 No
Freudian Psychoanalysis Myers-Briggs Type Indicator 0.10909381552908487 0.0 Yes
Freudian Psychoanalysis Social Cognitive Theory 0.05009266523657399 0.009 Yes
Freudian Psychoanalysis User Design Persona 0.06193818350965241 0.0 Yes
Freudian Psychoanalysis User-Centered Design 0.0105777113935836 0.165 No
Mental Models Myers-Briggs Type Indicator 0.10902862816172215 0.0 Yes
Mental Models Social Cognitive Theory 0.05015785260393671 0.002 Yes
Mental Models User Design Persona 0.06200337087701513 0.0 Yes
Mental Models User-Centered Design 0.010512524026220882 0.12 No
Myers-Briggs Type Indicator Social Cognitive Theory 0.15918648076565886 0.0 Yes
Myers-Briggs Type Indicator User Design Persona 0.17103199903873728 0.0 Yes
Myers-Briggs Type Indicator User-Centered Design 0.09851610413550127 0.0 Yes
Social Cognitive Theory User Design Persona 0.01184551827307842 0.167 No
Social Cognitive Theory User-Centered Design 0.06067037663015759 0.0 Yes
User Design Persona User-Centered Design 0.07251589490323601 0.0 Yes

Table 21: Pairwise Permutational Test comparisons of description frameworks for Social Support (Final Decision
Maker).
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Dataset F-statistic p-value

Strategy QA 4.233278 0.002217
Common Sense QA 0.653576 0.660868
Last Letter Concat 0.504182 0.872550
Social IQa 8.901237 0.000003
Social Support 2.380994 0.045282

Table 22: Weighted ANOVA (Welch’s ANOVA) Test
Results Within Each Dataset.

Dataset H-statistic p-value

Strategy QA 6.695412 0.461267
Common Sense QA 5.464388 0.361867
Last Letter Concat 5.247787 0.874023
Social IQa 14.857131 0.094936
Social Support 14.967613 0.036417

Table 23: Weighted Kruskal-Wallis Test Results Within
Each Dataset.

Dataset Expert Role Count

Social IQa Behavioral Analysis 1
Social IQa Behavioral Science 1
Social IQa Cognitive Behavioral Analysis 1
Social IQa Communication Studies 1
Social IQa Emotional Intelligence 10
Social IQa Interpersonal Communication 6
Social IQa Interpersonal Development 1
Social IQa Psychology 5
Social IQa Social Psychology 9
Social IQa Sociology 4
Common Sense QA Artificial Intelligence 13
Common Sense QA Cognitive Psychology 4
Common Sense QA Cognitive Science 8
Common Sense QA Knowledge Representation and Reasoning 1
Common Sense QA Linguistics 1
Common Sense QA Natural Language Processing 12
Last Letter Concat Algorithmic Problem Solving 1
Last Letter Concat Coding Theory 1
Last Letter Concat Computational Linguistics 8
Last Letter Concat Cryptography 4
Last Letter Concat Linguistics 1
Last Letter Concat Morphology 7
Last Letter Concat Natural Language Processing 4
Last Letter Concat Orthography 2
Last Letter Concat Phonetics 7
Last Letter Concat Phonology 2
Last Letter Concat String Manipulation 2
Social Support Artificial Intelligence and Machine Learning 1
Social Support Computational Linguistics 4
Social Support Linguistics 3
Social Support Machine Learning 5
Social Support Natural Language Processing 13
Social Support Psycholinguistics 1
Social Support Psychology 1
Social Support Social Psychology 11
Strategy QA Artificial Intelligence 12
Strategy QA Cognitive Psychology 6
Strategy QA Cognitive Science 6
Strategy QA Formal Logic 5
Strategy QA Logic and Formal Reasoning 3
Strategy QA Machine Learning 1
Strategy QA Mathematical Logic 2
Strategy QA Natural Language Processing 4

Table 24: Expert Role Distribution Within Each Dataset
by summing the number of times a role is used among
the description frameworks.
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Group 1 Group 2 Mean Diff. p-value Lower Upper Significant

1 Artificial Intelligence Cognitive Psychology 1408.1692 0.0052 260.0531 2556.2852 True
2 Artificial Intelligence Cognitive Science 84.5792 1.0000 -1063.5369 1232.6952 False
3 Artificial Intelligence Formal Logic 345.3855 0.9893 -876.8774 1567.6484 False
4 Artificial Intelligence Logic and Formal Reasoning 2407.1308 0.0000 924.9194 3889.3423 True
5 Artificial Intelligence Machine Learning 3558.8175 0.0002 1168.8234 5948.8116 True
6 Artificial Intelligence Mathematical Logic -725.5825 0.9132 -2479.3587 1028.1937 False
7 Artificial Intelligence Natural Language Processing 1418.9850 0.0262 93.2548 2744.7152 True
8 Cognitive Psychology Cognitive Science -1323.5900 0.0507 -2649.3202 2.1402 False
9 Cognitive Psychology Formal Logic -1062.7837 0.2812 -2453.2212 327.6539 False
10 Cognitive Psychology Logic and Formal Reasoning 998.9617 0.5704 -624.7196 2622.6429 False
11 Cognitive Psychology Machine Learning 2150.6483 0.1444 -329.5658 4630.8624 False
12 Cognitive Psychology Mathematical Logic -2133.7517 0.0134 -4008.6173 -258.8860 True
13 Cognitive Psychology Natural Language Processing 10.8158 1.0000 -1471.3956 1493.0273 False
14 Cognitive Science Formal Logic 260.8063 0.9992 -1129.6312 1651.2439 False
15 Cognitive Science Logic and Formal Reasoning 2322.5517 0.0004 698.8704 3946.2329 True
16 Cognitive Science Machine Learning 3474.2383 0.0006 994.0242 5954.4524 True
17 Cognitive Science Mathematical Logic -810.1617 0.8929 -2685.0273 1064.7040 False
18 Cognitive Science Natural Language Processing 1334.4058 0.1131 -147.8056 2816.6173 False
19 Formal Logic Logic and Formal Reasoning 2061.7453 0.0050 384.8145 3738.6761 True
20 Formal Logic Machine Learning 3213.4320 0.0029 698.0358 5728.8282 True
21 Formal Logic Mathematical Logic -1070.9680 0.6894 -2992.1336 850.1976 False
22 Formal Logic Natural Language Processing 1073.5995 0.4024 -466.7598 2613.9588 False
23 Logic and Formal Reasoning Machine Learning 1151.6867 0.8903 -1499.7737 3803.1471 False
24 Logic and Formal Reasoning Mathematical Logic -3132.7133 0.0002 -5228.8768 -1036.5498 True
25 Logic and Formal Reasoning Natural Language Processing -988.1458 0.6775 -2741.9220 765.6304 False
26 Machine Learning Mathematical Logic -4284.4000 0.0001 -7096.6985 -1472.1015 True
27 Machine Learning Natural Language Processing -2139.8325 0.1824 -4707.0980 427.4330 False
28 Mathematical Logic Natural Language Processing 2144.5675 0.0242 155.9722 4133.1628 True

Table 25: Tukey’s HSD Pairwise Comparison Results for Strategy QA. The columns "Upper" and "Lower" refer to
the confidence interval bounds for the difference between the means of the two groups.

Group 1 Group 2 Mean Diff. p-value Lower Upper Significant

1 Behavioral Analysis Behavioral Science 8151.6300 0.0000 4760.6515 11542.6085 True
2 Behavioral Analysis Cognitive Behavioral Analysis 8241.9300 0.0000 4850.9515 11632.9085 True
3 Behavioral Analysis Communication Studies 9021.0300 0.0000 5630.0515 12412.0085 True
4 Behavioral Analysis Emotional Intelligence 4399.5480 0.0000 1884.7310 6914.3650 True
5 Behavioral Analysis Interpersonal Communication 4109.0417 0.0000 1519.1391 6698.9443 True
6 Behavioral Analysis Interpersonal Development 11538.6900 0.0000 8147.7115 14929.6685 True
7 Behavioral Analysis Psychology 4738.2040 0.0000 2111.5633 7364.8447 True
8 Behavioral Analysis Social Psychology 5968.3100 0.0000 3440.8239 8495.7961 True
9 Behavioral Analysis Sociology 5467.3250 0.0000 2786.5211 8148.1289 True

Table 26: Tukey’s HSD Pairwise Comparison Results for Social IQa. The columns "Upper" and "Lower" refer to
the confidence interval bounds for the difference between the means of the two groups.

38



Group 1 Group 2 Mean Diff. p-value Lower Upper Significant

1 Artificial Intelligence and Machine Learning Computational Linguistics -1141.4325 0.9839 -5261.5507 2978.6857 False
2 Artificial Intelligence and Machine Learning Linguistics -2146.8200 0.7247 -6402.0597 2108.4197 False
3 Artificial Intelligence and Machine Learning Machine Learning -1365.2340 0.9525 -5402.1089 2671.6409 False
4 Artificial Intelligence and Machine Learning Natural Language Processing -2370.8400 0.4902 -6195.0964 1453.4164 False
5 Artificial Intelligence and Machine Learning Psycholinguistics -1139.1900 0.9961 -6350.7730 4072.3930 False
6 Artificial Intelligence and Machine Learning Psychology -1542.8400 0.9767 -6754.4230 3668.7430 False
7 Artificial Intelligence and Machine Learning Social Psychology -680.9045 0.9990 -4529.9137 3168.1046 False
8 Computational Linguistics Linguistics -1005.3875 0.9373 -3819.9640 1809.1890 False
9 Computational Linguistics Machine Learning -223.8015 1.0000 -2695.8724 2248.2694 False
10 Computational Linguistics Natural Language Processing -1229.4075 0.5648 -3336.4702 877.6552 False
11 Computational Linguistics Psycholinguistics 2.2425 1.0000 -4117.8757 4122.3607 False
12 Computational Linguistics Psychology -401.4075 1.0000 -4521.5257 3718.7107 False
13 Computational Linguistics Social Psychology 460.5280 0.9965 -1691.1336 2612.1895 False
14 Linguistics Machine Learning 781.5860 0.9790 -1909.6639 3472.8359 False
15 Linguistics Natural Language Processing -224.0200 1.0000 -2584.4023 2136.3623 False
16 Linguistics Psycholinguistics 1007.6300 0.9936 -3247.6097 5262.8697 False
17 Linguistics Psychology 603.9800 0.9998 -3651.2597 4859.2197 False
18 Linguistics Social Psychology 1465.9155 0.5088 -934.3635 3866.1944 False
19 Machine Learning Natural Language Processing -1005.6060 0.6973 -2944.8580 933.6460 False
20 Machine Learning Psycholinguistics 226.0440 1.0000 -3810.8309 4262.9189 False
21 Machine Learning Psychology -177.6060 1.0000 -4214.4809 3859.2689 False
22 Machine Learning Social Psychology 684.3295 0.9479 -1303.2903 2671.9492 False
23 Natural Language Processing Psycholinguistics 1231.6500 0.9632 -2592.6064 5055.9064 False
24 Natural Language Processing Psychology 828.0000 0.9963 -2996.2564 4652.2564 False
25 Natural Language Processing Social Psychology 1689.9355 0.0197 180.2299 3199.6411 True
26 Psycholinguistics Psychology -403.6500 1.0000 -5615.2330 4807.9330 False
27 Psycholinguistics Social Psychology 458.2855 0.9999 -3390.7237 4307.2946 False
28 Psychology Social Psychology 861.9355 0.9954 -2987.0737 4710.9446 False

Table 27: Tukey’s HSD Pairwise Comparison Results for Social Support. The columns "Upper" and "Lower" refer
to the confidence interval bounds for the difference between the means of the two groups.
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Expert Successes Failures

Expert 0 49 607.86 18 485.14
Expert 1 49 797.19 18 295.81
Expert 2 49 820.12 18 272.88

Table 28: Global Contingency Table of Successes and
Failures by Expert Position (from 0 to n).
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