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Abstract

Neural Machine Translation (NMT) for low-resource and un-
derserved languages remains challenging due to the severe
lack of parallel corpora, linguistic tools, and evaluation re-
sources. The issue is evident in Vietnam, where the ethno-
linguistic minority languages Tày (Tai–Kadai) and Bahnar
(Austroasiatic) hold cultural significance but remain digitally
under-represented. Data Augmentation (DA) offers a cost-
effective remedy; however, most existing techniques were de-
signed for high-resource analytic languages and are often ap-
plied heuristically without assessing their linguistic compati-
bility. In this work, we present the first systematic study of
DA for two minority language pairs, Tày–Vietnamese and
Bahnar–Vietnamese, within a three-stage language model
pipeline consisting of Vietnamese-based initialization, mono-
lingual adaptation, and supervised fine-tuning. We train two
independent encoder–decoder NMT systems to isolate aug-
mentation effects and analyze how linguistic typology shapes
augmentation behavior. Our experiments show that meaning-
preserving DA methods consistently improve translation ad-
equacy and linguistic faithfulness, whereas several widely
used techniques introduce semantic or structural degradation.
Through quantitative evaluation and typology-aware linguis-
tic analysis, we derive practical guidelines for selecting DA
strategies in extremely low-resource and typologically diverse
settings. We additionally release newly digitized high-quality
bilingual corpora and trained models to facilitate future re-
search and community-centered NLP development.

Data and Models — https://osf.io/fmq5k/

1 Introduction
Developing reliable Neural Machine Translation (NMT)
systems for low-resource and underserved languages re-
mains one of the most enduring challenges in Natural Lan-
guage Processing (NLP) (Ranathunga et al. 2023; Her and
Kruschwitz 2024). Although multilingual pretraining and
transfer learning have brought noticeable improvements for
medium-resource languages, many ethnolinguistic minor-
ity languages still lack essential resources such as paral-
lel corpora, linguistic tools, and evaluation benchmarks that
are necessary for stable NMT or Language Model (LM)
development (Raja and Vats 2025; Nguyen et al. 2025).
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This situation is clearly observed in Vietnam, where Tày, a
Tai–Kadai language (Holm 2020) spoken by approximately
1.92% of the national population, and Bahnar, an Austroasi-
atic language (Alves 2019) spoken by about 0.30%, re-
tain high cultural and linguistic value but remain severely
under-resourced with limited digitized corpora and almost
no community-accessible NLP technologies. As a result,
speakers of these languages face inequitable access to dig-
ital information, educational materials, and Artificial Intelli-
gence (AI)-enabled language services, which positions them
as representative underserved communities in modern AI
development (Shi et al. 2022).

Transformer architectures and recent advances in LM re-
search have significantly improved translation performance
in well-resourced language settings (Khoboko, Marivate,
and Sefara 2025). However, even strong encoder–decoder
LM-based NMT systems degrade substantially when bilin-
gual supervision is extremely limited because the model
lacks sufficient lexical coverage, exposure to morphosyntac-
tic variation, and training signals that support linguistic gen-
eralization (Nguyen et al. 2025). Although expanding paral-
lel corpora through field collection would be ideal, this pro-
cess is costly, time consuming, and dependent on linguis-
tic expertise as well as long-term community engagement.
These limitations highlight the importance of Data Augmen-
tation (DA) as a practical, low-cost, and scalable strategy for
alleviating data scarcity (Li, Hou, and Che 2022; Fadaee,
Bisazza, and Monz 2017; Xia et al. 2019). However, most
existing DA techniques were developed for high-resource an-
alytic languages and are often reused in low-resource con-
texts as plug-and-play heuristics without verifying their lin-
guistic compatibility. When applied to typologically differ-
ent languages, DA operations may introduce various forms
of distortion including semantic drift, syntactic violations,
morphological corruption, or discourse incoherence. These
risks are especially harmful when each training instance car-
ries high informational value. Therefore, the central research
question is not whether DA improves low-resource NMT, but
which DA techniques are beneficial, under which linguistic
conditions, and why.

To investigate this question, we evaluate DA within a
three-stage LM development pipeline designed for under-
served languages. The pipeline includes: (i) initialization
using a Vietnamese pretrained model to take advantage of



typological proximity, (ii) monolingual adaptation on Tày
and Bahnar corpora to ground language-specific represen-
tation, and (iii) Supervised Fine-Tuning (SFT) on parallel
data where DA strategies are systematically introduced and
analyzed. In order to isolate augmentation effects and avoid
cross-language interference, we build and evaluate two inde-
pendent NMT systems, one for Tày–Vietnamese and one for
Bahnar–Vietnamese, rather than adopting a shared multilin-
gual model. This approach treats DA not simply as a method
for increasing data volume, but as a controlled alignment
mechanism, where both meaning-preserving and structure-
altering transformations are systematically examined.

To the best of our knowledge, no previous work has
systematically examined DA for Vietnamese ethnic minor-
ity languages or analyzed how linguistic typology influ-
ences augmentation effectiveness. Tày exhibits an analytic
structure with strict Subject–Verb–Object (SVO) word order,
obligatory classifiers, and clause-final particles. In contrast,
Bahnar exhibits agglutinative morphology, productive pre-
fixation, and verbal alternation patterns that encode valency
and aspect. These contrasts provide a natural setting for in-
vestigating how structural characteristics shape the useful-
ness and potential drawbacks of DA.

Our contributions are summarized as follows.
• We conduct the first systematic comparison of multiple

DA techniques for two Vietnamese minority language
pairs: Tày–Vietnamese and Bahnar–Vietnamese.

• We provide the first typology-aware linguistic analysis
explaining why certain DA methods preserve meaning
while others introduce semantic drift or structural distor-
tions.

• We demonstrate that meaning-preserving augmenta-
tion consistently improves translation performance over
strong encoder–decoder baselines and establish the first
dedicated NMT benchmarks for both Tày→Vietnamese
and Bahnar→Vietnamese translation directions.

• We propose a linguistically informed guideline for select-
ing DA strategies in extremely low-resource and typolog-
ically diverse conditions.

• We release newly digitized bilingual corpora and re-
producible NMT models to support future research and
community-centered NLP development.

Overall, our findings show that DA is not universally
beneficial and may harm translation performance if applied
without typological awareness. We emphasize the impor-
tance of linguistically informed, meaning-preserving, and
community-aligned data-centric training decisions in the de-
velopment of equitable and sustainable NLP technologies for
underserved populations.

2 Related Works
2.1 NMT for Low-resource Languages
While NMT has achieved strong performance in high-
resource settings, its dependence on large-scale parallel
corpora poses significant challenges for low-resource lan-
guages. Prior studies address these limitations through three
main directions (Wang et al. 2021). The first leverages

monolingual data using back-translation, joint training, un-
supervised learning, and LM pretraining (Sennrich, Had-
dow, and Birch 2016; He et al. 2016; Lample et al. 2018;
Nguyen et al. 2025); however, these methods often under-
perform on typologically distant languages where alignment
signals are weak and lexical transfer is limited. The sec-
ond direction exploits auxiliary languages via multilingual
training, transfer learning, or pivot translation (Johnson et al.
2017; Hujon, Singh, and Amitab 2023; Elmadani and Buys
2024), yet performance is highly sensitive to language relat-
edness, data balancing, and error propagation across stages.
A third line of work incorporates multimodal supervision
from images or speech (Chen, Jin, and Fu 2019; Zhang et al.
2021), but such approaches require carefully aligned mul-
timodal datasets and introduce additional modeling com-
plexity. Despite promising progress, most existing methods
still assume the availability of sizable, clean monolingual
or bilingual corpora, which is unrealistic for extremely low-
resource languages such as Tày and Bahnar.

2.2 Data Augmentation for Low-resource NMT
DA has emerged as a practical strategy for mitigating parallel
data scarcity, with existing techniques broadly categorized
into paraphrasing-based, noising-based, and sampling-based
approaches (Li, Hou, and Che 2022). Paraphrasing meth-
ods generate lexical or phrasal variants via synonym sub-
stitution or embedding-driven rewriting (Miller 1994; Wei
and Zou 2019; Wang and Yang 2015), but their effective-
ness depends heavily on lexical knowledge resources largely
unavailable for minority languages. Noising-based methods,
including random swapping, insertion, deletion, or sentence
reordering (Wei and Zou 2019; Yan et al. 2019), are simple
and scalable but risk degrading syntactic well-formedness
and sentence meaning, particularly for structurally rigid lan-
guages. Sampling-based approaches such as syntactic trans-
formations, rarity-aware sampling, and bilingual pseudo-
data generation (Min et al. 2020; Fadaee, Bisazza, and
Monz 2017; Zhang, Ge, and Sun 2020; Xia et al. 2019) are
more principled but rely on linguistic metadata and lexicons
often unavailable in extreme low-resource settings. Back-
translation (Sennrich, Haddow, and Birch 2016) is widely
regarded as an effective DA method and recently inspired
LM-based synthetic data generation (Fabbri et al. 2021;
Mai and Luong 2023), yet these approaches presuppose pre-
trained translation or foundation models, which do not cur-
rently exist for Tày and Bahnar. Importantly, DA research
has focused on surface-level diversity rather than evaluat-
ing semantic fidelity, syntactic validity, or morphological
integrity, a limitation critical for typologically sensitive lan-
guages where minor perturbations may alter valency, argu-
ment roles, or aspectual meaning. To date, no work has ex-
amined the meaning-preservation behavior or typological
suitability of DA for Vietnamese minority languages, leav-
ing it unclear which strategies are beneficial, harmful, or
conditionally applicable.

3 Selected Data Augmentation Methods
We select and redesign a set of lightweight DA techniques
that do not rely on pretrained NMT models, morphologi-



cal analyzers, or external linguistic tools. Unlike most prior
work that augments only the source side, we apply all DA
methods to both the source (xi) and target (yi) sentences. A
shared bilingual Tày–Vietnamese and Bahnar–Vietnamese
dictionary ensures that all token-level transformations re-
main lexically aligned across the two sides.

Let D = {(xi, yi)}Ni=1 denote the original bilingual
dataset of N aligned sentence pairs. For each source sen-
tence xi, let Li = |xi| be its tokenized length, and define
the corpus-level mean length as

L̄ =
1

N

N∑
i=1

Li.

We write ti,j for the j-th token of xi (1 ⩽ j ⩽ Li), and
use x′

i to denote any augmented variant of xi. For each aug-
mentation method, let S be the total number of generated
samples per side, and let L̄′ be the mean length of these aug-
mented sentences. When a method is applied only to a subset
of the data, we denote its index set by Ω ⊆ {1, . . . , N}.

3.1 Combining (Thematic Concatenation)
This method enriches contextual content by linearly concate-
nating multiple sentences sharing the same thematic label.
The resulting augmented samples are not strictly meaning-
preserving at the sentence level, but topical consistency is
maintained.

Let S = {S1, S2, . . . , SM} be the set of monolingual sen-
tences and T the set of thematic labels. Each sentence is as-
signed exactly one theme via θ : S → T . For any theme
τ ∈ T , define

Sτ = {Si | θ(Si) = τ}, nτ = |Sτ |.

An augmented example is created by selecting any subset
C ⊆ Sτ with |C| = k ⩾ 2 and concatenating sentences in
their original order. The total number of concatenated sam-
ples is

S =
∑
τ∈T

nτ∑
k=2

(
nτ

k

)
.

The mean augmented length is

L̄′ =
1

S

∑
τ∈T

∑
C⊆Sτ

|C|⩾2

(∑
Si∈C

Li

)
.

Example. If three sentences Sa, Sb, Sc share the same
theme, all valid concatenations include

Sa ⊕ Sb, Sa ⊕ Sc, Sb ⊕ Sc, Sa ⊕ Sb ⊕ Sc,

where ⊕ denotes sentence-level concatenation.

3.2 Swapping (Sentence Reordering)
This method permutes the order of sentences within short
paragraphs or compound-sentence structures. Each individ-
ual sentence remains unchanged, preserving local semantics,
while discourse-level meaning may shift.

Let P = {S1, S2, . . . , Sn} be a paragraph of n sentences.
A swapping operation is any non-identity permutation,

T : P → P ′, P ′ ̸= P.

The number of distinct augmented variants is

g(n) =

n∑
k=2

(
n

k

)(
k!− 1

)
.

Example. For P = {Sa, Sb, Sc}, valid reorderings in-
clude

Sb → Sa → Sc, Sc → Sb → Sa, Sa → Sc → Sb.

3.3 Replacement-Based Augmentation
This family introduces lexical variation using predefined
token groups. Each token w belongs to a synonym group
Gsyn(w) and a theme group Gtheme(θ(w)). For any replace-
ment group

Gk = {w1, . . . , wr},
valid substitutions are defined as

φ : wi 7→ wj , wj ∈ Gk \ {wi}.
The number of possible substitutions is

f(r) = r(r − 1).

Synonym Replacement A proportion p ∈ (0, 1] of sen-
tences (index set Ωp) is selected. Eligible tokens are replaced
by synonyms,

w′ ∈ Gsyn(w), w′ ̸= w.

Let L′
i be the length of the augmented sentence, and de-

fine

αi =
L′
i − Li

Li
.

Then

S = pN, L̄′ =
1

S

∑
i∈Ωp

L′
i ≈ (1+ᾱ)L̄, ᾱ =

1

|Ωp|
∑
i∈Ωp

αi.

Example. For the sentence

S = “The old house was quiet.”,

with
Gsyn = {old, ancient, elderly},

a valid replacement is

S′ = “The ancient house was quiet.”.

Theme-Based Replacement Similarly, a proportion q ∈
(0, 1] of sentences (index set Ωq) undergo theme-consistent
substitution:

w′ ∈ Gtheme(θ(w)), w′ ̸= w.

Define

βi =
L′
i − Li

Li
.



Then

S = qN, L̄′ =
1

S

∑
i∈Ωq

L′
i ≈ (1+β̄)L̄, β̄ =

1

|Ωq|
∑
i∈Ωq

βi.

Example. Given the theme LOCATION with group

Gtheme(LOCATION) = {village, forest, riverbank},

the sentence

S = “They travelled to the village.”

may be augmented as

S′ = “They travelled to the forest.”.

3.4 Sliding Window Segmentation
This method extracts overlapping contiguous segments us-
ing a fixed window size w ∈ N, preserving local syntax
and co-occurrence patterns. For a sentence of length Li, the
number of segments is

ni = max(0, Li − w + 1),

and thus

S =

N∑
i=1

ni, L̄′ = w.

Formally,

Win(xi, w) = {(ti,j , . . . , ti,j+w−1) | 1 ⩽ j ⩽ Li − w + 1} .

Example. For

x = (A,B,C,D), L = 4, w = 2,

the extracted segments are

(A,B), (B,C), (C,D).

3.5 Insertion (Contextual Place–Time Expansion)
This method inserts place or time units from a controlled set
Gpt = {v1, . . . , vr} before sentence-ending punctuation. For

xi = (ti,1, . . . , ti,Li , α),

insertion produces

x′
i = (ti,1, . . . , ti,Li , vj , α), vj ∈ Gpt.

If multiple units may be inserted, any non-empty subset is
valid:

Ri = 2r − 1, S =

N∑
i=1

Ri.

Example. For

x = (A,B,C, α), Gpt = {u, v},

valid variants include

(A,B,C, u, α), (A,B,C, v, α), (A,B,C, u, v, α).

3.6 Deletion (Exhaustive Token Removal)
This method removes exactly one token from every possible
position:

xi = (ti,1, . . . , ti,Li
) ⇒ Di = Li, S =

N∑
i=1

Di.

Each deletion yields a sequence of length Li − 1, giving

L̄′ =

∑N
i=1 Li(Li − 1)∑N

i=1 Li

.

Example. For
x = (A,B,C),

deletion variants are

(B,C), (A,C), (A,B),

corresponding to removals at positions 1, 2, and 3.

4 Training Pipeline for Low-resource NMT
We adopt a three-stage training strategy, following (Nguyen
et al. 2025), to adapt a pretrained encoder–decoder Trans-
former model for extremely low-resource translation in the
Tày–Vietnamese and Bahnar–Vietnamese language pairs.
Our system is based on BART, a denoising autoencoder
with a bidirectional encoder and an autoregressive decoder
(Lewis et al. 2020). During pre-training, parts of the input
are masked or permuted, and the model learns to reconstruct
the original text. This denoising objective makes BART well
suited for noisy or morphologically diverse data, and its
encoder–decoder structure aligns naturally with translation,
where the encoder models the source language and the de-
coder produces the target-language output. We use a three-
stage pipeline because each stage addresses a different chal-
lenge in low-resource NMT: Vietnamese-based initialization
supplies a strong linguistic prior, continual LM pre-training
adapts the model to the minority language, and supervised
fine-tuning learns the final translation mapping. Separate
models are trained for each translation direction.

Vietnamese-based Initialization We initialize our mod-
els using BARTPho (Tran, Le, and Nguyen 2022), which is
pretrained on 145 million Vietnamese sentences. Instead of
training from scratch, we directly load the BARTPho check-
point and retain its corruption functions, including random
masking and sentence permutation, to preserve exposure to
Vietnamese syntactic and discourse patterns. This step com-
pensates for the lack of large Tày or Bahnar corpora by
providing a strong Vietnamese linguistic foundation, and
BARTPho serves as a typologically compatible and efficient
starting point for subsequent LM adaptation; an overview of
the BART architecture and its denoising objective is shown
in Figure 1.

Continual Pre-training on Tày and Bahnar The second
stage adapts the Vietnamese-initialized model to each mi-
nority language by performing continual LM pre-training
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Figure 1: The architecture of BART and its denoising-based
training objective.
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Figure 2: Supervised fine-tuning for the Tày–Vietnamese
and Bahnar–Vietnamese translation tasks.

on monolingual Tày or Bahnar text. We reuse the denois-
ing objective from BARTPho pre-training, in which some
input tokens are masked and the model reconstructs the full
sequence. Although the available corpora are small, this
stage allows the model to internalize language-specific lex-
ical distributions, function-word behavior, and morphosyn-
tactic patterns that differ markedly from Vietnamese. It also
narrows the distribution gap between the Vietnamese-based
initialization and the minority-language data used during su-
pervised translation.

Fine-tuning for Translation In the final stage, we fine-
tune two separate NMT systems, one for Tày→Vietnamese
and one for Bahnar→Vietnamese. The encoder receives an
uncorrupted Tày or Bahnar sentence, and the decoder gener-
ates the Vietnamese translation using the standard sequence-
to-sequence cross-entropy objective, as shown in Figure 2.
Each DA method described in Section 3 is applied inde-
pendently to create a distinct augmented training set, and
a separate model is fine-tuned for each method. This de-
sign ensures that the effect of every augmentation strategy
is evaluated in isolation, without interference from others,
enabling a controlled comparison across two typologically
distinct languages.

5 Experimentations
5.1 Datasets
We constructed two high-quality parallel corpora for the
Tày–Vietnamese and Bahnar–Vietnamese language pairs
through a combination of fieldwork, community collabora-
tion, and careful linguistic processing.

Tày To build the Tày–Vietnamese dataset, we conducted
fieldwork in remote Tày-speaking regions of northern Viet-

nam. With community permission, we collected locally used
Tày-language textbooks and Tày–Vietnamese dictionaries
provided by two regional universities. All materials were
digitized, manually cleaned, and standardized into a uni-
fied Latin-based orthographic format reflecting contempo-
rary Tày conventions. A trained annotation team then per-
formed sentence segmentation, orthographic normalization,
and bilingual alignment. The resulting parallel corpus was
reviewed by native Tày speakers to ensure linguistic accu-
racy before being used in NMT training and data augmenta-
tion experiments.

Bahnar For the Bahnar–Vietnamese dataset, we con-
ducted extensive field surveys across Bahnar-speaking com-
munities in Vietnam’s Central Highlands. Our sources
included direct elicitation sessions with native speakers,
printed materials such as religious books, newspapers, and
song lyrics, and archival documents including local bul-
letins and historical texts. After digitization, an annotation
team standardized spelling, resolved dialectal variation, and
aligned Bahnar sentences with their Vietnamese equiva-
lents. The final corpus, together with a derived Bahnar–
Vietnamese lexicon used for dictionary-based augmentation,
was validated by native Bahnar speakers before being inte-
grated into the training pipeline.

Dataset Statistics Table 1 summarizes key statistics for
both corpora on the minority-language and Vietnamese sides
across the training and test splits.

5.2 Evaluation Metrics
We evaluate translation quality using the BiLingual Eval-
uation Understudy (BLEU) (Papineni et al. 2002) and the
Metric for Evaluation of Translation with Explicit ORdering
(METEOR) (Banerjee and Lavie 2005). Both metrics cap-
ture lexical and structural correspondence between model
outputs and human references, making them suitable for the
Tày–Vietnamese and Bahnar–Vietnamese translation tasks.

5.3 Baselines
The baseline systems are trained using the same three-
stage pipeline described in Section 4. Each model starts
from the Vietnamese-pretrained BARTPho checkpoint, un-
dergoes continual pre-training on monolingual Tày or Bah-
nar data, and is then fine-tuned solely on the original human-
authored parallel corpus. No data augmentation is applied
at any stage. These models therefore serve as strong, fully
trained low-resource NMT systems that capture the full
benefit of the LM-based pipeline while providing a clean,
augmentation-free reference point. All DA-enhanced sys-
tems are compared directly against these baselines to quan-
tify the effect of each augmentation method.

We evaluate every augmentation technique introduced
in Section 3, covering both individual transformations and
composite variants. The methods considered in our experi-
ments are
• Insertion + Swap (Ins + Swap),
• Sentence Reordering (Swap),
• Insertion + Original (Ins + Orig),



Table 1: Statistics of the Tày–Vietnamese and Bahnar–Vietnamese datasets (minority-language side vs. Vietnamese side, for
train and test splits), computed using the model tokenizer.

Tày–Vietnamese Bahnar–Vietnamese

Statistic Minority Vietnamese Minority Vietnamese

Sentences (train / test) 20,554 / 2,295 51,930 / 2,001
Total tokens (train / test) 154,058 / 17,084 112,223 / 12,468 2,407,456 / 117,694 1,380,616 / 61,165
Avg. length (train / test) 7.50 / 7.44 5.46 / 5.43 46.36 / 58.82 26.59 / 30.57
Max length (train / test) 285 / 202 193 / 135 470 / 418 317 / 182

Table 2: Statistics of the augmented training sets for all DA methods across the Tày–Vietnamese and Bahnar–Vietnamese
parallel corpora. Each row reports the total number of sentences and the average sentence length (in tokens) after augmentation.

Dataset / Metric Side Base Ins + Swap Swap Ins + Orig Sliding Combine Syn Theme Delete Del + Orig

Tày–Vietnamese Parallel Corpus

Sentences – 20,554 22,412 22,464 41,108 63,209 205,515 74,939 57,979 67,197 87,751

Avg. length Tày 7.50 28.48 24.86 9.34 5.03 14.22 14.83 13.52 17.02 14.79
Vietnamese 5.46 21.10 18.48 6.81 3.47 10.36 10.13 9.79 11.70 10.24

Bahnar–Vietnamese Parallel Corpus

Sentences – 51,930 1,385,628 2,342,835 83,108 10,863,844 169,543 682,091 682,091 836,006 887,936

Avg. length Bahnar 46.36 83.22 49.61 64.02 31.21 99.91 71.95 71.95 73.52 71.93
Vietnamese 26.59 56.34 44.72 36.67 18.79 62.70 41.18 41.18 41.50 40.58

• Sliding Window Segmentation (Sliding),

• Thematic Concatenation (Combine),

• Synonym Replacement (Syn),

• Theme-Based Replacement (Theme),

• Exhaustive Deletion (Delete), and

• Deletion + Original (Del + Orig).

Formal definitions and token-level length formulas for these
methods appear in Section 3, and the corresponding aug-
mented dataset statistics are reported in Table 2.

5.4 Experimental Setup
All baseline models are trained for 15 epochs on the original
training splits shown in Table 1 using a single A100 40GB
GPU. We employ the AdamW optimizer (Loshchilov and
Hutter 2019) with a learning rate of 2 × 10−5, β1 = 0.9,
β2 = 0.999, ϵ = 1× 10−8, a batch size of 256, and gradient
accumulation over 2 steps. Early stopping based on valida-
tion BLEU is applied with a patience of 3 epochs.

To assess the impact of data augmentation in extremely
low-resource conditions, we fine-tune a separate model for
each DA method using the corresponding baseline check-
point as initialization. This setup ensures that all DA vari-
ants inherit the same Vietnamese-based initialization and the
same language-specific continual pre-training, enabling a
strictly controlled and fair comparison across augmentation
techniques. All hyperparameters are kept identical across
DA experiments.

5.5 Results and Analysis
Table 3 summarizes the performance of all augmentation
methods on the Tày–Vietnamese and Bahnar–Vietnamese
test sets. The baseline corresponds to continual pre-training
followed by supervised fine-tuning without augmentation.
Most methods outperform the baseline for both language
pairs, although the magnitude of improvement varies consid-
erably. Notably, augmentation techniques that produce very
large corpora, such as Sliding Window, do not necessarily
yield the best results. This suggests that data quantity alone
is not a reliable indicator of translation quality, and that the
linguistic nature of each transformation plays a decisive role.

Tày–Vietnamese Almost all augmentation methods im-
prove upon the baseline BLEU score of 17.13. Swap pro-
vides a modest gain, while Sliding Window (26.43 BLEU)
and Combine (26.84 BLEU) deliver stronger improvements.
Lexical approaches perform well. Synonym Replacement
reaches 28.20 BLEU, Theme-Based Replacement reaches
28.66 BLEU, and Deletion reaches 28.91 BLEU. The best
overall performance comes from Deletion + Original, which
attains 31.86 BLEU and 0.3236 METEOR. These results in-
dicate that compact and semantically faithful modifications
can be more effective than broader structural expansions.

Bahnar–Vietnamese Bahnar exhibits a similar pattern,
although with tighter typological constraints. Several meth-
ods substantially outperform the baseline BLEU of 10.41.
Synonym Replacement reaches 21.68 BLEU, the strongest
among single methods, and both Theme-Based Replacement
and Deletion provide clear gains. Composite strategies fur-



Table 3: Translation performance of all DA methods on the Tày–Vietnamese and Bahnar–Vietnamese test sets.

Tày–Vietnamese Bahnar–Vietnamese

DA Method BLEU METEOR BLEU METEOR

Original (Baseline) 17.13 0.1918 10.41 0.2822
Insert + Swap 12.02 0.1658 7.56 0.1905
Swap 18.64 0.2047 13.74 0.2758
Insert + Original 25.80 0.2874 12.18 0.2921
Sliding Window 26.43 0.2863 16.37 0.2640
Combine 26.84 0.3122 16.63 0.3170
Synonym Replacement 28.20 0.2905 21.68 0.3459
Theme-Based Replacement 28.66 0.3294 20.19 0.3210
Deletion 28.91 0.2847 19.45 0.3323
Deletion + Original 31.86 0.3236 22.37 0.3581

ther reinforce these improvements when applied carefully.
Deletion + Original again achieves the best result, with 22.37
BLEU and 0.3581 METEOR, more than doubling the base-
line. In contrast, highly disruptive transformations such as
Insert + Swap consistently underperform.

General Trends Across both languages, two clear patterns
emerge: (1) Deletion + Original yields the strongest im-
provements, and (2) Insert + Swap is consistently the weak-
est, suggesting that highly disruptive perturbations introduce
noise the model cannot effectively use. More broadly, these
results show that raw data volume alone is a poor predictor
of translation quality; what matters is how each augmenta-
tion interacts with the structural properties of the language.
These observations motivate a typology-aware analysis of
why augmentation behaves differently across languages, pre-
sented in Section 6.

6 Linguistic Analysis
Although Tày and Bahnar are spoken within Vietnam, they
belong to distinct genealogical families and exhibit markedly
different morphosyntactic structures. These differences play
a central role in determining how stable or fragile each aug-
mentation method becomes.

6.1 Language Genealogy

Tày as a Central Tai Language Tày belongs to the Cen-
tral Tai subgroup of the Tai–Kadai family and is closely
related to Nùng and several Zhuang varieties. Prior re-
search (Li 1977; Liao 2017) shows that Central Tai lan-
guages preserve conservative tone systems, monosyllabic
morphemes, and a fixed SVO order. Tày also shares sev-
eral contact-induced similarities with Vietnamese, such as
analytic morphology, classifier-based noun phrase structure,
and transparent token-to-morpheme alignment. These prop-
erties make surface-level augmentation relatively safe be-
cause common operations such as swapping, deleting, or re-
placing tokens rarely disrupt core grammatical relations.

Bahnar as a Central Bahnaric Language Bahnar be-
longs to the Central Bahnaric subgroup of the Austroasi-
atic family and displays hallmark Mon–Khmer morphosyn-
tax, including productive prefixation and infixation, multi-
syllabic prosody, and valence-changing constructions such
as the causative pơ, the passive or reciprocal tơ, and the
completive jo. The verbal system comprises multiple li-
censed verb classes with strict compatibility constraints
(Alves 2019). Negation and aspect markers occupy fixed
pre-verbal positions, and predicate structure is encoded pri-
marily through morphological alternation rather than word
order. This means that inserting or swapping tokens within a
verb complex, or separating a prefix from its stem, easily
produces ungrammatical forms. Bahnar therefore requires
augmentation methods that preserve internal verb morphol-
ogy and valence relationships.

6.2 Implications for Multilingual DA
The genealogical and typological distance between Tày and
Bahnar leads to fundamentally different expectations for
augmentation design. Tày has an analytic structure that al-
lows flexible token-level manipulation, whereas Bahnar’s
agglutinative morphology imposes strict boundaries on what
perturbations remain grammatical. Table 4 summarizes the
core contrasts and their implications for augmentation.

6.3 Why Augmentation Behaves Differently
Surface-Level DA Works Well for Tày The analytic
structure of Tày creates a high degree of tolerance for
surface-level modifications. The substantial gain from Dele-
tion + Original (31.86 BLEU compared with 17.13 for the
baseline) shows that the model benefits from exposure to
both reduced and full versions of the same clause. Because
Tày permits the omission of peripheral modifiers without
altering core argument structure, deletion rarely produces
ungrammatical sentences. Lexical replacements also tend
to preserve classifier–noun compatibility and part-of-speech
alignment. Insert + Swap is the main exception because in-
serting or moving tokens may interrupt clause-final particles
or aspect markers that require fixed adjacency.



Table 4: Genealogical and typological differences between Tày (Tai–Kadai) and Bahnar (Austroasiatic), and their implications
for augmentation.

Feature Tày (Tai–Kadai) Bahnar (Austroasiatic) Implications

Morphology Analytic and isolating Agglutinative with prefixation and
infixation

Token-level edits generally safe for Tày; Bahnar re-
quires morphology-aware operations

Tone 5–7 tones Minimal or absent Tone-sensitive augmentation applies only to Tày
Word order Fixed SVO SVO with valence-modifying mor-

phology
Bahnar augmentation must maintain verb-complex
structure

Noun phrase structure Quantifier + Classifier + Noun Noun + Modifier Classifier-sensitive operations apply only to Tày
Verb classes Uniform verb behavior Multiple licensed verb classes Bahnar augmentation must respect verb-class com-

patibility
Morphosyntax Transparent dependencies Non-local dependencies across pre-

fixes, stems, aspect, and negation
Insert or swap operations safe for Tày but fragile
for Bahnar

Morphology-Aware DA Is Required for Bahnar Bah-
nar’s agglutinative morphology demands much greater care.
Prefixes, aspect markers, and negation must remain in the
pre-verbal position. Perturbations that violate these con-
straints, such as Insert + Swap, lead to ungrammatical pat-
terns and account for the sharp drop to 7.56 BLEU from
a 10.41 baseline. In contrast, Deletion + Original (22.37
BLEU) and controlled lexical replacement preserve the in-
tegrity of verb complexes while still offering useful vari-
ation. These methods introduce diversity without crossing
morphological or valence boundaries.

6.4 Implications for Low-Resource NLP
The analysis suggests several broader principles:
• Analytic languages such as Tày, Vietnamese, and Lao

benefit from surface-level augmentation because token
edits rarely disrupt core grammatical relations.

• Morphologically rich languages such as Bahnar, Khmer,
and Sedang require augmentation strategies that respect
prefixation, verb-class licensing, and valence-related
morphology.

• A universal augmentation pipeline is unlikely to succeed
across diverse language families without explicit gram-
matical modeling.

• Genealogical distance strongly predicts how sensitive a
language will be to particular augmentation strategies
and how robust the generated variants will be.

6.5 Discussion
Taken together, our findings highlight that augmentation ef-
fectiveness is driven primarily by typological fit: the same
transformation can be beneficial in one language yet detri-
mental in another, even under comparable data scales. An-
alytic languages such as Tày, where morpheme boundaries
align cleanly with token boundaries, tolerate surface-level
perturbations and therefore benefit from techniques like
Deletion + Original or controlled lexical replacement. In
contrast, Bahnar’s agglutinative morphology, strict prefix-
ation patterns, and valence-related dependencies make the
language highly sensitive to token insertion and reorder-
ing, causing methods such as Insert + Swap to break verb-
complex integrity and introduce ungrammatical forms. This

contrast underscores the need for typology-aware augmen-
tation frameworks that adapt perturbation rules to each lan-
guage’s morphological and syntactic constraints rather than
applying uniform operations across languages. Incorporat-
ing these principles may improve the robustness, fairness,
and real-world usability of NMT systems for typologically
diverse and underserved language communities.

7 Conclusion
This work provides the first systematic evaluation of data
augmentation for Tày and Bahnar within a controlled NMT
pipeline, establishing new bilingual benchmarks and demon-
strating that meaning-preserving transformations offer con-
sistent gains when they maintain semantic coherence and re-
spect each language’s structural constraints. While the study
offers clear empirical and typological insights, it focuses pri-
marily on surface-level operations and is restricted by lim-
ited monolingual data, which limits the modeling of deeper
morphological and syntactic phenomena and leaves auto-
matic metrics only partially reflective of linguistic adequacy.
Future work may explore morphology-aware augmentation,
incorporate syntactic cues from symbolic or LM- based re-
sources, and broaden cross-linguistic evaluation, alongside
community-driven data expansion and multimodal supervi-
sion to strengthen NMT systems for underserved and typo-
logically diverse language communities.
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