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Abstract

In this paper, we address the task of Chinese
lexical simplification (CLS), which aims to re-
place complex words in a given sentence with
simpler alternatives of equivalent meaning. We
propose an effective and efficient CLS method
that combines small and large models in a com-
plementary way based on the type of complex
words. Specifically, we analyze the strengths
and weaknesses of small models and ChatGPT.
We find that ChatGPT performs well in simpli-
fying in-dictionary common words and Chinese
idioms, while small models struggle with them.
Therefore, we propose an automatic knowledge
distillation approach to fine-tune small mod-
els with in-dictionary words-oriented training
data generated by ChatGPT. On the other hand,
we find that both small models and ChatGPT
have difficulties with out-of-dictionary (OOD)
words. To address this issue, we use a retrieval-
based interpretation augmentation strategy to
enrich the input with relevant information ob-
tained from external sources. With this strategy,
both small models and ChatGPT can signifi-
cantly improve their performance in simplify-
ing OOD words. Finally, we introduce a simple
controller that selects the best model or tool for
each complex word according to its type. This
hybrid approach can balance performance and
cost and achieve better results than any single
model.

1 Introduction

Lexical Simplification (LS) is the task of replacing
complex words in a sentence with simpler alterna-
tives while preserving their structure and original
meaning. This task can improve the readability of
the text to benefit a wide range of people, such as
students (De Belder and Moens, 2010), non-native
speakers (Paetzold and Specia, 2016), and individ-
uals with cognitive impairments (Feng, 2009; Sag-
gion, 2017). However, it is a challenging task that
requires both linguistic knowledge and contextual
awareness.
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Figure 1: The general framework of the proposed word
type-aware Chinese lexical simplification method.

This paper focuses on Chinese lexical simplifica-
tion (CLS). One big barrier for CLS is the lack of
enough training data. So recent work focuses on un-
supervised methods based on pre-trained language
models (PLMs), e.g., the state-of-the-art CLS sys-
tem BERT-LS (Qiang et al., 2021) generates substi-
tution candidates based on the pre-trained masked
language model (MLM) BERT. Despite its sim-
plicity, the model cannot fully understand the task,
resulting in conservative word substitution and per-
formance bottleneck.

We observe that the recent large generative pre-
trained language models, such as ChatGPT (GPT-
3.5 and GPT-4 (OpenAl, 2023)), can understand
the task better through task instructions and a few
demonstrations, while a medium model with 6B pa-
rameters still cannot get a satisfactory performance,
reflecting the decisive role of model scale. How-
ever, the cost of training, maintaining, and invok-
ing large language models is enormous. We face
a trade-off between performance and cost when
choosing between small or large models.

In this paper, we aim to improve a small model
by learning from and collaborating with ChatGPT.
We expect the final system to achieve competitive
performance compared to ChatGPT while signifi-
cantly reducing the inference cost. To accomplish
this goal, we present the following contributions.

First, we conduct a thorough analysis of the un-



supervised CLS methods based on small, medium,
and large language models, to gain a deeper under-
standing of the advantages and disadvantages of the
current methods. We discover that ChatGPT has
advantages in task understanding, reducing the loss
of details and degree of information compared with
small models. Linguistic resources can help small
models obtain competitive performance for com-
mon words in the dictionary. All the models have a
lot of room for improvement on out-of-dictionary
(OOD) words.

Second, we propose a knowledge distillation
framework called PivotKD for fine-tuning small
models with the in-dictionary words-oriented train-
ing data, which are generated by ChatGPT. Piv-
otKD samples pivot words from a dictionary,
lets ChatGPT generate sentences containing pivot
words, and replace them with alternatives belong-
ing to different lexical difficulty levels in an au-
tomatic way. Evaluation shows that fine-tuning a
model with 700m or 6B parameters can obtain su-
perior performance compared with ChatGPT on
simplifying common words and Chinese idioms.

Third, we propose a retrieval-based interpreta-
tion augmentation strategy for enhancing simplifi-
cation on OOD words. We ask a search engine for
the interpretation of a target complex word and use
the interpretation for in-context learning. Based on
this simple strategy, both ChatGPT and the fine-
tuned small models gain large improvements in
simplifying OOD words.

Finally, as shown in Figure 1, we propose a sim-
ple controller that selects the best model or tool
for each complex word according to its type. The
hybrid approach can balance performance and cost
and get better results than any single model.

2 Related Work

Lexical Simplification is the process of replacing
complex words in a given sentence with simpler
alternatives of equivalent meaning (Paetzold and
Specia, 2017b). This task makes contributions to
performing text simplification focusing on lexical
information and has wide applications in assisting
readers with low language proficiency, cognitive
impairments, or disabilities. Traditionally, lexical
simplification mainly consists of a pipeline: the
identification of complex words, the generation of
substitution candidates, the selection of those can-
didates based on the context, and the ranking of the
selected substitutes according to their simplicity.

Complex word identification aims to identify
which word is considered complex in a sentence
by a given target population (Shardlow, 2013; Yi-
mam et al., 2018; Dehghan et al., 2022). In this
paper, we do not pay attention to this aspect and
assume that the target complex words are given by
the users. Readers can refer to a recent survey for
more information (North et al., 2023).
Knowledge-based methods Early lexical sim-
plification research relied on lexical knowledge
databases to generate substitutions (Carroll et al.,
1998; Drndarevic and Saggion, 2012). However,
the databases are expensive to construct and update,
and have a limited word coverage.

Word embedding-based methods With the advent
of deep learning, semantic similarity computation
based on word embeddings has become a popu-
lar method for substitution generation and rank-
ing (Paetzold and Specia, 2017a). But this method
still suffers from the word coverage problem.
PLM-based methods Subsequently, pre-trained
language models (PLMs) have been suggested for
this task. For example, BERT-LS (Qiang et al.,
2020) proposed an unsupervised method, employ-
ing BERT to generate substitutions for target com-
plex words according to the encoding of the sur-
rounding context. PromptLS (Vasquez-Rodriguez
et al., 2022) found that fine-tuning PLMs can ob-
tain better performance than the unsupervised set-
ting. ConLS (Sheang et al., 2022) fine-tuned an
encoder-decoder model TS5 for substitution gener-
ation which naturally predicts simple words with
multiple tokens. One challenge of fine-tuning is
the scarcity of supervised training data for some
languages, such as Chinese.

LLM-based methods Recently, large language
models (LLMs) such as GPT-3 have been applied
for lexical simplification through prompt learning-
based methods. It shows that GPT-3 can understand
the task and learn to predict based on task instruc-
tions and a few demonstrations and obtains good
performance for the English language (Aumiller
and Gertz, 2022). This indicates that LLMs already
embed rich linguistic knowledge and have a strong
in-context learning ability. The key is to find proper
ways to guide LLMs to generate the required out-
put. However, training, deploying, and applying
LLMs is still very expensive.

This paper focuses on the Chinese language. Pre-
vious methods are mostly unsupervised (Qiang
et al., 2021) due to the lack of enough training
data, resulting in a performance bottleneck. Our



motivation is to build a system that can effectively
combine small and large models to keep a balance
between performance and cost. The following work
is also relevant to our research.

Knowledge distillation Knowledge distillation
(KD) aims to train a small student model to perform
better by learning from a larger teacher model (Jian-
ping et al., 2021). We expect to learn a better small
model from powerful LLMs, such as ChatGPT.
Since we can only access ChatGPT’s predictions,
we adopt a black-box KD method that fine-tunes
the student model on the data generated by the
teacher model (Kim and Rush, 2016). To get high-
quality training data that are correct and diverse, we
propose a pivot word-based approach for automatic
data generation based on ChatGPT.
Retrieval-augmented LLMs OOD words are chal-
lenging to simplify because the model may have
little knowledge about them. Motivated by recent
work on retrieval-augmented LLMs (Lewis et al.,
2020; Nakano et al., 2021), we propose a retrieval-
based interpretation augmentation approach that
dynamically brings in word interpretations from
the web to enhance in-context learning.

3 Task, Data and In-Depth Analysis

In this section, we briefly introduce the task and the
data, and analyze representative baselines which
are based on BERT and LLMs.

3.1 Lexical Simplification Settings

An LS system first identifies complex words in a
sentence and then generates candidate substitutions,
which is known as substitute generation (SG). Con-
sidering complex word identification depends on a
target population, we assume that a sentence and a
target complex word are given following previous
work (Qiang et al., 2021).

Formally, given a sentence s and a complex word
w in s, the task is to generate a simpler alternative
v, a word or a group of words, to form a simpler
sentence s’, which is expected to be smooth, clear,
and maintain the same meaning as s.

3.2 Dataset and Metrics
3.2.1 Dataset

We use the publicly available Chinese lexical sim-
plification dataset HanLS (Qiang et al., 2021).
HanLS includes 524 sentences, each sentence con-
tains a complex word from the advanced level
of the Chinese Proficiency Test (Hanyu Shuiping

Kaoshi, HSK), and each complex word has 8.51 an-
notated simple alternatives on average as reference
answers.

3.2.2 Evaluation Metrics

Following previous work (Paetzold and Specia,
2016), we use precision and accuracy as metrics.

Precision (PRE): The proportion of predicted al-
ternatives that are the original complex word itself
or appear in the reference answers.

Accuracy (ACC): The proportion of predicted
alternatives that are different from the target com-
plex word and appear in the reference answers.

3.3 Baseline Systems

We adopt BERT-LS (Qiang et al., 2021) and three
LLMs of various scales as the baselines. We try
to analyze the behaviors and gain a deeper under-
standing of the advantages and disadvantages of
these models.

3.3.1 BERT-LS

The input of BERT-LS is formed by concatenat-
ing the original sentence and its copy. The target
complex word in the duplicate sentence is replaced
with [MASK]. BERT takes the input and predicts
the masked part as substitution candidates.

Notice that a Chinese word often involves more
than one Chinese character, while BERT’s tok-
enizer is based on characters so BERT-LS allows
BERT to make predictions through different num-
bers of [MASK] tags, e.g., from 1 to 4. All predic-
tions are added to a list of candidates. When the tar-
get word is in a Chinese synonymy thesaurus (Mei,
1983), its synonyms are used as substitution can-
didates. Finally, BERT-LS ranks these candidates
with multiple sources of evidence including word
embeddings, BERT scores, and word frequencies.

3.3.2 LLMs

We use ChatGPT (GPT-4-1106-preview API),
ChatGLM2-6B (ChatGLM for short) (Du et al.,
2022) and ChatYuan-large-v2 (700m parameters,
ChatYuan for short) (Xuanwei Zhang and Zhao,
2022). ChatGLM and ChatYuan are two open-
source LLMs for dialogue, supporting both Chi-
nese and English languages.

We explore the LLMs in a few-shot setting,
where task instructions and demonstrations are in-
cluded in the context. Figure 2 shows an exam-
ple. We use three demonstrations in this paper. For
ChatGPT, we extract predictions from its responses.
For ChatGLM and ChatYuan, we first extract the
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Figure 2: An example of instruction and demonstration
design for prompting LLMs for CLS.
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Figure 3: Overall results of BERT-LS and three LLMs
in the few-shot setting.

top 10 candidates from model predictions and then
re-rank them in the same way as BERT-LS.

3.4 Analysis and Discussion

3.4.1 Overall Results

Figure 3 shows the overall results of these sys-
tems. ChatYuan, BERT-LS, and ChatGLM are
models that do not perform much simplification,
as shown by their high PRE scores and low ACC
scores. BERT-LS outperforms the other two mod-
els, possibly because for LS, MLM is a better fit
for dialogue-oriented models in a few-shot setting.
ChatGPT, on the other hand, simplifies almost all
complex words and achieves high scores in both
RPE and ACC, indicating its effectiveness.

Based on task instructions and demonstrations,
ChatYuan and ChatGLM have difficulty in under-
standing the task. ChatGLM has a slight edge over
ChatYuan, which may be attributed to its larger
scale. The unsupervised BERT-LS also fails to

Models Common Idioms (070))]
PRE ACC PRE ACC PRE ACC
BERT-LS 86.8 769 70.8 41.7 340 283
ChatYuan 984 224 91.7 830 943 3.80
ChatGLM 72.0 583 625 292 39.6 226
ChatGPT 81.6 80.7 292 292 66.0 66.0

Table 1: Detailed results of BERT-LS and three LLMs
on simplifying 3 types of complex words.
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Figure 4: The outputs of BERT-LS and ChatGPT on
simplifying a Chinese idiom.

grasp the LS task, despite using external resources
to re-rank candidates and compensate for its poor
task understanding. ChatGPT, however, demon-
strates a strong task understanding and a good per-
formance in lexical simplification.

3.4.2 Analysis

We analyze the relation between the models’ per-
formance and the types of complex words. Specifi-
cally, we divide the complex words into 3 types:

e Common words: Refer to non-idiomatic
words included in the dictionary Xinhua Zid-
ian, which covers more than 320k words.

* Chinese idioms: Idioms or Chengyu, are an
essential part of the Chinese language. They
are usually composed of four Chinese charac-
ters and often express a moral or a lesson in a
concise and elegant way.

* Out-of-dictionary (OOD) words: Refer to
the words excluded in Xinhua Zidian, many
of which are new words or internet terms.

Table 1 shows that ChatGPT outperforms BERT-
LS, ChatYuan, and ChatGLM in simplifying com-
mon words, but lags behind BERT-LS on Chinese
idioms. ChatGPT also has a remarkable advantage
in simplifying OOD words, although none of the
models achieve satisfactory results.

We compare the predictions of ChatGPT and
BERT-LS in simplifying Chinese idioms and dis-
cover that ChatGPT’s performance in simplifying



Chinese idioms is underrated because it generates
phrases instead of single words as the reference
answers do. For example, in Figure 4, ChatGPT
produces a more understandable and fluent substi-
tution than BERT-LS. BERT-LS only replaces the
idiom with a single word, which may lose some
descriptive details and degree of information.
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Figure 5: The outputs of BERT-LS and ChatGPT on
simplifying an OOD word.

Simplifying OOD words is a challenge for all
models. Figure 5 shows an example. The term
“magnesium-aluminum” is a Chinese internet slang
that sounds like “beauty” and refers to beautiful
women. Neither BERT-LS nor ChatGPT can pro-
duce a suitable answer, probably because they have
limited knowledge of these OOD words.

In summary, we discover the following observa-
tions through the in-depth analysis:

* Task understanding: Without enough super-
vision, the small and medium models, BERT-
LS, ChatYuan, and ChatGLM, could not grasp
the task well. ChatGPT shows a much better
understanding of the task and performs well.

* Sensitive performance to the type of com-
plex words: The difficulty of the simplifica-
tion task depends on the types of complex
words. BERT-LS and ChatGPT perform well
in simplifying common complex words. For
Chinese idiom simplification, ChatGPT has
an advantage in preserving more descriptive
details and degree of information. Simplify-
ing OOD words is a challenge for all models.

ChatGPT performs the best but it is also ex-
pensive, which creates a trade-off between perfor-
mance and cost. Moreover, it cannot deal with
OOD words either. These factors lead us to the
following research questions:

* RQ 1: How to use ChatGPT effectively as
a teacher model to improve the task under-
standing and performance of smaller models
on simplifying in-dictionary words?

* RQ 2: What are the effective strategies to
enhance the performance of both large and
small models in simplifying OOD words?

* RQ 3: What is the optimal way to integrate
small and large models to achieve a trade-off
between performance and cost?

4 The Proposed Method

We propose a framework as shown in Figure 1. It
has 3 modules: automatic knowledge distillation
from ChatGPT, retrieval-based interpretation aug-
mentation, and a word type-aware controller.

4.1 Automatic Knowledge Distillation

We aim to create a high-quality CLS training
dataset by distilling ChatGPT. We expect the gen-
erated sentences should be correct in spelling and
grammar, cover diverse topics, and have accurate
substitutions. However, since there are many fac-
tors to consider, it is unavoidable to bring in bias.

We propose an automatic knowledge distilla-
tion strategy named PivotKD, which only relies on
ChatGPT and does not need any human interven-
tion. Figure 6 illustrates its main workflow.

4.1.1 Pivot Word Sampling

Our analysis shows that ChatGPT works well on
common words and idioms but poorly on OOD
words. So we should avoid OOD words in data gen-
eration. Therefore we sample words from the dic-
tionary Xinhua Zidian and call the sampled words
pivot words. We limit the word to be a noun, verb,
adjective, adverb or idiom. To enhance diversity,
each word can be sampled at most once. The pivot
words would be used for pivot sentence generation.

4.1.2 Pivot Sentence Generation

Given a pivot word, we ask ChatGPT to generate a
sentence containing the word. The generated sen-
tence would be used as the target sentence. This
manner has the following benefits depending on the
strengths of ChatGPT: 1) ChatGPT can generate
correct and smooth sentences, avoiding spelling
and grammar errors that often occur in data col-
lected from the web or existing corpus; 2) Chat-
GPT can generate sentences covering diverse topics
since we do not limit the topics in sampling pivot
words and sentence generation, we can assume that
the generated dataset is topic independent.
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Figure 7: An instruction for 3-level lexical substitution.

4.1.3 Multi-level Lexical Substitution

After the above two steps, we have a pivot sen-
tence and a pivot word. Now, we let ChatGPT
generate substitutions belonging to three difficulty
levels to replace the pivot word in the generated
sentence. We define the three lexical difficulty lev-
els as advanced, medium, and basic. We convey
the requirements to ChatGPT through instructions
as shown in Figure 7, and assume that ChatGPT
itself can understand lexical difficulty.

4.1.4 Data Construction

For one pivot word, we use ChatGPT to generate n
simpler alternatives for each difficulty level. Given
the 3n sentences, we can construct a set of sentence
pairs as training data based on the lexical difficulty
levels of the substitutions. Specifically, a complex-
to-simple sentence pair (s, s’) can be constructed
if the lexical difficulty level of the substitution in s
is higher than the substitution in s’.

Notice that the sentence pair does not necessar-
ily contain the pivot word. The pivot word only
plays the role of starting point for the automatic
knowledge distillation and data construction pro-
cess, which implies the meaning of pivot.

4.1.5 Instruction Fine-tuning

We conduct instruction fine-tuning with ChatYuan
and ChatGLM. We fine-tune all parameters of
ChatYuan and use LoRA (Hu et al., 2021) to fine-
tune ChatGLM.

The training data is in the sequence-to-sequence
style based on the constructed sentence pairs
{(s,s’)}. The input includes a task instruction, the
same as the one shown in Figure 2, the target sen-
tence s, and the target complex word marked with
atag # in s, while the output is the corresponding
simplified sentence s’ with the word substitution
marked with # as well.

4.2 Retrieval-based Interpretation
Augmentation

To ensure the quality of the generated data, we
have focused on common words. However, sim-
plifying OOD words is very challenging even for
ChatGPT. To tackle this problem, we propose a
retrieval-augmented strategy by looking for the in-
terpretation of a target complex word from the web.
Retrieving Word Interpretation Many OOD
words are new words or internet slang that the
pre-trained models may have limited knowledge of
them. But there are usually interpretations for these
words on the web. Therefore we utilize the Baidu
search engine to fetch search results for the query
“What does the word [complex word] mean?" and
extract the content of the top k snippets as the in-
terpretation.

Injecting Interpretation for Inference We use
retrieval-based interpretation augmentation to pro-
vide additional context after the task instructions
for ChatGPT or the fine-tuned models. So it is
flexible and can be easily integrated as a plug-in.

4.3 Word-type aware Controlled Inference

Now we have several models and tools to han-
dle CLS: ChatGPT, fine-tuned small models, and
retrieval-based interpretation augmentation. We
aim to find an effective and efficient way to inte-
grate these modules.

Our solution is based on the observation that
the performance of CLS is sensitive to the type of
complex words. We prefer to use small models as
the basic model and ask for help from ChatGPT



Model Common Idioms (016))) All
odels PRE ACC PRE ACC PRE ACC PRE ACC
BERT-LS 86.8 769 70.8 4177 34.0 283 80.7 704
ChatGPT 81.6 80.7 292 292 66.0 660 776 768
+RIA - - - - 793 793 - -
ChatGLM (frozen) 720 583 625 292 396 226 683 534
ChatGLM (fine-tuning with LoRA) 83.0 82.1 66.7 667 604 585 80.0 79.0
+RIA 83.6 825 583 583 642 623 805 794
ChatYuan (frozen) 984 224 917 8.3 94.3 3.8 97.7 199
ChatYuan (fine-tuning all parameters) 85.2 80.5 75.0 708 56.6 453 81.8 76.5
+RIA 863 825 750 70.8 68.0 623 84.0 80.0
Hyb-CLS 863 825 750 708 793 793 851 81.6

Table 2: System comparisons on HanLS. ChatGLM and ChatYuan are experimented with frozen, fine-tuning, and
hybrid settings. RIA indicates utilizing retrieval-based interpretation augmentation during inference.The results
with the highest accuracy are bolded, and the best results obtained by small models are marked with underlines.

or retrieval-based interpretation augmentation to
handle Chinese idioms or OOD words. We design a
rule-based word-type aware controller for deciding
a proper inference strategy. We will discuss the
optimal strategies for different types of words in
the evaluation section.

5 Evaluation

5.1 Experimental Settings

For PivotKD, we sampled 5,000 pivot words from
Xinhua Zidian. We avoid using the complex words
in HanLS as pivot words. Since the sentences are
fully generated by ChatGPT, there is also no over-
lap with HanLS.

The multi-level lexical substitution module gen-
erates n = 1 substitution for each lexical difficulty
level. Finally, we collect 8,962 sentence pairs, cov-
ering 4,269 distinct substitutions. More details
about the data can be seen in Appendix A.

We conduct a human evaluation on 500 samples
from the augmented dataset. For each complex
word and simplified substitution pair, we let two
persons judge whether the relative lexical difficulty
between them are clearly reasonable, hard to dis-
tinguish, or contradiction or irrelevant. The pro-
portions of the 3 options are 70%, 25%, and 5%
respectively, indicating the quality of the dataset
produced by PivotKD is acceptable.

We fine-tune ChatYuan for 1 epoch and Chat-
GLM with LoRA for 3 epochs. ChatYuan is based
on T35, therefore the fine-tuned ChatYuan can be
seen as the re-implementation of ConLS (Sheang
et al., 2022). Detailed parameter settings are de-
scribed in Appendix B. For retrieval-based interpre-
tation augmentation, we use the top k£ = 1 snippet

since it already obtains satisfactory performance.

5.2 Experimental Results

5.2.1 Auto-Evaluation

Table 2 shows the overall results and specific re-
sults on three types of complex words by BERT-LS,
ChatGPT, ChatGLM, and ChatYuan and some vari-
ants. We can see some trends:

(1) The effects of PivotKD The fine-tuned Chat-
GLM and ChatYuan obtain competitive overall per-
formance compared with ChatGPT and greatly out-
perform BERT-LS. For example, ChatGLM gets
a 80.0 PRE score and a 79.0 ACC score, outper-
forming ChatGPT, while ChatYuan gets a 81.8 PRE
score and a 76.5 ACC score.

The results demonstrate the effectiveness of Piv-
otKD. The small models (e.g., ChatYuan) and
medium models (e.g., ChatGLM) can benefit from
supervised instruction fine-tuning based on the au-
tomatically generated data. The fine-tuned models
understand the task much better and gain large im-
provements compared with the frozen models.

The effect of increasing the number of train-
ing samples on the performance of the fine-tuned
ChatYuan and ChatGLM models is illustrated in
Figure 8. Generally, the performance of the mod-
els can be enhanced by increasing the number of
training samples. ChatGLM can reach a steady
performance using relatively fewer samples, while
the performance of ChatYuan has a consistent im-
provement with the increase of the training sam-
ples, indicating that smaller models may need more
training data.

(2) The effects of retrieval-based interpreta-
tion augmentation (RIA) Table 2 shows that RIA
can significantly enhance the ability of all three
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Figure 8: The effects of the number of training samples
for fine-tuning ChatYuan and ChatGLM.

models to simplify OOD words, confirming that the
retrieved word interpretation provides useful infor-
mation for OOD words. ChatGLM and ChatYuan
achieve similar performance to ChatGPT, while
RIA boosts ChatGPT’s PRE and ACC scores by a
large margin of 16%.

(3) Performance on different word types The
performance of the fine-tuned models on different
types of complex words is still very volatile, better
on common words than Chinese idioms and OOD
words. RIA also has different impacts on Chat-
GLM and ChatYuan. For example, ChatYuan gains
further improvements for common words with RIA,
while ChatGLM almost remains the same. Perhaps
ChatGLM already has enough knowledge of the
common words.

(4) A hybrid approach Since the performance is
word-type sensitive, we can apply different settings
for different types of words. We call the strategy
Hyb-CLS (a hybrid approach for CLS). Specifi-
cally, we use the fine-tuned ChatYuan (700m) with
RIA for common words and Chinese idioms, while
call for ChatGPT to handle OOD words. Table 2
shows that the hybrid approaches obtain further
improvements compared with any single model.

5.2.2 Human Evaluation

The system outputs may be reasonable but outside
the reference answers. So we conduct a human eval-
uation. We sample 20 common words, 20 Chinese
idioms, and 20 OOD words from HanLS. Three
raters rate the mixed outputs of different systems
according to the following criteria:

* 4 points: The substitution is simpler and has
the same meaning as the target complex word
without any information loss, and the resulting
sentence is smooth.

Models Common Idioms OOD All
BERT-LS 3.17 1.23 0.6 1.67
ChatGPT + RIA 3.70 3.17 2.60 3.16
ChatGLM 3.37 2.60 193 263

+RIA 3.50 2.83 2.53 295
ChatYuan 3.37 2.60 1.50 249

+RIA 343 2.83 2.2 2.82

Table 3: Human evaluation of three models in different
settings. The rating ranges from 0 (worst) to 4 (best).

* 2 points: The substitution is simpler and has
the same meaning as the target word, but there
is a loss of information in terms of details and
degree, or the output is not so smooth.

* 0 points: The substitution is not simpler or its
meaning is different from the target word.

Table 3 shows the averaged human evaluation
results. We can see that ChatGPT still has an ad-
vantage in simplifying idioms and OOD words,
indicating the strong ability of very large language
models. The fine-tuned small models achieve simi-
lar performance and the performance is also close
to ChatGPT. RIA is verified to be effective as well.
The human evaluation confirms that with proper
manipulation of the fine-tuned small models and
very large models, it is possible to keep a balance
between performance and cost.

6 Conclusion

This paper presents a word-type aware approach
for Chinese lexical simplification. The core idea
is to consider the types of complex words to ef-
fectively and efficiently combine small and large
language models. We find that ChatGPT performs
well in simplifying in-dictionary complex words
and idioms. So we propose an automatic knowl-
edge distillation framework called PivotKD to gen-
erate training data with ChatGPT for fine-tuning
small models. The results show that the fine-tuned
small models can outperform ChatGPT in simpli-
fying such common words. Besides, we observe
that both small and large models face challenges in
simplifying OOD words. We propose a retrieval-
based interpretation augmentation strategy, which
significantly improves the simplification of OOD
words for all models. Therefore, we can control the
inference strategy according to the type of complex
words, which efficiently combines small and large
models and helps to obtain the best performance.



7 Limitations

There are three possible limitations of this work.
First, our evaluation is based on the HanLS dataset,
which is limited in size and coverage. We plan to
extend the dataset. Second, we assume that Chat-
GPT understand the lexical difficulty levels, but
we verify this assumption by analyzing the rela-
tive lexical difficulty between a pair of words in
the generated data. More detailed and specially
designed probing analysis can be conducted. Third,
this paper focuses on Chinese lexical simplifica-
tion, but the proposed method can be potentially
applied to other languages. We plan to address
these limitations in the future work.
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Attribute Value
Sentence pairs 8,962
Avg. length of sentences 22.38
Distinct substitutions 4,269
Common words 4,186
Avg. length of substitutions | 2.04

Table 4: Basic statistics of the augmented dataset via
PivotKD.

A Details in Dataset Construction

We sampled 5,000 pivot words for data generation.
After constructing sentence pairs according to the
difficulty levels of the substitutions, we use some
rules to further reduce noise.

Firstly, we excluded substitutions that exist in
the target complex word list of HanLS, thus there is
no overlap between the augmented data and the test
data. Secondly, we constrain that for the complex
word in each constructed sentence pair should be
in the Xinhua Zidian dictionary.
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Some basic statistics of the final dataset for fine-
tuning the small models are shown in Table 4. Ta-
ble 5 shows a constructed sentence pairs and the
corresponding training sample.

A sentence pair

Hugll T 7 B#3bE RS, AR,
") BE B P AT

(He slipped into the room
#stealthily#, so as not to wake the
sleeping child.)

Complex

R e £ 2 5 1/, A R, o) B2
HBE 8% T
(#quietly#.)

Simple

A training sample

fesll T 75 B#d E 2 B, AR
) BE Bk P 69 3% F
(Same as the sentence above)

TREGE F 2 35 6) T F 46 = 8 22 79
#IH TP BHA P A — A E 6997
RALE, B RF G F LM
ERREHRERW -

(The task is to replace the complex
word #stealthily# in the sentence
with a simple word or phrase,
while keeping the structure and
meaning of the sentence unchanged
and as smooth as possible. )

Prompt

Pttty far# 36 A 2 5 /], VA o0 BE
HEEPAIIZT .
(#quietly#.)

Response

Table 5: An example of a constructed sentence pair and
the corresponding training sample.

B Parameter Settings

The hyper-parameters used for fine-tuning
ChatYuan-large-v2 and ChatGLM?2-6B are listed
in Table 7 and Table 8 respectively.

We set the value of the temperature parameter
of ChatGPT API as 0 because we emphasize the
generation quality and control the diversity through
pivot words.

C Human Rating

We conducted human evaluation for ChatGLM,
ChatYuan, ChatGPT and BERT-LS. We sampled
20 words for each type of complex word, merging
the predictions of the models for human evaluation.


https://github.com/clue-ai/ChatYuan
https://github.com/clue-ai/ChatYuan
https://github.com/clue-ai/ChatYuan

Settings Value

GPU Nvidia A6000
GPU memory 48 GB
CPU AMD EPYC 7542
(0N Ubuntu 20.04.5 LTS
Pytorch version 1.31.1
CUDA version 11.6

Table 6: Infrastructure for conducting our experiments.

We set the ratings to be 0,2,0r 4 according to
the criteria introduced in the main content. We em-
ployed three raters who are students in a normal
university. They are volunteers and unaware of
the model information of these predictions. We
reported the average rating for each prediction.
The mean variance of the ratings between different
raters is 0.55. Table 9 demonstrate two examples
of predictions and human ratings.

Hyper-parameters ‘ Value
max_seq_length (encoder) 512
max_seq_length (decoder) 512
num_epoch 1
learning_rate Se-5
scheduler cosine
batch_size 16
gradient_accumulation_steps 1

Table 7: Hyper-parameter settings used for fine-tuning
ChatYuan-large-v2.

Hyper-Parameters | Value
max_seq_length (encoder) 512
max_seq_length (decoder) 512
num_epoch 3
learning_rate 5e-5
scheduler cosine
batch_size 16
gradient_accumulation_steps 1
lora_rank 8
lora_alpha 32
lora_dropout 0.1

Table 8: Hyper-parameter settings used for fine-tuning
ChatGLM2-6B.
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I g Rk A 4
#1: TR R T

Sentence (Enhance ethnic unity and
#safeguard# national integrity.)

Predicti e 5% Rk Bl 46

TEICHON | 4ot 4 (maintain)# B K 7% .

Rater A 4

Rater B 4

Rater C 2
RASFR AR — BRI
A—IHasktiy

Sentence HEEARST 4,
(In that era, Tom was a bit
rebellious, and he had a dream of
becoming an #outlaw hero#.)
MMAFAR, HBAH— BRI,

Prediction | A — M A® AL S
# L FE (bandit)#.

Rater A 2

Rater B 0

Rater C 2

Table 9: Two examples of predictions and human rat-

ings.
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