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Abstract
In this paper, we address the task of Chinese001
lexical simplification (CLS), which aims to re-002
place complex words in a given sentence with003
simpler alternatives of equivalent meaning. We004
propose an effective and efficient CLS method005
that combines small and large models in a com-006
plementary way based on the type of complex007
words. Specifically, we analyze the strengths008
and weaknesses of small models and ChatGPT.009
We find that ChatGPT performs well in simpli-010
fying in-dictionary common words and Chinese011
idioms, while small models struggle with them.012
Therefore, we propose an automatic knowledge013
distillation approach to fine-tune small mod-014
els with in-dictionary words-oriented training015
data generated by ChatGPT. On the other hand,016
we find that both small models and ChatGPT017
have difficulties with out-of-dictionary (OOD)018
words. To address this issue, we use a retrieval-019
based interpretation augmentation strategy to020
enrich the input with relevant information ob-021
tained from external sources. With this strategy,022
both small models and ChatGPT can signifi-023
cantly improve their performance in simplify-024
ing OOD words. Finally, we introduce a simple025
controller that selects the best model or tool for026
each complex word according to its type. This027
hybrid approach can balance performance and028
cost and achieve better results than any single029
model.030

1 Introduction031

Lexical Simplification (LS) is the task of replacing032

complex words in a sentence with simpler alterna-033

tives while preserving their structure and original034

meaning. This task can improve the readability of035

the text to benefit a wide range of people, such as036

students (De Belder and Moens, 2010), non-native037

speakers (Paetzold and Specia, 2016), and individ-038

uals with cognitive impairments (Feng, 2009; Sag-039

gion, 2017). However, it is a challenging task that040

requires both linguistic knowledge and contextual041

awareness.042

Automatic
knowledge
distillation

CHATGPT

Fine-tuned
small modelsTraining data

Interpretation
Augmentation

To simplify word w in sentence S

Word type-aware
controller

w is a common word

w is a Chinese idiom

w is outside of dictionary

Tools Simplified sentence S'

Figure 1: The general framework of the proposed word
type-aware Chinese lexical simplification method.

This paper focuses on Chinese lexical simplifica- 043

tion (CLS). One big barrier for CLS is the lack of 044

enough training data. So recent work focuses on un- 045

supervised methods based on pre-trained language 046

models (PLMs), e.g., the state-of-the-art CLS sys- 047

tem BERT-LS (Qiang et al., 2021) generates substi- 048

tution candidates based on the pre-trained masked 049

language model (MLM) BERT. Despite its sim- 050

plicity, the model cannot fully understand the task, 051

resulting in conservative word substitution and per- 052

formance bottleneck. 053

We observe that the recent large generative pre- 054

trained language models, such as ChatGPT (GPT- 055

3.5 and GPT-4 (OpenAI, 2023)), can understand 056

the task better through task instructions and a few 057

demonstrations, while a medium model with 6B pa- 058

rameters still cannot get a satisfactory performance, 059

reflecting the decisive role of model scale. How- 060

ever, the cost of training, maintaining, and invok- 061

ing large language models is enormous. We face 062

a trade-off between performance and cost when 063

choosing between small or large models. 064

In this paper, we aim to improve a small model 065

by learning from and collaborating with ChatGPT. 066

We expect the final system to achieve competitive 067

performance compared to ChatGPT while signifi- 068

cantly reducing the inference cost. To accomplish 069

this goal, we present the following contributions. 070

First, we conduct a thorough analysis of the un- 071
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supervised CLS methods based on small, medium,072

and large language models, to gain a deeper under-073

standing of the advantages and disadvantages of the074

current methods. We discover that ChatGPT has075

advantages in task understanding, reducing the loss076

of details and degree of information compared with077

small models. Linguistic resources can help small078

models obtain competitive performance for com-079

mon words in the dictionary. All the models have a080

lot of room for improvement on out-of-dictionary081

(OOD) words.082

Second, we propose a knowledge distillation083

framework called PivotKD for fine-tuning small084

models with the in-dictionary words-oriented train-085

ing data, which are generated by ChatGPT. Piv-086

otKD samples pivot words from a dictionary,087

lets ChatGPT generate sentences containing pivot088

words, and replace them with alternatives belong-089

ing to different lexical difficulty levels in an au-090

tomatic way. Evaluation shows that fine-tuning a091

model with 700m or 6B parameters can obtain su-092

perior performance compared with ChatGPT on093

simplifying common words and Chinese idioms.094

Third, we propose a retrieval-based interpreta-095

tion augmentation strategy for enhancing simplifi-096

cation on OOD words. We ask a search engine for097

the interpretation of a target complex word and use098

the interpretation for in-context learning. Based on099

this simple strategy, both ChatGPT and the fine-100

tuned small models gain large improvements in101

simplifying OOD words.102

Finally, as shown in Figure 1, we propose a sim-103

ple controller that selects the best model or tool104

for each complex word according to its type. The105

hybrid approach can balance performance and cost106

and get better results than any single model.107

2 Related Work108

Lexical Simplification is the process of replacing109

complex words in a given sentence with simpler110

alternatives of equivalent meaning (Paetzold and111

Specia, 2017b). This task makes contributions to112

performing text simplification focusing on lexical113

information and has wide applications in assisting114

readers with low language proficiency, cognitive115

impairments, or disabilities. Traditionally, lexical116

simplification mainly consists of a pipeline: the117

identification of complex words, the generation of118

substitution candidates, the selection of those can-119

didates based on the context, and the ranking of the120

selected substitutes according to their simplicity.121

Complex word identification aims to identify 122

which word is considered complex in a sentence 123

by a given target population (Shardlow, 2013; Yi- 124

mam et al., 2018; Dehghan et al., 2022). In this 125

paper, we do not pay attention to this aspect and 126

assume that the target complex words are given by 127

the users. Readers can refer to a recent survey for 128

more information (North et al., 2023). 129

Knowledge-based methods Early lexical sim- 130

plification research relied on lexical knowledge 131

databases to generate substitutions (Carroll et al., 132

1998; Drndarevic and Saggion, 2012). However, 133

the databases are expensive to construct and update, 134

and have a limited word coverage. 135

Word embedding-based methods With the advent 136

of deep learning, semantic similarity computation 137

based on word embeddings has become a popu- 138

lar method for substitution generation and rank- 139

ing (Paetzold and Specia, 2017a). But this method 140

still suffers from the word coverage problem. 141

PLM-based methods Subsequently, pre-trained 142

language models (PLMs) have been suggested for 143

this task. For example, BERT-LS (Qiang et al., 144

2020) proposed an unsupervised method, employ- 145

ing BERT to generate substitutions for target com- 146

plex words according to the encoding of the sur- 147

rounding context. PromptLS (Vásquez-Rodríguez 148

et al., 2022) found that fine-tuning PLMs can ob- 149

tain better performance than the unsupervised set- 150

ting. ConLS (Sheang et al., 2022) fine-tuned an 151

encoder-decoder model T5 for substitution gener- 152

ation which naturally predicts simple words with 153

multiple tokens. One challenge of fine-tuning is 154

the scarcity of supervised training data for some 155

languages, such as Chinese. 156

LLM-based methods Recently, large language 157

models (LLMs) such as GPT-3 have been applied 158

for lexical simplification through prompt learning- 159

based methods. It shows that GPT-3 can understand 160

the task and learn to predict based on task instruc- 161

tions and a few demonstrations and obtains good 162

performance for the English language (Aumiller 163

and Gertz, 2022). This indicates that LLMs already 164

embed rich linguistic knowledge and have a strong 165

in-context learning ability. The key is to find proper 166

ways to guide LLMs to generate the required out- 167

put. However, training, deploying, and applying 168

LLMs is still very expensive. 169

This paper focuses on the Chinese language. Pre- 170

vious methods are mostly unsupervised (Qiang 171

et al., 2021) due to the lack of enough training 172

data, resulting in a performance bottleneck. Our 173

2



motivation is to build a system that can effectively174

combine small and large models to keep a balance175

between performance and cost. The following work176

is also relevant to our research.177

Knowledge distillation Knowledge distillation178

(KD) aims to train a small student model to perform179

better by learning from a larger teacher model (Jian-180

ping et al., 2021). We expect to learn a better small181

model from powerful LLMs, such as ChatGPT.182

Since we can only access ChatGPT’s predictions,183

we adopt a black-box KD method that fine-tunes184

the student model on the data generated by the185

teacher model (Kim and Rush, 2016). To get high-186

quality training data that are correct and diverse, we187

propose a pivot word-based approach for automatic188

data generation based on ChatGPT.189

Retrieval-augmented LLMs OOD words are chal-190

lenging to simplify because the model may have191

little knowledge about them. Motivated by recent192

work on retrieval-augmented LLMs (Lewis et al.,193

2020; Nakano et al., 2021), we propose a retrieval-194

based interpretation augmentation approach that195

dynamically brings in word interpretations from196

the web to enhance in-context learning.197

3 Task, Data and In-Depth Analysis198

In this section, we briefly introduce the task and the199

data, and analyze representative baselines which200

are based on BERT and LLMs.201

3.1 Lexical Simplification Settings202

An LS system first identifies complex words in a203

sentence and then generates candidate substitutions,204

which is known as substitute generation (SG). Con-205

sidering complex word identification depends on a206

target population, we assume that a sentence and a207

target complex word are given following previous208

work (Qiang et al., 2021).209

Formally, given a sentence s and a complex word210

w in s, the task is to generate a simpler alternative211

v, a word or a group of words, to form a simpler212

sentence s′, which is expected to be smooth, clear,213

and maintain the same meaning as s.214

3.2 Dataset and Metrics215

3.2.1 Dataset216

We use the publicly available Chinese lexical sim-217

plification dataset HanLS (Qiang et al., 2021).218

HanLS includes 524 sentences, each sentence con-219

tains a complex word from the advanced level220

of the Chinese Proficiency Test (Hanyu Shuiping221

Kaoshi, HSK), and each complex word has 8.51 an- 222

notated simple alternatives on average as reference 223

answers. 224

3.2.2 Evaluation Metrics 225

Following previous work (Paetzold and Specia, 226

2016), we use precision and accuracy as metrics. 227

Precision (PRE): The proportion of predicted al- 228

ternatives that are the original complex word itself 229

or appear in the reference answers. 230

Accuracy (ACC): The proportion of predicted 231

alternatives that are different from the target com- 232

plex word and appear in the reference answers. 233

3.3 Baseline Systems 234

We adopt BERT-LS (Qiang et al., 2021) and three 235

LLMs of various scales as the baselines. We try 236

to analyze the behaviors and gain a deeper under- 237

standing of the advantages and disadvantages of 238

these models. 239

3.3.1 BERT-LS 240

The input of BERT-LS is formed by concatenat- 241

ing the original sentence and its copy. The target 242

complex word in the duplicate sentence is replaced 243

with [MASK]. BERT takes the input and predicts 244

the masked part as substitution candidates. 245

Notice that a Chinese word often involves more 246

than one Chinese character, while BERT’s tok- 247

enizer is based on characters so BERT-LS allows 248

BERT to make predictions through different num- 249

bers of [MASK] tags, e.g., from 1 to 4. All predic- 250

tions are added to a list of candidates. When the tar- 251

get word is in a Chinese synonymy thesaurus (Mei, 252

1983), its synonyms are used as substitution can- 253

didates. Finally, BERT-LS ranks these candidates 254

with multiple sources of evidence including word 255

embeddings, BERT scores, and word frequencies. 256

3.3.2 LLMs 257

We use ChatGPT (GPT-4-1106-preview API), 258

ChatGLM2-6B (ChatGLM for short) (Du et al., 259

2022) and ChatYuan-large-v2 (700m parameters, 260

ChatYuan for short) (Xuanwei Zhang and Zhao, 261

2022). ChatGLM and ChatYuan are two open- 262

source LLMs for dialogue, supporting both Chi- 263

nese and English languages. 264

We explore the LLMs in a few-shot setting, 265

where task instructions and demonstrations are in- 266

cluded in the context. Figure 2 shows an exam- 267

ple. We use three demonstrations in this paper. For 268

ChatGPT, we extract predictions from its responses. 269

For ChatGLM and ChatYuan, we first extract the 270
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!"#$%&'()*+,-./01234567
89*,:;<=>?@A%&*BCDEFG
HIJKLMN
(The task is to replace the complex word (marked by #) 
in the sentence with a simple word or phrase, while 
keeping the structure and meaning of the sentence 
unchanged and as smooth as possible. )

Instruction

OPQRSG#/TU/VW*=X#YZY[*N
(Practice and understanding are not #thoroughly#
opposed but complement each other.)

Input 1

OPQRSG#/\]/VW*=X#YZY[*N
(Practice and understanding are not #completely# 
opposed but complement each other.)

Response

^#_`ab#cdefgNInput 2
[Let LLM generate the response]Response

Figure 2: An example of instruction and demonstration
design for prompting LLMs for CLS.
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Figure 3: Overall results of BERT-LS and three LLMs
in the few-shot setting.

top 10 candidates from model predictions and then271

re-rank them in the same way as BERT-LS.272

3.4 Analysis and Discussion273

3.4.1 Overall Results274

Figure 3 shows the overall results of these sys-275

tems. ChatYuan, BERT-LS, and ChatGLM are276

models that do not perform much simplification,277

as shown by their high PRE scores and low ACC278

scores. BERT-LS outperforms the other two mod-279

els, possibly because for LS, MLM is a better fit280

for dialogue-oriented models in a few-shot setting.281

ChatGPT, on the other hand, simplifies almost all282

complex words and achieves high scores in both283

RPE and ACC, indicating its effectiveness.284

Based on task instructions and demonstrations,285

ChatYuan and ChatGLM have difficulty in under-286

standing the task. ChatGLM has a slight edge over287

ChatYuan, which may be attributed to its larger288

scale. The unsupervised BERT-LS also fails to289

Models Common Idioms OOD
PRE ACC PRE ACC PRE ACC

BERT-LS 86.8 76.9 70.8 41.7 34.0 28.3
ChatYuan 98.4 22.4 91.7 8.30 94.3 3.80
ChatGLM 72.0 58.3 62.5 29.2 39.6 22.6
ChatGPT 81.6 80.7 29.2 29.2 66.0 66.0

Table 1: Detailed results of BERT-LS and three LLMs
on simplifying 3 types of complex words.

!"#$%&%#'()*+,-./012345
The little pig #seemed to understand but didn't really
understand#, thinking how could happiness be my tail?

Original
sentence

!"#67#'()*+,-./012345
The little pig #puzzled#, thinking how could 
happiness be my tail?

BERT-LS

!"#89:;#'()*+,-./012345
The little pig #was a bit confused#, thinking how 
could happiness be my tail?

ChatGPT

Figure 4: The outputs of BERT-LS and ChatGPT on
simplifying a Chinese idiom.

grasp the LS task, despite using external resources 290

to re-rank candidates and compensate for its poor 291

task understanding. ChatGPT, however, demon- 292

strates a strong task understanding and a good per- 293

formance in lexical simplification. 294

3.4.2 Analysis 295

We analyze the relation between the models’ per- 296

formance and the types of complex words. Specifi- 297

cally, we divide the complex words into 3 types: 298

• Common words: Refer to non-idiomatic 299

words included in the dictionary Xinhua Zid- 300

ian, which covers more than 320k words. 301

• Chinese idioms: Idioms or Chengyu, are an 302

essential part of the Chinese language. They 303

are usually composed of four Chinese charac- 304

ters and often express a moral or a lesson in a 305

concise and elegant way. 306

• Out-of-dictionary (OOD) words: Refer to 307

the words excluded in Xinhua Zidian, many 308

of which are new words or internet terms. 309

Table 1 shows that ChatGPT outperforms BERT- 310

LS, ChatYuan, and ChatGLM in simplifying com- 311

mon words, but lags behind BERT-LS on Chinese 312

idioms. ChatGPT also has a remarkable advantage 313

in simplifying OOD words, although none of the 314

models achieve satisfactory results. 315

We compare the predictions of ChatGPT and 316

BERT-LS in simplifying Chinese idioms and dis- 317

cover that ChatGPT’s performance in simplifying 318
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Chinese idioms is underrated because it generates319

phrases instead of single words as the reference320

answers do. For example, in Figure 4, ChatGPT321

produces a more understandable and fluent substi-322

tution than BERT-LS. BERT-LS only replaces the323

idiom with a single word, which may lose some324

descriptive details and degree of information.325

!"#$%&'()*+,-./0123145
I always see a lot of #magnesium aluminum# when I 
surf the internet recently!

Original
sentence

!"#$%&'()*+,-./0167145
I always see a lot of #metal# when I surf the internet 
recently!

BERT-LS

!"#$%&'()*+,-./0189145
I always see a lot of #gourmet food# when I surf the 
internet recently!

ChatGPT

Figure 5: The outputs of BERT-LS and ChatGPT on
simplifying an OOD word.

Simplifying OOD words is a challenge for all326

models. Figure 5 shows an example. The term327

“magnesium-aluminum” is a Chinese internet slang328

that sounds like “beauty” and refers to beautiful329

women. Neither BERT-LS nor ChatGPT can pro-330

duce a suitable answer, probably because they have331

limited knowledge of these OOD words.332

In summary, we discover the following observa-333

tions through the in-depth analysis:334

• Task understanding: Without enough super-335

vision, the small and medium models, BERT-336

LS, ChatYuan, and ChatGLM, could not grasp337

the task well. ChatGPT shows a much better338

understanding of the task and performs well.339

• Sensitive performance to the type of com-340

plex words: The difficulty of the simplifica-341

tion task depends on the types of complex342

words. BERT-LS and ChatGPT perform well343

in simplifying common complex words. For344

Chinese idiom simplification, ChatGPT has345

an advantage in preserving more descriptive346

details and degree of information. Simplify-347

ing OOD words is a challenge for all models.348

ChatGPT performs the best but it is also ex-349

pensive, which creates a trade-off between perfor-350

mance and cost. Moreover, it cannot deal with351

OOD words either. These factors lead us to the352

following research questions:353

• RQ 1: How to use ChatGPT effectively as354

a teacher model to improve the task under-355

standing and performance of smaller models356

on simplifying in-dictionary words?357

• RQ 2: What are the effective strategies to 358

enhance the performance of both large and 359

small models in simplifying OOD words? 360

• RQ 3: What is the optimal way to integrate 361

small and large models to achieve a trade-off 362

between performance and cost? 363

4 The Proposed Method 364

We propose a framework as shown in Figure 1. It 365

has 3 modules: automatic knowledge distillation 366

from ChatGPT, retrieval-based interpretation aug- 367

mentation, and a word type-aware controller. 368

4.1 Automatic Knowledge Distillation 369

We aim to create a high-quality CLS training 370

dataset by distilling ChatGPT. We expect the gen- 371

erated sentences should be correct in spelling and 372

grammar, cover diverse topics, and have accurate 373

substitutions. However, since there are many fac- 374

tors to consider, it is unavoidable to bring in bias. 375

We propose an automatic knowledge distilla- 376

tion strategy named PivotKD, which only relies on 377

ChatGPT and does not need any human interven- 378

tion. Figure 6 illustrates its main workflow. 379

4.1.1 Pivot Word Sampling 380

Our analysis shows that ChatGPT works well on 381

common words and idioms but poorly on OOD 382

words. So we should avoid OOD words in data gen- 383

eration. Therefore we sample words from the dic- 384

tionary Xinhua Zidian and call the sampled words 385

pivot words. We limit the word to be a noun, verb, 386

adjective, adverb or idiom. To enhance diversity, 387

each word can be sampled at most once. The pivot 388

words would be used for pivot sentence generation. 389

4.1.2 Pivot Sentence Generation 390

Given a pivot word, we ask ChatGPT to generate a 391

sentence containing the word. The generated sen- 392

tence would be used as the target sentence. This 393

manner has the following benefits depending on the 394

strengths of ChatGPT: 1) ChatGPT can generate 395

correct and smooth sentences, avoiding spelling 396

and grammar errors that often occur in data col- 397

lected from the web or existing corpus; 2) Chat- 398

GPT can generate sentences covering diverse topics 399

since we do not limit the topics in sampling pivot 400

words and sentence generation, we can assume that 401

the generated dataset is topic independent. 402
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Pivot sentence SPivot word

Dictionary

Multi-level
lexical

substitution

Pivot sentence
generation

Pivot word
sampling

𝑆! with advanced
substitution

Data
construction

𝑆" with medium
substitution
𝑆# with basic
substitution

CHATGPT

𝑆!
"#$%&#'#()

𝑆*
𝑆!

"#$%&#'#()
𝑆+

𝑆*
"#$%&#'#()

𝑆+

Figure 6: The main workflow of the PivotKD framework for generating CLS data based on ChatGPT.

!"#$%&'()*+,-./01234567*,89
:;<=>?%&*@ABCDEFGHIJKL,:+M
NOP5QRS'RBTUVWXR;Y5ZWXRP[\
]nW34,L
(We need to find a simpler word or phrase for the complex word,
marked by #, in a sentence and keep the same structure and 
meaning of the original sentence while making the new sentence 
smooth. The word difficulty can be divided into three levels: 
advanced, intermediate, and basic. Please generate n replacement 
words for each level. )

Figure 7: An instruction for 3-level lexical substitution.

4.1.3 Multi-level Lexical Substitution403

After the above two steps, we have a pivot sen-404

tence and a pivot word. Now, we let ChatGPT405

generate substitutions belonging to three difficulty406

levels to replace the pivot word in the generated407

sentence. We define the three lexical difficulty lev-408

els as advanced, medium, and basic. We convey409

the requirements to ChatGPT through instructions410

as shown in Figure 7, and assume that ChatGPT411

itself can understand lexical difficulty.412

4.1.4 Data Construction413

For one pivot word, we use ChatGPT to generate n414

simpler alternatives for each difficulty level. Given415

the 3n sentences, we can construct a set of sentence416

pairs as training data based on the lexical difficulty417

levels of the substitutions. Specifically, a complex-418

to-simple sentence pair (s, s′) can be constructed419

if the lexical difficulty level of the substitution in s420

is higher than the substitution in s′.421

Notice that the sentence pair does not necessar-422

ily contain the pivot word. The pivot word only423

plays the role of starting point for the automatic424

knowledge distillation and data construction pro-425

cess, which implies the meaning of pivot.426

4.1.5 Instruction Fine-tuning427

We conduct instruction fine-tuning with ChatYuan428

and ChatGLM. We fine-tune all parameters of429

ChatYuan and use LoRA (Hu et al., 2021) to fine-430

tune ChatGLM.431

The training data is in the sequence-to-sequence 432

style based on the constructed sentence pairs 433

{(s, s′)}. The input includes a task instruction, the 434

same as the one shown in Figure 2, the target sen- 435

tence s, and the target complex word marked with 436

a tag # in s, while the output is the corresponding 437

simplified sentence s′ with the word substitution 438

marked with # as well. 439

4.2 Retrieval-based Interpretation 440

Augmentation 441

To ensure the quality of the generated data, we 442

have focused on common words. However, sim- 443

plifying OOD words is very challenging even for 444

ChatGPT. To tackle this problem, we propose a 445

retrieval-augmented strategy by looking for the in- 446

terpretation of a target complex word from the web. 447

Retrieving Word Interpretation Many OOD 448

words are new words or internet slang that the 449

pre-trained models may have limited knowledge of 450

them. But there are usually interpretations for these 451

words on the web. Therefore we utilize the Baidu 452

search engine to fetch search results for the query 453

“What does the word [complex word] mean?" and 454

extract the content of the top k snippets as the in- 455

terpretation. 456

Injecting Interpretation for Inference We use 457

retrieval-based interpretation augmentation to pro- 458

vide additional context after the task instructions 459

for ChatGPT or the fine-tuned models. So it is 460

flexible and can be easily integrated as a plug-in. 461

4.3 Word-type aware Controlled Inference 462

Now we have several models and tools to han- 463

dle CLS: ChatGPT, fine-tuned small models, and 464

retrieval-based interpretation augmentation. We 465

aim to find an effective and efficient way to inte- 466

grate these modules. 467

Our solution is based on the observation that 468

the performance of CLS is sensitive to the type of 469

complex words. We prefer to use small models as 470

the basic model and ask for help from ChatGPT 471
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Models Common Idioms OOD All
PRE ACC PRE ACC PRE ACC PRE ACC

BERT-LS 86.8 76.9 70.8 41.7 34.0 28.3 80.7 70.4
ChatGPT 81.6 80.7 29.2 29.2 66.0 66.0 77.6 76.8

+RIA - - - - 79.3 79.3 - -

ChatGLM (frozen) 72.0 58.3 62.5 29.2 39.6 22.6 68.3 53.4
ChatGLM (fine-tuning with LoRA) 83.0 82.1 66.7 66.7 60.4 58.5 80.0 79.0

+RIA 83.6 82.5 58.3 58.3 64.2 62.3 80.5 79.4

ChatYuan (frozen) 98.4 22.4 91.7 8.3 94.3 3.8 97.7 19.9
ChatYuan (fine-tuning all parameters) 85.2 80.5 75.0 70.8 56.6 45.3 81.8 76.5

+RIA 86.3 82.5 75.0 70.8 68.0 62.3 84.0 80.0

Hyb-CLS 86.3 82.5 75.0 70.8 79.3 79.3 85.1 81.6

Table 2: System comparisons on HanLS. ChatGLM and ChatYuan are experimented with frozen, fine-tuning, and
hybrid settings. RIA indicates utilizing retrieval-based interpretation augmentation during inference.The results
with the highest accuracy are bolded, and the best results obtained by small models are marked with underlines.

or retrieval-based interpretation augmentation to472

handle Chinese idioms or OOD words. We design a473

rule-based word-type aware controller for deciding474

a proper inference strategy. We will discuss the475

optimal strategies for different types of words in476

the evaluation section.477

5 Evaluation478

5.1 Experimental Settings479

For PivotKD, we sampled 5,000 pivot words from480

Xinhua Zidian. We avoid using the complex words481

in HanLS as pivot words. Since the sentences are482

fully generated by ChatGPT, there is also no over-483

lap with HanLS.484

The multi-level lexical substitution module gen-485

erates n = 1 substitution for each lexical difficulty486

level. Finally, we collect 8,962 sentence pairs, cov-487

ering 4,269 distinct substitutions. More details488

about the data can be seen in Appendix A.489

We conduct a human evaluation on 500 samples490

from the augmented dataset. For each complex491

word and simplified substitution pair, we let two492

persons judge whether the relative lexical difficulty493

between them are clearly reasonable, hard to dis-494

tinguish, or contradiction or irrelevant. The pro-495

portions of the 3 options are 70%, 25%, and 5%496

respectively, indicating the quality of the dataset497

produced by PivotKD is acceptable.498

We fine-tune ChatYuan for 1 epoch and Chat-499

GLM with LoRA for 3 epochs. ChatYuan is based500

on T5, therefore the fine-tuned ChatYuan can be501

seen as the re-implementation of ConLS (Sheang502

et al., 2022). Detailed parameter settings are de-503

scribed in Appendix B. For retrieval-based interpre-504

tation augmentation, we use the top k = 1 snippet505

since it already obtains satisfactory performance. 506

5.2 Experimental Results 507

5.2.1 Auto-Evaluation 508

Table 2 shows the overall results and specific re- 509

sults on three types of complex words by BERT-LS, 510

ChatGPT, ChatGLM, and ChatYuan and some vari- 511

ants. We can see some trends: 512

(1) The effects of PivotKD The fine-tuned Chat- 513

GLM and ChatYuan obtain competitive overall per- 514

formance compared with ChatGPT and greatly out- 515

perform BERT-LS. For example, ChatGLM gets 516

a 80.0 PRE score and a 79.0 ACC score, outper- 517

forming ChatGPT, while ChatYuan gets a 81.8 PRE 518

score and a 76.5 ACC score. 519

The results demonstrate the effectiveness of Piv- 520

otKD. The small models (e.g., ChatYuan) and 521

medium models (e.g., ChatGLM) can benefit from 522

supervised instruction fine-tuning based on the au- 523

tomatically generated data. The fine-tuned models 524

understand the task much better and gain large im- 525

provements compared with the frozen models. 526

The effect of increasing the number of train- 527

ing samples on the performance of the fine-tuned 528

ChatYuan and ChatGLM models is illustrated in 529

Figure 8. Generally, the performance of the mod- 530

els can be enhanced by increasing the number of 531

training samples. ChatGLM can reach a steady 532

performance using relatively fewer samples, while 533

the performance of ChatYuan has a consistent im- 534

provement with the increase of the training sam- 535

ples, indicating that smaller models may need more 536

training data. 537

(2) The effects of retrieval-based interpreta- 538

tion augmentation (RIA) Table 2 shows that RIA 539

can significantly enhance the ability of all three 540
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Figure 8: The effects of the number of training samples
for fine-tuning ChatYuan and ChatGLM.

models to simplify OOD words, confirming that the541

retrieved word interpretation provides useful infor-542

mation for OOD words. ChatGLM and ChatYuan543

achieve similar performance to ChatGPT, while544

RIA boosts ChatGPT’s PRE and ACC scores by a545

large margin of 16%.546

(3) Performance on different word types The547

performance of the fine-tuned models on different548

types of complex words is still very volatile, better549

on common words than Chinese idioms and OOD550

words. RIA also has different impacts on Chat-551

GLM and ChatYuan. For example, ChatYuan gains552

further improvements for common words with RIA,553

while ChatGLM almost remains the same. Perhaps554

ChatGLM already has enough knowledge of the555

common words.556

(4) A hybrid approach Since the performance is557

word-type sensitive, we can apply different settings558

for different types of words. We call the strategy559

Hyb-CLS (a hybrid approach for CLS). Specifi-560

cally, we use the fine-tuned ChatYuan (700m) with561

RIA for common words and Chinese idioms, while562

call for ChatGPT to handle OOD words. Table 2563

shows that the hybrid approaches obtain further564

improvements compared with any single model.565

5.2.2 Human Evaluation566

The system outputs may be reasonable but outside567

the reference answers. So we conduct a human eval-568

uation. We sample 20 common words, 20 Chinese569

idioms, and 20 OOD words from HanLS. Three570

raters rate the mixed outputs of different systems571

according to the following criteria:572

• 4 points: The substitution is simpler and has573

the same meaning as the target complex word574

without any information loss, and the resulting575

sentence is smooth.576

Models Common Idioms OOD All

BERT-LS 3.17 1.23 0.6 1.67
ChatGPT + RIA 3.70 3.17 2.60 3.16
ChatGLM 3.37 2.60 1.93 2.63

+RIA 3.50 2.83 2.53 2.95
ChatYuan 3.37 2.60 1.50 2.49

+RIA 3.43 2.83 2.2 2.82

Table 3: Human evaluation of three models in different
settings. The rating ranges from 0 (worst) to 4 (best).

• 2 points: The substitution is simpler and has 577

the same meaning as the target word, but there 578

is a loss of information in terms of details and 579

degree, or the output is not so smooth. 580

• 0 points: The substitution is not simpler or its 581

meaning is different from the target word. 582

Table 3 shows the averaged human evaluation 583

results. We can see that ChatGPT still has an ad- 584

vantage in simplifying idioms and OOD words, 585

indicating the strong ability of very large language 586

models. The fine-tuned small models achieve simi- 587

lar performance and the performance is also close 588

to ChatGPT. RIA is verified to be effective as well. 589

The human evaluation confirms that with proper 590

manipulation of the fine-tuned small models and 591

very large models, it is possible to keep a balance 592

between performance and cost. 593

6 Conclusion 594

This paper presents a word-type aware approach 595

for Chinese lexical simplification. The core idea 596

is to consider the types of complex words to ef- 597

fectively and efficiently combine small and large 598

language models. We find that ChatGPT performs 599

well in simplifying in-dictionary complex words 600

and idioms. So we propose an automatic knowl- 601

edge distillation framework called PivotKD to gen- 602

erate training data with ChatGPT for fine-tuning 603

small models. The results show that the fine-tuned 604

small models can outperform ChatGPT in simpli- 605

fying such common words. Besides, we observe 606

that both small and large models face challenges in 607

simplifying OOD words. We propose a retrieval- 608

based interpretation augmentation strategy, which 609

significantly improves the simplification of OOD 610

words for all models. Therefore, we can control the 611

inference strategy according to the type of complex 612

words, which efficiently combines small and large 613

models and helps to obtain the best performance. 614
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7 Limitations615

There are three possible limitations of this work.616

First, our evaluation is based on the HanLS dataset,617

which is limited in size and coverage. We plan to618

extend the dataset. Second, we assume that Chat-619

GPT understand the lexical difficulty levels, but620

we verify this assumption by analyzing the rela-621

tive lexical difficulty between a pair of words in622

the generated data. More detailed and specially623

designed probing analysis can be conducted. Third,624

this paper focuses on Chinese lexical simplifica-625

tion, but the proposed method can be potentially626

applied to other languages. We plan to address627

these limitations in the future work.628
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Attribute Value

Sentence pairs 8,962
Avg. length of sentences 22.38
Distinct substitutions 4,269
Common words 4,186
Avg. length of substitutions 2.04

Table 4: Basic statistics of the augmented dataset via
PivotKD.

A Details in Dataset Construction749

We sampled 5,000 pivot words for data generation.750

After constructing sentence pairs according to the751

difficulty levels of the substitutions, we use some752

rules to further reduce noise.753

Firstly, we excluded substitutions that exist in754

the target complex word list of HanLS, thus there is755

no overlap between the augmented data and the test756

data. Secondly, we constrain that for the complex757

word in each constructed sentence pair should be758

in the Xinhua Zidian dictionary.759

Some basic statistics of the final dataset for fine- 760

tuning the small models are shown in Table 4. Ta- 761

ble 5 shows a constructed sentence pairs and the 762

corresponding training sample. 763

A sentence pair

Complex

他#悄无声息#地走进房间，以免
吵醒熟睡中的孩子。
(He slipped into the room
#stealthily#, so as not to wake the
sleeping child.)

Simple
他#偷偷#地走进房间，以免吵醒
熟睡中的孩子。
(#quietly#.)

A training sample

Prompt

他#悄无声息#地走进房间，以免
吵醒熟睡中的孩子。
(Same as the sentence above)

你的任务是将句子中给定的难词
#悄无声息#替换为一个简单的词
或短语，同时保持句子结构和
意思不变并尽量流畅。
(The task is to replace the complex
word #stealthily# in the sentence
with a simple word or phrase,
while keeping the structure and
meaning of the sentence unchanged
and as smooth as possible. )

Response
他#偷偷#地走进房间，以免吵醒
熟睡中的孩子。
(#quietly#.)

Table 5: An example of a constructed sentence pair and
the corresponding training sample.

B Parameter Settings 764

The hyper-parameters used for fine-tuning 765

ChatYuan-large-v2 and ChatGLM2-6B are listed 766

in Table 7 and Table 8 respectively. 767

We set the value of the temperature parameter 768

of ChatGPT API as 0 because we emphasize the 769

generation quality and control the diversity through 770

pivot words. 771

C Human Rating 772

We conducted human evaluation for ChatGLM, 773

ChatYuan, ChatGPT and BERT-LS. We sampled 774

20 words for each type of complex word, merging 775

the predictions of the models for human evaluation. 776
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Settings Value

GPU Nvidia A6000
GPU memory 48 GB
CPU AMD EPYC 7542
OS Ubuntu 20.04.5 LTS
Pytorch version 1.31.1
CUDA version 11.6

Table 6: Infrastructure for conducting our experiments.

We set the ratings to be 0,2,or 4 according to777

the criteria introduced in the main content. We em-778

ployed three raters who are students in a normal779

university. They are volunteers and unaware of780

the model information of these predictions. We781

reported the average rating for each prediction.782

The mean variance of the ratings between different783

raters is 0.55. Table 9 demonstrate two examples784

of predictions and human ratings.785

Hyper-parameters Value

max_seq_length (encoder) 512
max_seq_length (decoder) 512
num_epoch 1
learning_rate 5e-5
scheduler cosine
batch_size 16
gradient_accumulation_steps 1

Table 7: Hyper-parameter settings used for fine-tuning
ChatYuan-large-v2.

Hyper-Parameters Value

max_seq_length (encoder) 512
max_seq_length (decoder) 512
num_epoch 3
learning_rate 5e-5
scheduler cosine
batch_size 16
gradient_accumulation_steps 1
lora_rank 8
lora_alpha 32
lora_dropout 0.1

Table 8: Hyper-parameter settings used for fine-tuning
ChatGLM2-6B.

Sentence

加强民族团结，
#捍卫#国家完整。
(Enhance ethnic unity and
#safeguard# national integrity.)

Prediction
加强民族团结，
#维护(maintain)#国家完整。

Rater A 4
Rater B 4
Rater C 2

Sentence

那个年代，汤姆有一点叛逆，
有一个梦想就是去当
#绿林好汉#.
(ln that era, Tom was a bit
rebellious, and he had a dream of
becoming an #outlaw hero#.)

Prediction
那个年代，汤姆有一点叛逆，
有一个梦想就是去当
#土匪(bandit)#.

Rater A 2
Rater B 0
Rater C 2

Table 9: Two examples of predictions and human rat-
ings.
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