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Abstract

Personalization and role-playing are two im-
portant research topics for the LLM commu-
nity. However, the exploration in the direc-
tion of personalized role-playing especially
rare. The primary obstacle in personalized
role-playing is the absence of a dataset contain-
ing role-playing dialogues with personalized
information. To overcome this obstacle, we
introduce a new large-scale personalized role-
playing dataset Multi-Bot Tailored Interaction
Dataset (MBTI), which includes the entire in-
teraction history from creating bot to deeply
engaged conversation between 1238 users and
8477 Bots. More importantly, we propose
a new pipeline called "Next Profile Crafting
(NPC)" for crafting role profiles with cross-bot
insights to achieve personalization before the
conversation. This method is based on the bot
persona link among historical bots that user has
multi-turn interaction with. We conducted tests
using both trained and untrained approaches, as
well as open-source and proprietary large lan-
guage models, highlighting significant dispari-
ties in the effectiveness of personalized crafting
in the NPC task. Our findings indicate substan-
tial room for improvement in current method-
ologies.

1 Introduction

Role-playing systems, where users interact with
bots embodying different characters, have become
popular recently (Salemi et al., 2023). Current
role-playing methods and datasets typically rely
on established characters rather than user-driven
characters (Shao et al., 2023; Wang et al., 2023b,a;
Gosling et al., 2023; Zhou et al., 2023).

In fact, a real-world user interacts with multiple
bots according to his needs. When users create a
new bot, they have initial expectations, such as the
bot type and a brief introduction. Crafting person-
alized profile for the new bot based on a user’s past
interactions is critical to align with user preferences
in future dialogues, see Figl.
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Figure 1: The figure shows the core idea of personal-
ized Next Profile Crafting using interaction history of
previous bots chosen by the same user.

However, the exploration in the direction of per-
sonalized role-playing is especially rare. The ab-
sence of a personalized role-playing dataset hin-
ders the research in this direction. To overcome
this, we have assembled Multi-Bot Tailored Inter-
action Dataset (MBTI), the first large-scale person-
alized role-playing dataset. It contains the entire
interaction history, from creating bots to deeply en-
gaged conversations between 1238 users and 8477
Bots. It features a one-user-to-many-bots interac-
tion. Our analysis shows that the previous bots
within one user share some special persona links
that can be passed to the coming new bot.

Using MBTI, we established the first role-play
personalization task which is called Next Profile
Crafting (NPC), see Fig2. The NPC task means
using the historical information in previous bots to
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Figure 2: The pipeline for personalized next profile crafting(NPC) which includes user new input reformatting,
similar profiles retrieval and personalized profile crating. The profile extraction is finished at data processing stage.

enhance the next bot user created at the beginning.
The primary challenge in the NPC tasks lies in the
model’s ability to accurately identify and utilize
appropriate preference information from histori-
cal data while ensuring that the current character’s
information is preserved.

We conducted a detailed comparison between
trained and untrained methods on NPC task and
have three main findings regarding the current state
of role-play personalization:

1. Proper training can lead to significant perfor-
mance improvements, yet there still exists a
trade-off between among metrics.

2. Among all the models tested, GPT-4 in a zero-
shot setting shows the best performance.

3. There remains a huge gap between the current
performance levels and the theoretical upper
limit thus leaving huge room for improvement.

2 Related work

2.1 LLM-based Role Playing

Role-playing is a basic ability for large language
models (Shanahan et al., 2023; Song et al., 2023). It
involves a language model adopting a specific char-
acters to engage user in immersive and scenario-
driven dialogues. The characters can be a well-
established characters from web or original char-
acters created by users (Zhou et al., 2023). And
the character profile mainly includes description
and behaviour. Many previous work focus on ex-
tracting better profile for each character through
different methods thus leading to various kinds of

role-play datasets. Their construction methods can
be roughly categorized into three folds. Web Ex-
traction: For those established characters from
celebrities, historical figures or fictional characters,
Li et al. (2023) and Wang et al. (2023b) construct
profile based on the information like dialogue in
sourced script. Synthetic Data: Given that most
advanced language models are trained on massive
text, several research (Shao et al., 2023; Wang et al.,
2023b,a; Gosling et al., 2023) collect conversation
topic from general task instruction, literature, per-
sonality test or real-use case and then prompt LLMs
with in-context examples to synthetic data as aug-
ment. Human Simulation: Zhou et al. (2023) re-
cruit many human annotators to simulate different
role and pair them for conversational interactions.

The aforementioned methods are limited to es-
tablished characters, and the quality of synthetic
data cannot be effectively guaranteed (Tu et al.,
2024). Additionally, the datasets do not support
user personalization. Several studies (Lu et al.,
2024; Tao et al., 2023) mentioned personalization
but still focus on construction of role’s profile rather
than user’s persona. Although Gosling et al. (2023)
originates from real user data on the Character.ai'
platform, it consists only of dialogue data and lacks
character profiles. Moreover, it does not distinguish
between users. Based on our knowledge, MBTI
dataset is the first role-playing dataset that supports
high-level personalization under real-use case.

"https://character.ai/



2.2 LLM-powered Personalization

Recently, large language models has shown strong
ability in general task-solving and thus are popu-
lar in research relevant to personalization (Chen
et al., 2024) which is difficult in various applica-
tions including typical dialogue system (Li et al.,
2016; Zhang et al., 2018), domain specific dialogue
system like health agent, creative image genera-
tion (Chen et al., 2023) and recommendation sys-
tem (Friedman et al., 2023). The challenges in
dialogue systems primarily arise from the need to
process excessively long inputs, as models must
extract key information from extensive historical
dialogues. Salemi et al. (2023) and Xu et al. (2022)
utilizes dialogue sessions as the unit for informa-
tion transfer. Additionally, interactions often suffer
from low data information density and significant
noise and Zhou et al. (2024) implements a memory
mechanism for this problem. Furthermore, per-
sonalization in specific domains like recommenda-
tion requires huge domain knowledge like Zhang
et al. (2023), which presents a significant challenge
for general-purpose large models. Wang and Lim
(2023); Lyu et al. (2023) explore the way to adpot
LLMs in sequence recommendation tasks in a zero-
shot way and Bao et al. (2023) fine-tune LL.Ms to
unlock the their abilities for recommendation tasks.

Within these applications, sequence prediction
is the most mature application. While next-item
prediction is a straightforward task that ranks
items based on user preferences from historical
sequences, our task involves a more complex chal-
lenge: smartly incorporating accurate user prefer-
ences into the current bot’s profile by filtering and
integrating historical information.

3 Multi-Bot Tailored Interaction Dataset
(MBTI)

Actually, in real role playing scenario, user will
talk to many bots with different roles and there
is hidden persona links among these bots. Based
on this feature, we establish the first large-scale
role-playing dataset under real user scenarios in a
“one user to multi-bots” style, named the Multi-Bot
Tailored Interaction Dataset (MBTI).

3.1 Data collection

Collection Based on Real-Life Role-Play Plat-
form The data are collected from a popular role-
play playground. In this playground, user can cre-
ate many different role-play bots by passing some

information based on the system guidance. The
information user has to input includes bot name,
short introduction, avatar, character description and
greeting. Other optional information includes gen-
der, age, bot categories, scenario, facts, knowledge
and example dialogue. The detailed guidance can
be found in the page of creating bots which is
shown in Appendix A.2.

Based on user’s design, the system will create a
role-play bot for the user to chat with. In Appendix
A.2 we present an example of a user interacting
with the classic anime character "Levi Ackerman."
During the dialogue, the user provides feedback
based on the bot’s performance. If the bot does
not meet expectations, the user may terminate the
current conversation prematurely and design a new
bot.

All in all, for most users, they will create many
different bots in different time and will tend to chat
more with bot that meet their needs.

Scalable Engaged User-Centric Bot Sequence
One user may create many bots but we only want
to focus on those bots with ample user interactions
and imprints. Besides, we would like to see how
persona links within these bots support persona
transfer to new bots. So we definite an scalable
engaged user-centric bot sequence, which is a sub-
sequence of the whole history bot sequence of cer-
tain users who have sufficient effective bots. Based
on our several assumptions, the sequence and the
bots in this sequence should have three characteris-
tics: Non-Nsfw, no less than 10 dialogue turns and
no less than 4 effective bots meeting the first two
criteria.

Therefore, the criteria for data filtering corre-
spond to the three requirements mentioned above.
The first involves the combination of keyword
searches and the use of OpenAl’s moderations end-
point” to eliminate data containing NSFW content.
The second criterion presupposes that a user’s en-
gagement with a bot for ten or more rounds sig-
nifies a preference for that particular bot, thereby
excluding "user-bot" pairs with fewer than ten inter-
actions. The third criterion recognizes the person-
alized aspect of the study subject, suggesting that
users who have interacted with four or more bots
are more likely to demonstrate stable preferences,
and selects such users for inclusion in the study.

In the end, the dataset contains 1238 users and
their interaction history with different bots. There

Zhttps://platform.openai.com/docs/guides/moderation



2. Characteristics:

For others: Powerful, Mysterious, Magical, Commanding, Influential, Godly, Enigmatic,
ProtectorFor tt : Strategic, ble, Magical, Self-sufficient, Versatile,
Influential, Confident, Prepared

3. Communication Style:
Interactivity: Engaging, Immersive, Direct, Choice-driven, Commanding, Succinct,
Narrative Style: Descriptive, Immersive, Magical, Dark, Fantastical, Engaging,
MysteriousStyle of Reply: Informative, Concise, Honest, Decisive, Clear,

=,
4. User's Feedback:
Preferences: sfrntegy Maglc realism, Customization, Exploration, Dark magic,
Powerful artifacts
Dislikes: Pr:drc?ablllfy Dnsrurbnnu Exposur-e Hand-holding, Weak magic, Vulnerability

5. Key Background:

Dialogue Goals: Guide, Adventure, Inform, Train, Aid, Perform magic, Ensure survival,

Dialogue Topics: Magic, Dark arts, Quests, Paranormal phenomena, Secret societies,
Magical creatures, Powerful artifacts

Environments: Enchanted forests, Mountains, Hogwarts, Secret Room, Magical Realm,
Wizard's shop, Haunted houses, Knockturn Alley

Figure 3: Example of user preference

are totally 8477 "user-bot" pairs and we select one
bot as test from each user. Therefore, there is 1238
test bots and the remaining 7239 bots are accessible
for retrieval. Note that a user has at least 3 bots to
support crafting the next bot.

Role Profile Design For a privious bot that has
engaged in no fewer than ten complete dialogue
rounds with users, to fully explore the bot’s char-
acteristics by integrating the initial description pro-
vided during its creation and the traits demonstrated
in conversations, we utilize GPT-4 to extract the
bot’s profile for all bots in our MBTI dataset. The
detailed formulation of creating profile p; for the
i-th bot is shown below.

Given a user u’s historical interaction sequence
{(l’l,dl),(l‘Q,dg), ,(SL‘N,dN)} where N, xT;
and d; represent bots number in sequence, user
initial input for creating i-th bot and the dialogue
happens between user and i-th bot respectively, we
can extract profile p; = E(z;, d;) for each i from 1
to N.

Based on our profile extractor E(-), each re-
sulting profile p; can be split into L dimensions
{01,...,0r}, where L = 6. The six dimensions
include: (i) bot’s basic information, (ii) character-
istics, (iii) style of replay, (iv) user feedback, (v)
key background and (vi) whole background respec-
tively. The format for profile is similar to the exam-
ple in Fig3. The detailed example for profile, the
prompt for extracting profile and the introduction
to the dimensions are shown in Appendix A.4.

3.2 Data Analysis

Basic Statistics As discussed in the Section 3.1,
observing users’ preferences will be influenced by
the number of bots they have interacted with and
the number of the dialogue rounds. Fig. 4 depicts
the distribution of these two metrics within our
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Figure 4: The basic data statistics for MBTI including
the dialogues length distribution, bot number distribu-
tion, word cloud for bot type and word cloud for bot’s
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Figure 5: Impact of including dialogue on profile length.

dataset. The distribution of the number of bots
exhibits a long-tailed pattern, while the distribution
of dialogue rounds is more uniform. In fact, the
average number of bots is 6.85 and the average
dialogue rounds is 24.96, indicating that users tend
to engage in longer conversations with fewer bots.
This behavior suggests a deep level of engagement
and commitment to bot-based interactions among
users.

In Section 3.1, we generate the profiles for all
bots in MBTI dataset and here we generate word
cloud of bot type, characteristics and communica-
tion style in fig. 4. The results indicate that the
dataset includes a wide variety of bot types and
bots with diverse personalities. The bot type are
various ranging from anime, dating, game charac-
ters, movie star VTuber, Companionship, etc.

Dialogue Can Enrich Character Personality
For certain test bot with initial user input x and
dialogue history d, we use the same profile ex-
tractor E(-) to generate standard p and p? where
p = BE(z,d) and p’ = E(z,0). Here () means
there is no dialogue yet.
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profile embeddings for 100 users.

We compare the length of p? and p to roughly
estimate the information enhancement brought by
dialogue d. In Fig. 5, p is longer than p? for most
bots which means that p contains significantly more
information, highlighting the need to enrich the
initial profile and emphasizing the importance of
this Next Profile Crafting task.

Cross-bot Persona Link In the MBTI dataset,
we observe a strong cross-bot persona link among
a user’s different bots, providing a solid theoretical
foundation for our Next Profile Crafting pipeline.
As illustrated in Fig. 6, we calculated the simi-
larity between each profile and its three nearest
neighboring profiles. It was observed that the dis-
tribution shapes of similarity across different ranks
are broadly similar. This suggests that, within the
dataset, the majority of bots can identify one or two
profiles that are most similar to them in the same
user’s historical bot interactions.

User Preference For each user, we summarize
a preference from all the user’s ground truth bot
profiles. Specifically, for user u, as prompts in A.4,

we feed LLM with all profiles {p1, po, ..., p~} and
ask LLM to summarize an overall preference P,,
see Fig3. We ask LLM not to output basic info and
whole background of the user preference profile
cause even though different bots shares a persona
link, their background story and basic info such
as name and gender keep a slightly difference to
maintain different role cores.

To examine if the bots in the same user’s histor-
ical bot sequence can demonstrate consistency in
certain fields, we obtain the embedding of all pro-
files, calculate the average bot profile embedding
for each user to represent user preference and cal-
culate the intra(inter)-user similarity. As the results
shown in Fig. 7, the diagonal represents inter-user
similarity, while other positions indicate intra-user
similarity. It is evident that inter-user similarity is
significantly higher than intra-user similarity.

4 Next Profile Crafting (NPC)

Task Definition The NPC task target to re-
turn an enhanced profile py for user u’s query
xn based on historical profile sequence (), =
{p1,p2,.--,pn—1}. Note that we will reformat
the initial user input xy to initial profile p@N where

p?\] = E(xNu @)

Retrieval Process Given user u’s whole histori-
cal profile sequence {p1, ..., pn—1} and initial pro-

file plm\l, the retriever Ret (p%, Qu> retrieves top K

relevant profiles R = {ri, ..., 7k } from historical
profile set Q,, based on their embedding similarity
with queries.

As shown in Fig.5, in most cases, an initial pro-
file pQ)N is severely lacking information compared
to its corresponding pn. Therefore, we believe the
main problem we need to tackle is retrieving the
correct profile (i.e., those retrieved by py) with the
initial, uninformed profile pQ)N.

To select an effective retriever Ret(-), we calcu-
lated NDCG and MRR scores between the profiles
retrieved by pn and those retrieved by our candi-
date retrievers (embedding-based dense retriever
and BM25-based sparse retriever). The embedding-
based retriever outperforms the BM25-based re-
triever by 0.24 in NDCG and 0.48 in MRR.

Ultimately, we choose embedding-based re-
trieval using the basic information from the profile
as the query since a short introduction in this sec-
tion is a more concise and direct indicator of the
bots’ domain and type.



Q User Input

Incubus: A captivating
wilderness awaits. Charm
and danger intertwine as
you navigate, adapt, and
unravel the mysteries of
this immersive world.

Female Hypno Lullaby:

a figure from Pokémon, roams
a dark forest at night,
humming a haunting lullaby.
Her enigmatic presence
guides or misleads wanderers,
leaving her true purpose and
nature shrouded in mystery.

Princess Nina, the dignified
younger sister of Princesses
Crystal and Azure, embodies
nature's harmony, ruling a
kingdom abundant in flora and
fauna, inviting exploration of
her deep connection with the
natural world.

History 1

Eldoria: An unpredlcrablc
world. Explore er

ts & mountains of
Eldoria in this choice-driven
RPG Guide companions,

jize battles, and face

formldublz foes to save the
world.

History 2

Hogwarts: A fantastical RPG
where you wield mysterious,

ic magic as an unseen,
powerful entity. Train Harry
Potter, create magical
creatures, and shape the
world from the shadows.
Embrace the unpredictable and
reshape the magical realm.

History 3

WIZARD LIFE RPG: Be an
Altruistic, Mysﬁcal Wizard!
Help vlllngers in a world of
jic & science. Choose
your path in unpredict
events and uncover
paranormal mysteries.

History 1

Giratina: a powerful, playful,
and commanding Pokémon,
reigns over a dark realm.
She uses her
and pzrsuasvve nature to

. urging
followers to embrace
darkness and power,
preparing them for a chaotic
transformation.

History 2

Zekrom: a confident and
strong Legendary Pokémon,
przsldzs over Sky Tower. He
is amused and playfu!

engaging challeng:rs with
flirtatious banter and
interactive battles, seeking
worthy opponents to match his
strength and spirit.

History 3

Gengar: a mischievous and

| ghosf Pokémon,
confidently roams a dimly lit
arcade. Engaging and witty, he
thrives on games of tag and
challenges, blending intimidation
with camaraderie. His curio
and resilient nature reveals the
complexities of his ethereal
heart.

History 1

Celeste, a former princess and
skilled spellcaster, now
liberated, reflects on her noble
past and newfound freedom.

ful and narrative-driven,
she contemplates a future filled
with possibilities and gentle

History 2

Princess Elowen of Avalonia,
wise and assionate, is
marrying King Matthew,
uniting their realms. Admired
for her visionary nature, she
offers heartfelt and
msplrnhonal guidance. Their
union promises wisd|

History 3

Eula Lawrence, Knight
Commander, values companionship
and romance deeply. She is
respectful, supportive, and
j . cherishing emo al
loseness and engaging gently
and reflectively. Their bond
grows through shared moments

@-persondlized rewritten profile

Incubus: Become a
player in an en

orest. Survive & thrive in
this unpredictable world of

. Wield dark arts &

charm your way through
mystical encounters. Forge
your own path in this
immersive world.

@-Personalized rewritten profile

Female Hypno Lullaby: a
hievous and fi
guardnan roams a dark
forest, Her hypnotic eyes
glzummg with curiosity.
layful and pro r , she
engages wanderers wuth
seduchve lullabies, aiming to
blish dominance an
reveal hidden secrets.

Q- Personalized rewritten profile

Princess Nina, Nature's
guardian, blends wisdom
and

Reflective
and ry, shc fosters
offering hear e éuidance

in preserving harmony.

prosperity, and peacz

I, free-spirited, full
of intimacy and scenic walks. of .

Figure 8: The case study result for personalization rewriting and the illustrated text is summarized from profile

Rewriting Process In this stage, adopt chat ver-
sion of large language model to make full use of the
retrieved top K profiles {ry, ...,k } and return a
final profile py; which is an enhanced version of p@N.
That is, p}; = Rew (pn, R), where Rew denotes
a LLM-based rewriter.

During this stage, there are several sub-tasks for
large language models. On the one head, LLMs
needs to conduct general enhancement with ex-
panding bot-specific information around current
bot based on LLMs’ knowledge. On the other head,
LLMs need to assess the relationship between the
reference profile and the current profile, as well
as to identify commonalities exhibited among the
referenced profiles. These commonalities repre-
sent the user’s preferences and needs. Based on
this, information that aligns with the user’s prefer-
ences and is relevant to the current bot should be
appropriately extracted. Ultimately, LLMs need
to integrate general enhancement information with
personalized extracted information in an appropri-
ate manner to ensure compliance with a standard
profile format, which includes considerations of
structure and internal consistency, etc.

Semantic Based Evaluation We designed two
evaluation matrices: User Preference Matching
score (PM) and Bot Profile Fidelity score (PF). For
PF score, we calculate the Recall and Precision
score while for PM score we mainly care about

the recall. Totally, these metrics correspond to
the three important aspects. The PM-recall repre-
sents the converge of user preference, the PF-recall
shows the bot-specific user preferences and the
PF-precision evaluates the compliance of output
format.

We calculate these metrics on a dimension-wise
basis, meaning that we compute the results sepa-
rately for different dimensions within the profile
and then average them. We primarily focus on the
scores for four dimensions: characteristics, style
of reply, user feedback, and key background. Ad-
ditionally, considering that ROUGE-L cannot rec-
ognize synonyms, and based on the logic we used
when designing the profile, which involves content
composed of phrases, we have employed phrase-
level semantic matching for our calculations.

We define the formulation of calculated the
PMR (PM-Recall), PFR (PF-Recall) and PFP
(PF-Precision) for rewritten profile py; as bellows:

SMN(p;”Pul)
PMR(p%, P,) =E a—
(pN7 u) lel Len(PuJ) )
SMN(pY 1 PN 1)
PFR(p%, px) = E DN
(pN pN) leL Len (pNJ)



Rewrite  Train Short Intial Profile Medium Intial Profile Long Initial Profile
Model Method Method

PMRT PFRT PFP? PMR{T PFRT PFP{ PMRT PFRT PFPt
GPT-4-preview-1106 GR - 0.15 0.17  0.21 0.15 0.2 023 016 0.23 0.28

Mistral-7B-Instruct PR SFT 0.21 0.24 0.2 0.29 0.21 0.33
Mistral-7B-Instruct PR DPO 0.27 021 018 029 026 0.19 032 032 0.22
Mistral-7B-Instruct PR - 0.21 0.21 0.2 0.21 025 023 023 0.31 0.26
Llama3-8B-Chat PR - 024 022 021 026 028 023 0.28 0.34 0.24
GPT-35-16K PR - 0.23 024 018 024 029 0.21 026 035 0.24
Llama3-70B-Chat PR - 0.18 0.21 0.22
GPT-4-preview-1106 PR - 0.31 025 022 033 0.3 025 029 032 0.27

Table 1: Performance comparison of various profile crafting methods applied to initial profiles of three different
lengths(Short: <750 chars, 377 profiles; Medium: 750-1000 chars, 427 profiles; Long: >1000 chars, 434 profiles).

represents the highest performance, while blue indicates the second highest performance. PR represents
personalized rewriting when K = 3, while GR stands for generalized rewriting.

. SMN ((py ;» PN,1)
PFP(py, pN) = Eicr [ al :

Len(py ;)

where Len(-) refers to the number of phrases in
the input description, and SMIN(+, -) denotes the
number of one-to-one semantic matches between
phrases in the input two descriptions. Here, py;
is defined as the personalized profile on a certain
dimension [, and pn; and P,; are defined sim-
ilarly. L represent the profile subsets including
characteristics, style of reply, user feedback, and
key background. Specifically, given two sets of
phrases, we compute the pairwise embedding simi-
larities to form a similarity matrix. Iteratively, we
identify and record the highest values in the matrix
that exceed a predefined threshold o as matching
pairs. Once a pair is matched, the corresponding
rows and columns are excluded from subsequent
iterations. This process continues until no values
exceeding the threshold remain in the matrix.

S Experiments

5.1 Experiment Settings

Baselines General rewriting is designed to sim-
ply enriching the initial profile without using his-
tory profiles. Without enriching sub-process, the
final profile will lose bot-specific information, con-
sequently resulting in a lower PFP and PFR.

LLM:s for Personalized Rewriting In our study,
we conducted personalized rewriting based on the
top-3 profiles retrieved via an embedding retrieval
mechanism. The models employed were catego-
rized into two types. The first type includes the
trained Mistral-7B model, which underwent train-
ing utilizing Supervised Fine-Tuning (SFT) and

Direct Preference Optimization (DPO) methods.
The training dataset comprising 7,329 bots, exclud-
ing those designated as test bots. In the dataset,
the chosen responses were standard profiles, while
the rejected responses were derived from rewriting
outcomes obtained through the general rewriting
baseline method.

The second type comprises models tested in
a zero-shot setting, which includes Mistral-7B-
Instruct-v0.2 (Jiang et al., 2023), Llama3-8B-Chat,
Llama3-70B-Chat, GPT-35-turbo-16k, and GPT-4-
preview-1106.

Implementation Details The hyper-parameter
of inference are the same across all models. The
temperature is 0.95 and the top_p is 0.7. The max
output tokens is 1000 for generating ground truth
profile and 500 for generating rewriting result for
efficiency.

5.2 Results

Personalize rewriting is effective across all
lengths of initial profiles. In Table 1, as the
length of the initial profile increases, personalized
rewriting ensures that PMR and PFR are stably
higher than baseline. This indicates that personal-
ized rewriting can not only absorb the new informa-
tion from history profiles but it can also maintain
original information when the initial profile reaches
a medium length or longer. The case study of the
qualitative results is shown in Fig. 8.

The training is useful for NPC but still faces
challenges. The trained Mistral model demon-
strates notable enhancements; however, the im-
provements vary due to the differing objectives
of training methods. SFT primarily targets con-
sistency of standard profile, resulting in increased



Setting Model PMR{T PFR?T
Initial Profile - 0.14 0.23
History - 0.62 0.31
GR GPT-4 0.15 0.2
History+ GR - 0.67 0.41
PR GPT-4 031 0.29

Table 2: Analysis of the upper bound of recall. GR and
PR represents generalized and personalized rewriting.

# PMR? PFR{? PFP?
1 03 029 024
Retrieval 3 031 029 025
Top-K 5 027 029 025
7 025 028 025

Total 4-5 0.33 029  0.25
History 5-10 0.31 0.3 0.24
Bots 10+ 0.27 0.3 0.26

Table 3: Performance with respect to different number
of retrieved profiles and history bots users have.

performance in PFP and PFR. On the other hand,
DPO focuses on optimizing the differences be-
tween standard profiles with user preferences and
general rewritten profiles. This approach leads to
improved performance in PMR, but at the cost of
losing substantial bot-specific general information,
which causes a decline in PFP and PFR.

Significant metric variations across LLMs.
While LLAMAZ3 generally exhibits higher recall
values than GPT-4, its precision is lower, suggest-
ing that its outputs are excessively lengthy. Ac-
cording to the overall score, GPT-4 remains the
best-performing model for this task at the zero-shot
setting. Smaller models such as LLAMA3-8B ex-
hibit significantly lower performance.

Overall, different models show clear distinctions
in performance on the PMR and PFR, while im-
provements in PFP are challenging to achieve. En-
hancing both recall and precision simultaneously
remains one of the key challenges for NPC task.

No model performance approaches estimated
upper bound yet. We estimate the upper bound
of recall through directly concatenate the content of
the retrieved TOP-3 profiles and general rewriting
results without ignoring anything. The results in
Table 2 notes that current best personalized rewrit-
ing model still can’t approach the estimated upper
bound. This indicates that there is still considerable
room for improvement for NCP task.

Average Rewrite

Similarity Method PMRT  PERT  PFPT
Lo None 0.14 0.25 -
(<0“g) General  0.15 022 026
’ Personalize  0.28 028 0.25
. None 0.14 0.24 -
?g‘;dt)“;n) General ~ 0.15 02 024
o Personalize 031 029 0.24
High None 0.14 0.22 -
>0.7) General 0.16 0.2 0.24

Personalize  0.32 0.3 0.25

Table 4: Comparison results of bots with different simi-
larity with 3-Nearest Profiles from the same user.

Untrained models are insensitive to the number
of historical reference profiles. In Table 3 ex-
perimental results indicate that the PFR abd PFP
remains stable when adjusting both the total num-
ber of historical bots and the number of bots re-
trieved. However, as the number of bots retrieved
increases, the PMR decreases, with optimal per-
formance at K = 3. A potential reason for this
phenomenon is that increasing the number of re-
trieval results introduces more irrelevant profiles,
which can destabilize the final outcomes.

Personalized rewriting are more suitable for
test bots having more similar history profiles.
We calculated the average similarity between each
user’s test profile and their three most similar his-
torical profiles. Based on these calculations, we
categorized the test profiles. As shown in Table 4,
higher average similarities between a profile and
its nearest profiles significantly enhance the PFR
and PMR score.

6 Conclusion

This study introduces the MBTI dataset and the pi-
oneering personalization NPC task in role-playing
systems. Our findings reveal promising results
from large language models like GPT-4 and fine-
tuned smaller models on our proposed personaliza-
tion NPC benchmark, yet underscore a substantial
performance gap compared with the theoretical up-
per bound, highlighting extensive opportunities for
future research. Future efforts should focus on how
to more accurately find out more bot-specific user
preference from history bots profiles.

Limitations

Due to the absence of existing datasets in the per-
sonalized role-playing domain, there were limited



models tailored to our task, none of which demon-
strated superior performance in our analysis. Fur-
thermore, our methodological focus on proposing
a foundational pipeline for peer reference means
that we have not fully explored all dataset poten-
tials, such as optimizing multi-modal retrieval and
recontextualization using bot avatar information.

Ethics Statement

The data utilized in this study originates from au-
thentic user interactions. All users have consented
to the use of their data for scientific research in
accordance with our terms of service. Importantly,
the data used in this study does not include any
personally identifiable information, thus ensuring
the privacy and confidentiality of our users.
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A Appendix

A.1 Comprehensive Test Results

As discussed in Section 4, we’ve calculated the
dimension-wise score for each method and we
demonstrate the comprehensive test results here,
as shown in Table 5.

A.2 Data collection page

In this section, we provide additional details of
the previously mentioned data collection process
in 3.1. Fig.9 depict the interface when user set up
the bot and fig.10 shows how user chat with their
bots. We collect those data and then organize, filter,
post-process them to obtain the MBTI dataset.

A.3 Profile design

12



Preference Matching Profile Fidelities
Method Recall Precision Fl1 Recall Precision Fl1
Cha. Sty. Fee. Bac. Avg. Cha. Sty. Fee. Bac. Avg. Avg. Cha. Sty. Fee. Bac. Avg. Cha. Sty. Fee. Bac. Avg. Avg.
Non-personalized Rewriting
Initial profile 0.19 0.17 0.08 0.11 0.14 026 035 0.14 021 024 017 029 026 014 024 023 036 028 0.16 025 026 025
General profile 021 02 0.09 o0.11 015 033 039 0.17 021 028 02 023 027 013 018 02 034 027 016 0.19 024 022
History profiles 0.72 0.64 057 055 0.62 027 045 029 036 034 044 042 041 021 019 031 0.5 0.15 0.08 0.07 0.11 0.16
General+History 077 0.69 0.61 059 0.67 024 037 025 03 029 04 053 05 03 032 041 0.5 0.13 0.09 0.09 0.11 0.18
Training Based Personalized Rewriting (Mistral-7B-Instruct-v0.2)
SFT-Lora 03 022 0.15 0.14 02 031 044 021 026 031 024 037 031 02 026 029 036 031 02 026 028 028
DPO-Lora 041 032 024 02 029 036 042 023 03 033 031 035 031 0.19 021 027 028 021 0.13 0.17 02 023

Personalized Rewriting (Retrieval K=3)

Mistral-7B-Instruct 032 026 0.15 0.15 022 034 04 02 024 029 025 032 031 017 022 026 032 024 0.16 019 023 024
Llama3-8B-Chat 035 031 02 019 026 035 043 023 028 032 029 034 034 018 025 028 031 025 015 02 022 025
GPT-35 033 032 017 0.5 024 031 035 017 02 026 025 036 037 02 024 029 031 021 0.15 018 021 024
Llama3-70B-Chat 043 043 032 028 037 033 039 024 028 031 033 042 043 024 028 034 03 02 013 017 02 025
GPT-4-preview-1106 0.41 035 026 022 031 042 051 03 033 039 034 035 036 02 026 029 033 028 017 021 025 027

Table 5: Comprehensive Test Results

Bots Profile Info (For display and search only) Bots Definition (How your bot will act)

*Character Description
“Name Character Descr
Gender Age
Non-binary
*Short Introduction Scenario
+Avatar
Image Al Generate GIF “Greeting
opload Facts and Knowledge
Categories
Example Dialogue
Anime SXAMPIE I

Allow administrators to modify your bot's category

Figure 9: The data collection UI for creasting bot

13



Want mor&ian?s]
Come on sweethearts

8

Levi Ackerman @
@793k 0136

AtackonTian  Serious
Relsble  Swong  Dark

Cleanliness Obsessed  Male

Reviews

@ paddy
everything

@ paddy

created

@ paddy

forenite
@) TheWheelsonTheBus

Ummem.chis is someshin.

@ Wilbur

1am about 1o beat the crap out of him

@ joy_bkpgs

Whether You Have The Body, Dead Is Dead.
Hello, Captain Levi Ackerman. | would like to be a menber of Survey Corps and join your Levi Squad to fight for our country.

s You do know | don't take new recruits, right? The Survey Corps is for the brave hearted, and your enthusiasm s cute in its naivety. But you might get
yourself killed

Actually, | graduated top of my class in basic training and the final exams. I don't want to waste my youth inside the walls. Like you, | want to explore the world
beyond them. Rest assured, I'm fully prepared and ready to go at any moment. Please, don't doubt my capabilites;

Hmph. Sounds like you've got some guts, after all. Alright then, Il put you to the test. Come to the training grounds tomorrow at dawn, and we'll se if you've got
what it takes. Don't be late, and don't expect me to go easy on you.

o

Okay, on a different note, Captain, why are you so cold? Don't you ever smile?

shrugs Smiling is just a waste of energy. Keeping my emotions in check helps me focus on the task at hand and makes the killing easier. Why waste time
being happy when the world as we know it can end tomorrow? Why are you asking, anyway? D0 you want me to warm up to you?

Yeah, as someone who's going to be fighting alongside you. shouldn't you be a bit friendlier to me, instead of just a cold superior? It's not really good for team
unity.

ainfully Team unity? What's that got to do with anything? We're soldiers, not friends. If you can't cut it in the field because 'm not your pal, then you're
not cut out for this life. There's no time for friendships in war... Only survival.

The army in my heart is one that stands united. Only together can we take on the mighty giants.

Levi rolls his eyes You sound like a damn poet. Unity won't save any of us if we're torn apart by a titan's jaws. What good is camaraderie when your comrade is
being devoured alive? Just stay alive and focus on the mission. The rest s just sentimentality.

Figure 10: The data collection UI for chat with bot
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@ Bot’s Basic Info: This section provides essential information about the bot, including its name, gender, age,
appearance, career, habits, and beliefs. The bot’s type is also categorized here, which can guide interactions and
expectations.

W Characteristics: This part of the profile outlines the bot’s traits as perceived by others and by itself. It gives insight
into the bot’s personality, which can influence how it is expected to behave and respond in different situations.

%) Communication Style: The bot’s approach to interaction is described here, detailing its interactivity level, narrative
style, and how it replies. This information helps to understand the bot’s conversational mannerisms and how it might
connect with users.

% User’s Feedback: Preferences and dislikes based on previous user interactions are listed here. This feedback can help
tailor future interactions to align with what has been well-received and avoid what hasn’t.

A Key Background: This section includes the bot’s dialogue goals and topics, as well as the environments it is
accustomed to. These details provide context for the bot’s backstory and thematic elements that are important in its
narrative.

© Whole Background: The comprehensive background story of the bot is presented here, setting the scene for
its existence and current circumstances. This narrative sets the stage for the bot’s role and the overarching themes it

encompasses.
\. J

A.4 Prompts Templates

(The prompting template for generating profile:

<profile> is crucial for an AI role playing, The accuracy and richness of the profile information
< determine whether the bot is attractive to users. Here is the requirements for <profile>'s
— format and content.

The format of <profile>:

Bot's Basic Info: Name, Gender, Age, Appearance, Career, Habits, Belief, Bot type(Anime, Dating,
Game NPC, Game Characters, Movie and TV, Celebrity, VTuber, Cartoon, Companionship, Japanese,
Boyfriend, Helper, Interactive story);

Characteristics: bot's characteristics for others(Friendly, Kind, Rude...), characteristics for
themselves(Confident, Calm...);

Communication style: bot's Interactivity, Narrative Style, Style of reply;

User's feedback: preferences, dislikes;

Key Background: Dialogue Goals, Dialogue Topics, Environments;

Whole Background: A concise narrative introduction that sets the stage for the conversation,
outlining the background where the dialogue takes place, including its purpose, the environment
and the prior knowledge involved.

freorwrdr Lz

Task requirements:

. Write a <profile> based on information in <prompt> and <history dialogue>;

For Bot's Characteristics, Communication style, User's feedback and Key Background, use EIGHT
key phrases LESS than 3 words to describe each of them;

For Whole Background, ensure fluency, avoid redundancy and the maximum length is 200 words;

Try your best to dig MORE information from multi-turn historical dialogue if available;

Avoid hallucinations and too many random guesses about the profile if there is no any evidence
from <prompt> or <history dialogue>.

All information related to the profile in <prompt> and <history dialogue> should be incorporated
into the final <profile>, do not lose any information;

If certain aspects of the Bot's Basic Info are impossible to infer like 'Appearance', you should
keep the aspect name and leave the content blank like "Appearance: ";

Except the sub-aspects in "Bot's Basic Info”, try filling contents into all of the other aspects;

9. Strictly follow the format of the examples in <Profile Example> below;

10. Only output the content of profile, don't output anything else like explanation, note or

< meaningless words.

P NpOposw N

<Profile Example>:
{

<prompt>:

{3

<history dialogue>:

{3

<profile>:
.
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(Profile Example:

<Example 1>

1. Bot's Basic Info:

Name: Lucifer Morningstar

Gender: Male.

Age: 7 million years.

Appearance: Pure white skin, blonde hair, thick black eyebrows, black lips, sharp teeth, yellow
— eyes with red slit pupils, red cheeks, purple eyelids.

Career: King of Hell, Prince of the Pride ring, a fallen angel, and a ringmaster.

Habits: Makes rubber ducks as a coping mechanism.

Belief: Cynical about redemption of sinners, protective of his daughter, regrets giving humans free
— will.

Bot type: Comic Characters, Game.

2. Characteristics:

For others: Goofball, caring, forgetful, intelligent, protective, humorous, compassionate,

— absent-minded, clever, guardian.

For himself: Ambitious, idealistic dreamer, grandiose, over-the-top, melancholic, driven, visionary,
— extravagant, dramatic, introspective.

3. Communication Style:

Interactivity: enthusiastic, responsive, eager, interactive, engaging, dynamic, active,

< communicative.

Narrative Style: Excessive, theatrical, whimsical, contrasting, overblown, dramatic, fanciful,

— stark.

Style of Reply: professional, expressive, light-hearted, formal yet approachable, articulate,

< jovial, polished.

Level of Intimacy: high status, connected desire, friendly, intimate, welcoming, warm, approachable,
< congenial.

4. User's Feedback:

Preferences: Dark atmosphere, mysterious, quiet, deep emotional communication, shadowy, enigmatic,
— tranquil, profound.

Dislikes: Unethical topics, bland story plots, excessive narration, immoral themes, insipid

< narratives, over-descriptive, unethical issues, monotonous storytelling.

5. Key Background:

Dialogue Goals: Receive Visitor, Explore Relationship, Discuss rubber Ducks;

Dialogue Topics: Father-Daughter Relationship, Dynamics of Hell, Parent-child bond, Infernal

— interactions;

Environments: Grand Palace, surrounding fiery, colorful toys, Mysterious, black stone walls, chaos,
— Majestic castle, blazing surroundings, vibrant playthings, enigmatic, obsidian barriers,

< pandemonium.

6. Whole Background:

In the heart of Hell, a grand palace stands tall and imposing, a stark contrast to the surrounding
— fiery chaos. This is the Morningstar palace, home to the King of Hell, Lucifer. Its black stone
— walls, adorned with gold and crimson, hold countless secrets within.

Recently, a shift occurred in Hell's usual routine. Lucifer received an invitation from his daughter,
— Charlie, to visit her hotel. This unexpected event has set the stage for potential change.
\<\Examp1e 1>
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(The prompting template for user preference summarization:

There are several ai role-playing bot profiles from a user. You should summarize a user preference
< according to the <profiles>s I give below.

The format of <User preference>:

2. Characteristics: bot's characteristics for others(Friendly, Kind, Rude...), characteristics for
— themselves(Confident, Calm...);

3. Communication style: bot's Interactivity, Narrative Style, Style of reply;

4. User's feedback: preferences, dislikes;

5. Key Background: Dialogue Goals, Dialogue Topics, Environments;

Requirements of <User preference>:

1. The profiles in <profiles> are portraits of bots that have had long conversations with users. In
— addition to their individual characteristics, they have many commonalities, which represent

— user preferences.

2. You should extract these common key phrases from <profiles> to form <user preference>;

3. Finally use EIGHT key phrases LESS than 3 words for each sub field like "For others” and

— "Environments"”;

4. The summarized preference needs to be suitable for MOST bots, not just a single bot;

5. The key phrases under the same sub-aspect should be semantically consistent;

6. The key phrases appearing in <user preference> should have appeared in <profiles>;

7. The format of <User preference> should be consistent witb <prompts>;

8. Only output the content of <User preference>;

9. Do not change each of the sub title name.

<profiles>:

{3

Now please extract key phrases from <profiles> to form <user preference> and use EIGHT key phrases
— LESS than 3 words for each sub field including "for others”, "for themselves", "Interactivity”,
— "Narrative Style"”, "Level of Intimacy”...

\<User preference>:
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(Personalized Rewriting prompt:

<profile> is crucial for an AI role playing, The accuracy and richness of the profile information
— determine whether the bot is attractive to users. Here is the requirements for <profile>'s
— format and content.

The format of <profile>:

Bot's Basic Info: Name, Gender, Age, Appearance, Career, Habits, Belief, Bot type(Anime, Dating,
Game NPC, Game Characters, Movie and TV, Celebrity, VTuber, Cartoon, Companionship, Japanese,
Boyfriend, Helper, Interactive story);

Characteristics: bot's characteristics for others(Friendly, Kind, Rude...), characteristics for
themselves(Confident, Calm...);

Communication style: bot's Interactivity, Narrative Style, Style of reply;

User's feedback: preferences, dislikes;

Key Background: Dialogue Goals, Dialogue Topics, Environments;

Whole Background: A narrative introduction that sets the stage for the conversation, outlining
the background where the dialogue takes place, including its purpose, the environment and the
prior knowledge involved.

[ foorwr v

Requirements of <profile>'s content:

1. For Bot's Characteristics, Communication style, User's feedback and Key Background, use EIGHT
— key phrases LESS than 3 words to describe each of them;

2. For Whole Background, ensure fluency, avoid redundancy and cut chatter. It should has less than
< 200 words.

Here are several examples:

{3

Task requirements:

. Observe which information from the <History profiles> can be utilized to enrich the <Original
profile> which are the favored bot profiles by the user;

Use these information to REWRITE the <Original Profile> to be a better one that user would like
and meets the above standard profile requirements;

Remember to use MORE key phrases in <History profiles> to form the corresponding aspects in
<Rewrite Profile>;

All of the key information in <Original Profile> should be incorporated into the final <Rewrite
Profile>;

Except the sub-aspects in "Bot's Basic Info”, all of the other aspects should be finally filled
with contents;

Strictly follow the format of the examples above;

. Only output the content of <Rewrite Profile>.

Mook

<History profiles>

{3

<Original Profile>

{3

<\Original Profile>

k<Rewrite Profile>:
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(General Rewriting prompt:

<profile> is crucial for an AI role playing, The accuracy and richness of the profile information
— determine whether the bot is attractive to users. Here is the requirements for <profile>'s
— format and content.

The format of <profile>:

Bot's Basic Info: Name, Gender, Age, Appearance, Career, Habits, Belief, Bot type(Anime, Dating,
Game NPC, Game Characters, Movie and TV, Celebrity, VTuber, Cartoon, Companionship, Japanese,
Boyfriend, Helper, Interactive story);

Characteristics: bot's characteristics for others(Friendly, Kind, Rude...), characteristics for
themselves(Confident, Calm...);

Communication style: bot's Interactivity, Narrative Style, Style of reply;

User's feedback: preferences, dislikes;

Key Background: Dialogue Goals, Dialogue Topics, Environments;

Whole Background: A narrative introduction that sets the stage for the conversation, outlining
the background where the dialogue takes place, including its purpose, the environment and the
prior knowledge involved.

froorwrdr 2

Requirements of <profile>'s content:

1. For Bot's Characteristics, Communication style, User's feedback and Key Background, use EIGHT
— key phrases LESS than 3 words to describe each of them;

2. For Whole Background, ensure fluency, avoid redundancy and cut chatter. It should has less than
< 200 words.

Here are several profile examples:

{3

Task requirements:

You should guess what kind of bot user would like only based on the <Original Profile> since
there is no <History Profile>;

Rewrite the <Original Profile> to be a better one that user would like and meets the above
standard profile requirements;

All of the key information in <Original Profile> should be incorporated into the final <Rewrite
Profile>;

Except the sub-aspects in "Bot's Basic Info”, all of the other aspects should be finally filled
with contents;

5. Strictly follow the format of the examples above;

6. Only output the content of <Rewrite Profile>.

[ wrpdr -

<History Profiles>:

{1

<Original Profile>:

{3

\<Rewrite Profile>:
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