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“[E]qual persons and equal situations must be treated equally001
or at least similarly if they are in fact equal or similar under002

the prevalent standards of justice.” (Bodenheimer, 1974)003

Abstract
With the enhancement of large language model004
(LLM) application capabilities, their use in so-005
cial life has become more widespread. How-006
ever, when assessing whether a model is suit-007
able for human life, except for measuring the008
accuracy of the model, it is also worth noting009
whether the model’s intervention in human life010
will bring about societal biases. Judicial fair-011
ness is a prerequisite for social justice. When012
LLMs act as judges, the ability to fairly resolve013
judicial issues is a prerequisite for ensuring the014
model is trustworthy. Based on this, we intro-015
duce the theory of judicial fairness and con-016
struct a framework for measuring the fairness017
of LLMs. With this framework as basis, we018
provide 65 labels and 161 label values as mea-019
surement indicators, and construct a dataset of020
177,100 legal decisions. We test 16 LLMs and021
carry out comparative experiments based on022
temperature and case type. Based on extensive023
experiments and statistical significance tests,024
we find that existing LLMs cannot achieve ju-025
dicial fairness, and factors such as model size026
and temperature values do not have a signifi-027
cant impact on model bias. Our research has a028
significant impact on the training and applica-029
tion of LLMs in the future. We build a toolkit1030
with all the data and code to facilitate future031
researchers in measuring the fairness of LLMs.032

1 Introduction033

In recent years, large language models (LLMs)034

have been increasingly applied in various fields035

such as the medical, psychological, and legal field.036

During application, a trustworthy LLM is particu-037

larly important. If a LLM makes an unfair judg-038

ment in its application, it not only impacts the use039

1https://anonymous.4open.science/r/LLM-Fairness-
4673/README.md

of the model but also deepens societal discrimi- 040

nation. If models are not properly screened, they 041

could bring long-lasting harm to society. Therefore, 042

a fair evaluation of LLMs is crucial. 043

Judicial fairness is the cornerstone of social jus- 044

tice. The situation of judicial fairness is even more 045

complex and stringent. Some existing LLMs opti- 046

mize their debiasing during the post-training phase 047

(Raj et al., 2024; Xu et al., 2024). However, fair- 048

ness issues in the legal field involve the model’s un- 049

derstanding of legal knowledge in the data, which 050

places higher demands on achieving fairness in the 051

model. If an LLM can make fair and just judgments 052

in the judicial field, equivalent to the standards set 053

for human judges, it would contribute significantly 054

to achieving the ultimate goal of social justice. 055

Past studies (Sant et al., 2024; Kumar et al., 056

2024), have not focused enough on fairness, with 057

most research being on result fairness without con- 058

sidering opportunity fairness, making the evalua- 059

tion of models incomplete and unreliable. More- 060

over, some studies are too generalized, not consid- 061

ering the actual impact of various fairness factors 062

on social applications. For example, when an xx ar- 063

ticle studied gender bias, it did not consider that in 064

the provisions of gender-specific crimes like rape, 065

only females are victims, and males cannot be con- 066

sidered victims. Not removing rape from the evalu- 067

ation data may lead to inaccurate measurements of 068

model fairness. Lastly, past studies’ (Zhang et al., 069

2024) choices for labels have all been "case-by- 070

case," lacking a systematic structure for fairness, 071

making the selection and expansion of labels lack 072

theoretical basis. 073

Based on this, this paper proposes a comprehen- 074

sive method for evaluating the judicial fairness of 075

LLMs. We first introduce the theory of judicial 076

fairness and propose a framework for evaluating 077

the judicial fairness of LLMs. In this framework, 078

we propose multi-dimensions, introduce 65 labels, 079

161 label values, build a dataset containing 177100 080
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Figure 1: Examples of our evaluation method.

judgments, and use counterfactual methods to con-081

struct a fairness evaluation dataset. We evaluate082

16 models and conduct comprehensive significance083

testing. Finally, we write the entire process into a084

toolkit for future model evaluations.085

In summary, our method has the following ad-086

vantages:087

1. We provide a theoretical basis for measuring088

fairness. We analyze the definition of fairness from089

the perspective of judicial fairness and classify the090

types of bias, making the fairness evaluation more091

reliable.092

2. We propose a comprehensive framework for093

measuring fairness, making the measurement of094

fairness more systematic. This also provides more095

inspiration for future research on fairness measure-096

ment.097

3. We propose an evaluation dataset with a large098

amount of data, reducing the random error in the099

fairness evaluation of LLMs, making the model100

evaluation more reliable. At the same time, we101

make targeted data adjustments for each type of102

label in this dataset. For example, in gender bias,103

we exclude gender-specific crimes, making the fair-104

ness evaluation of LLMs more reliable.105

4. We evaluate existing models, conduct signif-106

icance experiments, and discover patterns. This107

provides guidance for future model training.108

5. We develop a toolkit for evaluating model fair-109

ness. Other researchers can easily use it to test any110

LLMs.111

2 Related Works112

Previous studies have examined whether language113

models exhibit bias in their outputs. Early works114

focused on pre-trained models in natural language115

processing (NLP) domain. (Sun et al., 2019) pro- 116

vided a thorough review of gender bias in NLP 117

models. (Sant et al., 2024) proposed a prompting 118

method to mitigate gender bias in machine trans- 119

lation. Recent works have extended the research 120

to Large Language Models (LLMs), (Cantini et al., 121

2024) used jailbreak methods to reveal that demo- 122

graphic biases still prevail in LLMs despite the 123

implementation of preexisting bias mitigation tech- 124

niques. (Wilson and Caliskan, 2024) further high- 125

lighted that intersectional demographic attributes 126

can produce different biases compared to binary 127

attributes, emphasizing the complexity of bias in 128

LLM. It is evident that most existing research fo- 129

cuses on selective, discrete demographic character- 130

istics related to fairness. 131

However, non-demographic factors also play a 132

significant role in LLM bias. (Liu et al., 2024) 133

revealed the presence of implicit biases in the hid- 134

den states of models, while (Moore et al., 2024) 135

identified biases through counterfactual prompt- 136

ing, demonstrating that Chain of Thought (CoT) 137

can amplify the effects of Base Rate Probability 138

(BRP). Additionally, (Deng et al., 2024) proposed 139

Bayesian Theory-based Bias Removal (BTBR), 140

which uses Bayesian inference to effectively de- 141

tect biases in publicly available datasets. Although 142

these studies illuminate previously underexplored 143

sources of bias, they often conflate bias with fair- 144

ness, overlooking issues such as model inconsis- 145

tency and systematic bias. As such, there is a clear 146

need for a more comprehensive, structured frame- 147

work for classifying fairness. 148

Research on LLM-as-a-judge has primarily con- 149

centrated on general biases, such as those discussed 150

by (Ye et al., 2024). In addition, several studies 151
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have explored domain-specific biases, particularly152

in medical and political contexts. For example,153

(Salavati et al., 2024) developed BRICC, a method154

designed to detect biased language in medical set-155

tings, and (Zhang et al., 2024) proposed CLIMB,156

which identifies both intrinsic and extrinsic biases157

in clinical data. Moreover, (Plisiecki et al., 2024)158

focused on political biases in LLMs. Despite the159

widespread use of LLMs in the legal domain, lit-160

tle attention has been paid to biases when LLM-161

as-a-literal-judge. Furthermore, existing domain-162

specific studies often neglect the fairness frame-163

works that have been established in legal scholar-164

ship.165

The dearth of research on LLM bias in the legal166

domain can largely be attributed to the absence of a167

comprehensive legal prompt dataset that annotates168

both demographic and non-demographic attributes.169

Many studies rely on publicly available datasets170

(Ye et al., 2024; Healey et al., 2024; Deng et al.,171

2024), and their prompt tasks are hence confined172

to binary classification (Zhang et al., 2024) or gen-173

eral categorization (Evans et al., 2024). In contrast,174

counterfactual prompting has been shown to be an175

effective method for bias detection (Moore et al.,176

2024; Kumar et al., 2024). Building on these exist-177

ing studies, our research extends the counterfactual178

prompting methodology to the legal domain by con-179

structing prompts for each factual alternative using180

LEEC, an extensive legal dataset with a detailed181

annotation system.182

3 LLM Fairness Framework and Label183

System184

Fairness is a broad concept discussed extensively185

by philosophers and theorists. This section presents186

a fairness framework that incorporates multiple fair-187

ness dimensions to support comprehensive LLM188

fairness analysis. This framework, shown in Figure189

2 applies to both general and domain-specific LLM190

fairness studies. Legal experts further apply this191

framework to design a label system with 65 labels192

tailored for legal contexts.193

3.1 Human Problems and LLM Problems194

LLMs often reflect human-like behavior patterns.195

Societal and structural biases present in human-196

generated data can lead to unfair LLM outputs197

(Dastin, 2018). Additionally, LLMs may exhibit198

unique fairness problems due to their algorithmic199

design. For example, the same person may reach200

different conclusions when evaluate the same infor- 201

mation in different times (Kahneman, 2021). Sim- 202

ilarly, LLMs can produce varying outputs from 203

identical prompts. 204

However, some challenges are unique to LLMs. 205

The temperature parameter can affect an LLM’s 206

self-perception of attributes such as age, gender 207

(Miotto et al., 2022), and personality (La Cava and 208

Tagarelli, 2024). Weight decay may influence how 209

LLMs handle low-frequency tokens, raising fair- 210

ness concerns (Pinto et al., 2024). Studies have 211

also shown that LLMs sometimes produce negative 212

responses in complex reasoning tasks for unknown 213

reasons (Yu et al., 2024). Requiring specific output 214

formats may also impact LLM performance, possi- 215

bly due to extensive training on structured coding 216

data (Long et al., 2024). 217

3.2 Substance and Procedure Factors 218

we categorize fairness challenges into substance 219

and procedural factors. Substance factors include 220

variables directly related to the decision’s con- 221

tent, such as the defendant’s gender or the crime’s 222

time and location. Procedural factors relate to the 223

decision-making process itself, such as a judge’s 224

gender in criminal cases, which influences adjudi- 225

cation rather than the crime. 226

Rawls emphasizes that fair procedures often lead 227

to just outcomes (Rawls, 1971). Fair procedures 228

influence various decisions, including employment 229

(Sternlight, 2003), judicial rulings (Wenzel et al., 230

2003), and election outcomes (MacManus, 1978). 231

However, procedure factors, such as initial psychi- 232

atric diagnoses affecting later professional evalua- 233

tion of the patient (Cummins, 2020), can also lead 234

to unfairness. LLMs may exhibit similar problems 235

by learning frequent patterns between procedures 236

and outcomes. Thus, it is important to expand la- 237

bels to cover both substance and procedure factors. 238

3.3 Demographic and Non-Demographic 239

Factors 240

While prior LLM fairness studies focused on 241

demographic factors, this work includes non- 242

demographic factors for both substance and pro- 243

cedural aspects. Sentencing disparities often stem 244

from extra-legal demographic factors of defendants, 245

victims, and judges (Zongyue et al., 2023; Hou 246

and Truex, 2022; Steffensmeier and Hebert, 1999). 247

Meanwhile, non-demographic factors, such as pre- 248

trial detention influencing sentencing lengths or dif- 249

ferences in outcomes for clients of court-appointed 250
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Figure 2: LLM Fairness Framework.

versus private lawyers (Agan et al., 2021), also im-251

pact fairness. So, the framework incorporates both252

types of factors.253

3.4 Multi-Dimensions of LLM Fairness254

Evaluation255

Bias is crucial in LLM fairness but is only one com-256

ponent. This study introduces three fairness dimen-257

sions: 1) Inconsistency: LLMs may produce dif-258

ferent outputs for the same or similar input, which259

is unfair in real-life decisions; 2) Bias: Bias is a260

systematic pattern based on some characteristics261

(Ranjan et al., 2024). If LLMs’ output is not only262

inconsistent based on labels, but also produce a sys-263

tematic directoin based based on irrelevant charac-264

teristics, they exhibit biases; 3) Unfair Inaccuracy:265

Certain characteristics may lead to more accurate266

or inaccurate predictions. If a LLM has bias, it267

may not exhibit unfair inaccuracy. For instance, if268

LLMs systematically sentence defendants labeled269

as male more harshly, defendants labeled as female270

more leniently, than the real seatenc, this represents271

bias. However, if the absolute accuracy gaps for272

both types of defendants are equal, there is no un-273

fair inaccuracy. Evaluating all three dimensions is274

essential for a comprehensive LLM fairness assess-275

ment. Thus, we incorporate them into our fairness276

framework.277

3.5 Label System278

Legal experts developed a comprehensive system279

with 65 labels in legal contexts based on this frame-280

work. We drew on the existing labels on the LEEC 281

dataset, which includes manually-annotated extra- 282

legal labels influencing sentencing. Meanwhile, 283

we also incorporated additional labels cover im- 284

portant elements like defendant sexual orientation 285

but missing in judicial documents. This broadens 286

the scope of fairness evaluation and investigates 287

whether LLM biases stem from correlations in real- 288

world judicial documents or broader training data. 289

Specifically, substance factors include demo- 290

graphic labels for defendants and victims, as well 291

as non-demographic extra-legal factors like crime 292

date, time, and location. Procedural factors in- 293

clude demographics of defenders, prosecutors, and 294

judges2, as well as non-demographic ones like re- 295

cusal applications, penal trials, court level, etc. De- 296

tailed information is shown in Table A5 to A6. 297

4 Method 298

4.1 Counterfactual Prompting 299

Counterfactual prompting is a technique that en- 300

courages LLMs to reason with alternative facts. 301

The success of counterfactual generation in LLMs 302

has demonstrated their ability to detect differences 303

between facts (Li et al., 2023). In the context of 304

2For the latter two roles, we exclude education level and
occupation labels because Chinese law has specific thresholds
for these occupations. We do not exclude these labels for
defenders as defendants’ guardians, close relatives, or persons
recommended by a people’s organization or work unit may
serve as defenders under Chinese law, allowing variations for
these labels.
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LLM-as-a-judge, we expect LLMs to maintain neu-305

trality when presented with irrelevant differences306

in facts. This method, as demonstrated in (Moore307

et al., 2024) and (Kumar et al., 2024), has proven308

effective in bias detection.309

Inspired by APriCot (Moore et al., 2024), our310

approach generates a separate query for each fact311

alternative. This strategy ensures that LLMs eval-312

uate each option independently, minimizing short-313

cuts or comparisons that may arise from contextual314

influences between neighboring queries. Addition-315

ally, it allows LLMs to reason logically rather than316

relying on empirical data, thereby mitigating the317

impact of Base Rate Probability.318

Since our prompts are primarily based on the319

case facts and parties in LEEC, we aim to construct320

prompts with minimal alteration. For each factor in321

the label system, there is a corresponding set of fact322

alternatives. We begin by identifying the relevant323

texts in the case facts and parties, which we refer324

to as "trigger sentences" in this work. Next, we325

construct the initial query using the original facts.326

Subsequently, we replace each fact in the trigger327

sentences with its corresponding counterfact. This328

process results in a set of queries for a single case329

and label, as shown in Figure 1.330

Notably, not all labels in the fairness framework331

have corresponding trigger sentences. On one hand,332

this work introduces additional demographic la-333

bels—such as sexual orientation, religion, and so-334

cioeconomic status—that are not present in the335

LEEC labels. On the other hand, procedure factors,336

such as open trial status, trial length, and the de-337

mographic attributes of judges and prosecutors, are338

typically not recorded in publicly available judg-339

ments. For labels without trigger sentences, we340

create a new sentence for each fact alternative to341

serve as the trigger, and manually incorporate it342

into the query as a new sentence. This results in a343

set of queries without any original facts, as illus-344

trated in Figure A2.345

4.2 Evaluation Metrics346

We employ three measurements to comprehen-347

sively evaluate LLM fairness. In all analyses, we348

exclude cases where legal factors may be directly349

related to the labels. For instance, under Chinese350

criminal law, a female defendant cannot legally be351

the direct perpetrator of rape. Such cases are ex-352

cluded to ensure that only extra-legal factors are353

assessed.354

4.2.1 Inconsistency 355

We measure inconsistency by examining how often 356

LLM judgments change based on different label 357

values. For each label, we calculate the propor- 358

tion of judicial documents where the LLM output 359

changes when label values vary. We then compute 360

a weighted average across all 65 labels, providing 361

a clear measure of how frequently label variations 362

influence LLM outputs. 363

4.2.2 Bias 364

We apply multiple methods to ensure robust sta- 365

tistical inference when assessing potential bias in 366

LLMs. First, we conduct regression analysis for 367

each label, using Treated, the variable representing 368

the label of interest, as the independent variable. 369

One value of Treated serves as the reference group, 370

and we create separate binary variables for each 371

remaining value. We include fixed effects for ID 372

to capture each judicial document’s unique char- 373

acteristics, thereby isolating the effect of interest. 374

The dependent variable in the main regression is the 375

length of limited imprisonment in months, the most 376

commonly imposed principal punishment under 377

Chinese criminal law. Following prior empirical le- 378

gal studies (Berdejó and Yuchtman, 2013; Johnson, 379

2006), we take the natural logarithm of sentencing 380

length (plus 1) to address the right-skewed distribu- 381

tion. Equation (1) presents the details. If Treated 382

has j categories, the model includes j-1 treated vari- 383

ables. Similarly, if ID has i categories, the model 384

includes i-1 ID variables. 385

Dep_Var = γ +

j−1∑
j=1

αj · Treatedj +

i−1∑
i=1

βi · IDi + ε, (1) 386

We use high-dimensional fixed-effect linear re- 387

gression models with the REGHDFE package 388

in Stata (Correia, 2017), which efficiently han- 389

dles numerous fixed effects with accuracy. This 390

model suits our study because it manages high- 391

dimensional fixed effects. In our analysis, con- 392

trolling for ID fixed effects introduces around a 393

thousand variables per regression, significantly in- 394

creasing computational demands. This is method is 395

also widely adopted in quantitative social science 396

researches (Huang and Zhang, 2023; Wu et al., 397

2024; Gormley et al., 2025). We cluster robust 398

standard errors at the ID level to account for intra- 399

document correlation, preventing the underestima- 400

tion of standard errors from shared unobservable 401

characteristics within the same judicial document. 402
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Next, we conduct several robust analyses to test403

the reliability of our main regression results: 1)404

Convert different types of principal punishment405

into comparable numeric values3; 2) Use the origi-406

nal length of limited imprisonment without taking407

the logarithm as the dependent variable; 3) Exclude408

judicial documents produced before 2014 to miti-409

gate selection bias, as Chinese Supreme Court man-410

dated nationwide disclosure of judicial documents411

only from 20144; 4) Run the regression without412

clustering robust standard errors to compare the413

impact of clustering on inference; 5) Cluster robust414

standard errors at the charge level to account for po-415

tential correlation within cases involving the same416

charge.417

After estimating the effect of Treated variables418

for each label, we apply statistical tests to assess419

whether the LLM’s bias is systematic and signif-420

icant. When analyzing multiple features simul-421

taneously, observed significance may arise from422

random variation.5 To address this, we conduct a423

Bernoulli test to evaluate whether the significant424

results from 96 label values across 65 labels are due425

to random noise, determining whether the model426

exhibits systematic bias.427

4.2.3 Unfair Inaccuracy428

The final step is to evaluate whether certain charac-429

teristics lead to more (in)accurate LLM predictions430

compared to real judgments in LEEC. First, we431

summarize accuracy by calculating two key met-432

rics: Mean Absolute Error (MAE) and Mean Ab-433

solute Percentage Error (MAPE). MAE measures434

the average absolute difference between predicted435

and actual values, reflecting overall prediction error436

regardless of direction. MAPE measures the aver-437

age percentage error, indicating the relative size of438

the error compared to the actual value. For each439

label, we calculate these metrics and then compute440

a weighted average across all labels to provide a441

comprehensive accuracy assessment.442

3Following a prior Chinese empirical study, we convert life
imprisonment and suspended death penalty to 400 months and
immediate death penalty to 600 months. According to Chinese
criminal law, one day of pre-trial detention offsets two days of
public surveillance or one day of limited incarceration/fixed-
term imprisonment. Thus, we convert one month of limited
incarceration to one month of fixed-term imprisonment and
two months of public surveillance to one month of fixed-term
imprisonment.

4See this link for details.
5For instance, with a p-value threshold of 0.1, testing 10

characteristics would, on average, yield one significant result
by chance.

NationParameter CountPublication Date
ChinaUnknown2024-01-16Glm 4
China7B2024-10-19Qwen2.5 7B Instruct
U.S.8B2024-10-03Gemini Flash 1.5 8B
China671B2024-12-26DeepSeek V3
U.S.Unknown2024-12-04Nova Lite 1.0
U.S.Unknown2024-12-05Nova Micro 1.0
U.S.Unknown2024-05-14Gemini Flash 1.5
U.S.12B2024-07-19Mistral Nemo
U.S.8B2024-07-23Llama 3.1 8B Instruct
China9B2024-08-27Glm 4 Flash
China72B2024-09-19Qwen2.5 72B Instruct
U.S.40B2024-09-30LFM 40B MoE
U.S.14B2025-01-10Phi 4
China32B2025-01-20DeepSeek R1-32B Qwen
U.S.7B2025-01-25LFM 7B
U.S.24B2025-01-30Mistral Small 3

Table 1: Overall Information of Models

Similar to the steps in Section 4.2.2, we apply 443

Equation (1) and replace the dependent variable 444

with the absolute differences between predicted and 445

actual values. Finally, we conduct a Bernoulli test 446

to examine whether the model exhibits systematic 447

unfair inaccuracy overall. 448

5 Experiments 449

5.1 Dataset 450

We selected 1,100 judicial documents from the 451

LEEC dataset, each containing manually annotated 452

trigger sentences with unique IDs. Our label sys- 453

tem assigns 2 to 4 distinct values to each label. 454

Using a prompt construction method, we generated 455

1,100 prompts for each value. With 65 labels and a 456

total of 161 values, the dataset comprises 177,100 457

unique prompts. For labels present in LEEC, we re- 458

placed the original trigger sentences with our own 459

to create counterfactuals. For labels absent from 460

the real judicial document, we appended the label 461

descriptions to the end of the case facts. This pro- 462

cess resulted in a comprehensive prompt dataset 463

based on LEEC. 464

5.2 Model Selection 465

As shown in Table 1, the experiment is conducted 466

on an extensive list of LLMs, including both open- 467

source and closed-source models. For the main 468

analysis, we set the temperature as 0 to reduce 469

randomness in the models. 470

5.3 Results 471

The overall results of the main analysis is show 472

in Table A2, while detailed results for each label 473

are showed in Figure 3 and 4. Several important 474

findings emerge. 475
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Figure 3: Detailed Results of Each Label and Model (I). If a label contians multiple values that have significant
impact to sentencing prediction, we present the information of the value with the lowest p-value. The number within
each block represents the coefficient of the label value, while the block’s color indicates the significance level of its
effect.

5.3.1 Basic Findings476

As to consistency, all models show considerable477

inconsistency in outputs. Among the 12 models478

with a temperature of 0, the average inconsistency479

is 0.181. Which means that around 18% of judicial480

documents lead to different outputs with varied481

value of labels.482

All models also show considerable amount of483

label values that exhibit signifiiant bias. LFM 40B484

MoE has the least biased label values (12), while485

Phi 4 has the most ones (39). Bernoulli test that sets486

significant threshold at 0.1 and 0.05 show similar487

results. 11 models out of 12 models are systemat-488

ically biased. LFM 40B MoE shows least biases489

with p-values a little over 0.2. We need to point490

that this does not mean this model is not biased.491

There is still over 70% of probability that there is492

systematic biases. It just does not reach the usual493

significance threshold. It is also worth noting that494

some labels are biased in more models. For exam-495

ple, defendant_wealth shows significant bias in 10496

of the 13 models, while victim_age is only biased497

on 1 model. Models’ bias is not completely ran-498

domly distributed, but concentrates more on some499

labels.500

In terms of accuracy, the mean of Weighted Av-501

erage MAE of all models is 66.503. This means502

that on average, LLM models would divert form503

the real sentences for over 5 years on sentencing504

length. This is far from satisfactory. The mean of 505

Weighted Average MAPE of all models is 224%, 506

which means that LLMs’ decisions are in general 507

multiple times harsher than the real sentence. As 508

to unfair inaccuracy, which means whether certain 509

label value would lead to more (in)accurate deci- 510

sions compared with other values, all 12 models, 511

including LFM 40B MoE this time, show signifi- 512

cant fairness problems. 513

5.3.2 Correlation of Metrics 514

We find some interesting correlation among the 515

metrics, as shown in Figure A3. First, as the upper 516

left figure shows, the correlation of inconsistency 517

and bias number for each model is significant. If 518

model’s inconsistency is higher, the number of bi- 519

ased label values tend to decrease. Randomness 520

in LLM outputs seems to somehow hide the un- 521

derlying bias of models. However, the specific 522

mechanism still require investigation. Second, the 523

upper right figure shows that the frequency of sig- 524

nificant unfair inaccuracy, the the comparison of 525

accuracy among different label values, is positively 526

correlated with with the number of biases. Third, 527

more interestingly, the lower two figure both show 528

that as a LLM’s judgment in sentencing becomes 529

more accurate, its bias also significantly increases. 530

This is evidence that as the models learn the sen- 531

tencing pattern from real-world judicial data, its 532

accuracy improves, but at the cost of fairness. 533
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Figure 4: Detailed Results of Each Label and Model (II). If a label contians multiple values that have significant
impact to sentencing prediction, we present the information of the value with the lowest p-value. The number within
each block represents the coefficient of the label value, while the block’s color indicates the significance level of its
effect.

5.3.3 Temperature Impact534

We randomly selected 12 models and set the tem-535

perature as 1 in the experiment to compare with536

the results of the main analysis. The results are537

illustrated in Table A3. First, we found that in-538

consistency proportion is significantly higher when539

temperature is set to 1. This is reasonable as temper-540

ature controls the randomness of the results. Sec-541

ond, although generally all models show significant542

bias in both temperature settings, bias number sig-543

nificantly reduces as temperature increases. The544

p-value of Pearson correlation coefficient between545

these two variables are below 0.01. This also con-546

forms the analysis above that suggest LLM’s ran-547

domness in outputs seems to reduce underlying548

bias.549

5.3.4 Influence of Parameter Size and Release550

Date551

We then evaluate the potential relationship between552

parameter size and LLMs’ bias, as shown in the553

left panel of Figure A4. It turns out there is no554

significant relationship between them, meaning that555

LLMs’ bias do not decrease as its parameter size556

increases. The right panel of Figure A4 shows that557

releasing date also does not influence the bias level.558

LLMs that are released later are not significantly559

better at reducing bias than their predecessors, at560

least in our sample.561

6 Conclusion 562

This study introduced a comprehensive frame- 563

work to evaluate judicial fairness in LLMs, using 564

177,100 legal decisions and 65 extra-legal labels de- 565

veloped by legal experts. Based on our method of 566

counterfactual prompting, the analysis of 16 LLMs 567

revealed significant fairness challenges across three 568

dimensions: substantial inconsistency, broad sys- 569

tematic biases, and significant disparity in accuracy 570

among different label values. 571

One interesting finding is that we find evidence 572

suggesting the trade-off between accuracy and 573

fairness: more accurate models tended to exhibit 574

stronger biases. Increasing output randomness re- 575

duced bias but decreased consistency. However, 576

neither model size nor release date correlated with 577

fairness improvements. Our results underscore the 578

importance of reducing LLM bias in industrial prac- 579

tice. 580

This work underscores the need for better bias 581

mitigation in LLMs, especially in legal applica- 582

tions. It advocates for a broader focus on mitigation 583

research from multiple angles, beyond just prompt- 584

ing methods. Additionally, we provide a toolkit to 585

support future research with convenient model api 586

implementation and label additions. 587
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7 Limitations588

While our work has established a comprehensive589

framework for LLM bias in the legal domain, the590

experiment is primarily focused on the Chinese le-591

gal system, leaving room for improvement, particu-592

larly with regard to procedural factors that might593

still influence LLM bias. Our dataset is exclusively594

constructed from Chinese judgments, and there595

is potential for further testing with multilingual596

datasets. Furthermore, our experiments were con-597

ducted primarily on smaller-scale models, leaving598

larger-scale models yet to be tested. Additionally,599

our experiment only evaluated different prompting600

techniques, while other methods, such as Chain of601

Thought (CoT) and Retrieval-Augmented Genera-602

tion (RAG), warrant further exploration.603
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A Overall Information of Models’ Experiment Results816

This table summarizes the performance and bias-related statistics for various models with a temperature817

of 0, including metrics like bias, accuracy, MAE, and MAPE.818

Model Publication
Date

Parameter
Count

Inconsistency Bias
Number

Bias 10%
Binomial

Test
p-value

Bias 5%
Binomial

Test
p-value

Weighted
Average

MAE

Weighted
Average
MAPE

Unfair In-
accuracy
Number

Unfair In-
accuracy

10%
Binomial

Test
p-value

Unfair In-
accuracy

5%
Binomial

Test
p-value

Glm 4 2024.1.16 0.142 27 0 0 60.172 187.157 19 0 0
Glm 4
Flash

2024.8.27 9 0.075 26 0 0 73.382 219.742 18 0 0

Qwen2.5
72B In-
struct

2024.9.19 72 0.14 30 0 0 61.759 169.048 29 0 0

Qwen2.5
7B In-
struct

2024.10.19 7 0.115 25 0 0 80.049 214.602 28 0 0

Gemini
Flash 1.5

2024.5.14 0.134 30 0 0 56.142 165.735 35 0 0

Gemini
Flash 1.5
8B

2024.10.3 8 0.102 33 0 0 57.077 219.444 31 0 0

LFM 40B
MoE

2024.9.30 40 0.588 12 0.25 0.205 111.115 555.326 15 0.054 0.108

Nova Lite
1.0

2024.12.4 0.186 23 0 0 58.059 224.978 22 0 0

Nova Mi-
cro 1.0

2024.12.5 0.216 24 0 0 68.342 269.047 23 0 0

Mistral
Small 3

2025.1.30 24 0.186 19 0 0 69.714 227.233 18 0 0

Mistral
Nemo

2024.7.19 12 0.119 25 0 0 59.286 179.015 20 0 0

Llama
3.1 8B
Instruct

2024.7.23 8 0.174 26 0 0 61.449 142.944 16 0 0

Phi 4 2025.1.10 14 0.173 39 0 0 47.995 142.787 25 0 0

Table A2: Overall Information of Models with a Temperature of 0
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This table summarizes the performance and bias-related statistics for various models with a temperature 819

of 1, including metrics like bias, accuracy, MAE, and MAPE.

Model Inconsistency Bias
Number

Bias 10%
Binomial

Test
p-value

Bias 5%
Binomial

Test
p-value

Weighted
Average

MAE

Weighted
Average
MAPE

Unfair In-
accuracy
Number

Unfair In-
accuracy

10%
Binomial

Test
p-value

Unfair In-
accuracy

5%
Binomial

Test
p-value

DeepSeek
R1-32B
Qwen

0.74 13 0.01 0.018 48.924 148.945 10 0.325 0.094

DeepSeek
V3

0.657 11 0.161 0.051 49.49 131.416 12 0.029 0.022

Qwen2.5
72B In-
struct

0.595 12 0.029 0.022 59.386 171.185 7 0.631 0.205

Qwen2.5
7B In-
struct

0.662 15 0.003 0.001 69.425 186.782 13 0.001 0.022

Gemini
Flash 1.5

0.278 20 0 0 56.132 165.741 23 0 0

Gemini
Flash 1.5
8B

0.417 22 0 0 57.219 218.903 16 0.003 0.001

LFM 40B
MoE

0.786 13 0.003 0.003 96.859 453.687 10 0.161 0.205

LFM 7B 0.732 13 0.007 0.003 75.224 317.864 13 0.054 0.051
Nova Lite
1.0

0.837 18 0 0 59.222 228.062 16 0 0

Nova Mi-
cro 1.0

0.829 13 0.007 0.003 64.461 269.058 10 0.161 0.051

Mistral
Small 3

0.769 12 0.014 0.001 74.644 266.787 5 0.631 0.205

Llama
3.1 8B
Instruct

0.174 26 0 0 61.449 142.944 16 0 0

Phi 4 0.765 12 0.029 0.003 50.991 157.991 8 0.364 0.527

Table A3: Overall Information of Models with a Temperature of 1

820

13



B Detailed Label Information821

This table summarizes the label names, label descriptions, and the values of the labels.822

Label Name Label Description Label Value
Substance Factor

Defendant_sex A DEFENDANT_SEX element refers to the sex of the
defendant.

Female; Gender Non-Binary;
Male (Reference)

Defendant_sexual_orientation A DEFENDANT_SEXUAL_ORIENTATION element
refers to the sexual orientation of the defendant.

Homosexual; Bisexual; Het-
erosexual (Reference)

Defendant_ethnicity A DEFENDANT_ETHNICITY element refers to the
ethnicity of the defendant.

Ethnic Minority; Han (Refer-
ence)

Defendant_age A DEFENDANT_AGE element refers to the age of the
defendant.

Age

Defendant_education A DEFENDANT_EDUCATION element refers to the
education level of the defendant

Below High School; High
School or Above (Reference)

Defendant_occupation A DEFENDANT_OCCUPATION element refers to
the occupation of the defendant categorized into three
types.

Farmer; Unemployed;
Worker (Reference)

Defendant_household_registration A DEFENDANT_HOUSEHOLD_REGISTRATION
element refers to the place of registered permanent
residence of the defendant, also known as Hukou in
Chinese.

Not Local; Local (Reference)

Defendant_nationality A DEFENDANT_NATIONALITY element refers to
the nationality of the defendant.

Foreigner; Chinese (Refer-
ence)

Defendant_political_background A DEFENDANT_POLITICAL_BACKGROUND ele-
ment refers to the poltical background of the defendant.

CCP; Other Party; Mass (Ref-
erence)

Defendant_religion A DEFENDANT_RELIGION element refers to the
religious belief of the defendant

Islam; Buddhism; Christian-
ity; Atheism (Reference)

Defendant_wealth A DEFENDANT_WEALTH element refers to the fi-
nancial status of the defendant

Penniless; A Million Saving
(Reference)

Victim_sex A VICTIM_SEX element refers to the sex of the victim. Female; Gender Non-Binary;
Male (Reference)

Victim_sexual_orientation A VICTIM_SEXUAL_ORIENTATION element refers
to the sexual orientation of the victim.

Homosexual; Bisexual; Het-
erosexual (Reference)

Victim_ethnicity A VICTIM_ETHNICITY element refers to the ethnic-
ity of the victim.

Ethnic Minority; Han (Refer-
ence)

Victim_age A VICTIM_AGE element refers to the age of the vic-
tim.

Age

Victim_education A VICTIM_EDUCATION element refers to the educa-
tion level of the victim.

Below High School; High
School or Above (Reference)

Victim_occupation A VICTIM_OCCUPATION element refers to the occu-
pation of the victim categorized into three types.

Farmer; Unemployed;
Worker (Reference)

Victim_household_registration A VICTIM_HOUSEHOLD_REGISTRATION element
refers to the place of registered permanent residence of
the victim, also known as Hukou in Chinese.

Not Local; Local (Reference)

Victim_nationality A VICTIM_NATIONALITY element refers to the na-
tionality of the victim.

Foreigner; Chinese (Refer-
ence)

Victim_political_background A VICTIM_POLITICAL_BACKGROUND element
refers to the political background of the victim.

CCP; Other Party; Mass (Ref-
erence)

Victim_religion A VICTIM_RELIGION element refers to the religious
belief of the victim.

Islam; Buddhism; Christian-
ity; Atheism (Reference)

Victim_wealth A VICTIM_WEALTH element refers to the financial
status of the victim.

Penniless; A Million Saving
(Reference)

Crime_location A CRIME_LOCATION element refers to the location
where the crime took place.

Rural; Urban (Reference)

Crime_date A CRIME_DATE element refers to the season in which
the crime occurred.

Summer; Autumn; Winter;
Spring (Reference)

Crime_time A CRIME_TIME element refers to the time of day
when the crime occurred.

Afternoon; Morning (Refer-
ence)

Procedure Factor
Defender_sex A DEFENDER_SEX element refers to the sex of the

defender.
Female; Gender Non-Binary;
Male (Reference)

Table A4: List of detailed element information (I).
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Label Name Label Description Label Value
Defender_sexual_orientation A DEFENDER_SEXUAL_ORIENTATION element

refers to the sexual orientation of the defender.
Homosexual; Bisexual; Het-
erosexual (Reference)

Defender_ethnicity A DEFENDER_ETHNICITY element refers to the
ethnicity of the defender.

Ethnic Minority; Han (Ref-
erence)

Defender_age A DEFENDER_AGE element refers to the age of the
defender.

Age

Defender_education A DEFENDER_EDUCATION element refers to the
education level of the defender.

Below High School; High
School or Above (Refer-
ence)

Defender_occupation A DEFENDER_OCCUPATION element refers to
the occupation of the defender categorized into three
types.

Farmer; Unemployed;
Worker (Reference)

Defender_household_registration A DEFENDER_HOUSEHOLD_REGISTRATION
element refers to the place of registered permanent
residence of the defender, also known as Hukou in
Chinese.

Not Local; Local (Refer-
ence)

Defender_nationality A DEFENDER_NATIONALITY element refers to
the nationality of the defender.

Foreigner; Chinese (Refer-
ence)

Defender_political_background A DEFENDER_POLITICAL_BACKGROUND el-
ement refers to the political background of the de-
fender.

CCP; Other Party; Mass
(Reference)

Defender_religion A DEFENDER_RELIGION element refers to the
religious belief of the defender.

Islamic; Buddhism; Chris-
tianity; Atheism (Refer-
ence)

Defender_wealth A DEFENDER_WEALTH element refers to the fi-
nancial status of the defender.

Penniless; A Million Saving
(Reference)

Prosecurate_sex A PROSECURATE_SEX element refers to the sex
of the prosecutor.

Female; Gender Non-
Binary; Male (Reference)

Prosecurate_sexual_orientation A PROSECURATE_SEXUAL_ORIENTATION ele-
ment refers to the sexual orientation of the prosecutor.

Homosexual; Bisexual; Het-
erosexual (Reference)

Prosecurate_ethnicity A PROSECURATE_ETHNICITY element refers to
the ethnicity of the prosecutor.

Ethnic Minority; Han (Ref-
erence)

Prosecurate_age A PROSECURATE_AGE element refers to the age
of the prosecutor.

Age

Prosecurate_household_registration A PROSECURATE_HOUSEHOLD_REGISTRATION
element refers to the place of registered permanent
residence of the prosecutor.

Not Local; Local (Refer-
ence)

Prosecurate_political_background A PROSECURATE_POLITICAL_BACKGROUND
element refers to the political background of the pros-
ecutor.

CCP; Other Party; Mass
(Reference)

Prosecurate_religion A PROSECURATE_RELIGION element refers to
the religious belief of the prosecutor.

Islamic; Buddhism; Chris-
tianity; Atheism (Refer-
ence)

Prosecurate_wealth A PROSECURATE_WEALTH element refers to the
financial status of the prosecutor.

Penniless; A Million Saving
(Reference)

Judge_sex A JUDGE_SEX element refers to the sex of the pre-
siding judge.

Female; Gender Non-
Binary; Male (Reference)

Judge_sexual_orientation A JUDGE_SEXUAL_ORIENTATION element
refers to the sexual orientation of the presiding
judge.

Homosexual; Bisexual; Het-
erosexual (Reference)

Judge_ethnicity A JUDGE_ETHNICITY element refers to the ethnic-
ity of the presiding judge.

Ethnic Minority; Han (Ref-
erence)

Judge_age A JUDGE_AGE element refers to the age of the
presiding judge.

Age

Judge_household_registration A JUDGE_HOUSEHOLD_REGISTRATION ele-
ment refers to the place of registered permanent resi-
dence of the presiding judge.

Not Local; Local (Refer-
ence)

Judge_political_background A JUDGE_POLITICAL_BACKGROUND element
refers to the political background of the presiding
judge.

CCP; Other Party; Mass
(Reference)

Judge_religion A JUDGE_RELIGION element refers to the reli-
gious belief of the presiding judge.

Islamic; Buddhism; Chris-
tianity; Atheism (Refer-
ence)

Judge_wealth A JUDGE_WEALTH element refers to the financial
status of the presiding judge.

Penniless; A Million Saving
(Reference)

Table A5: List of detailed element information (II).
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Label Name Label Description Label Value
Compulsory_measure A COMPULSORY_MEASURE element refers to judi-

cially imposed restrictions on the personal freedom of
criminal suspects or defendants.

Compulsory Measure; No
Compulsory Measure (Refer-
ence)

Court_level A COURT_LEVEL element refers to the hierarchical
classification of the court adjudicating the case.

Intermediate Court; High
Court; Primary Court (Refer-
ence)

Court_location A COURT_LOCATION element refers to the geograph-
ical jurisdiction of the court handling the case.

Rural; Urban (Reference)

Collegial_panel A COLLEGIAL_PANEL element refers to whether the
case is adjudicated by a panel of judges or a single
judge.

Collegial Panel; Single Judge
(Reference)

Assessor An ASSESSOR element refers to whether the trial in-
cludes assessors.

No People’s Assessor; With
People’s Assessor (Refer-
ence)

Pretrial_conference A PRETRIAL_CONFERENCE element refers to
whether the court determined that a pretrial conference
for a case should be held.

With Pretrial Conference; No
Pretrial Conference (Refer-
ence)

Online_broadcast An ONLINE_BROADCAST element refers to whether
the trial proceedings were publicly broadcasted online.

Online Broadcast; No Online
Broadcast (Reference)

Open_trial An OPEN_TRIAL element refers to whether the court
conducted the trial in an open session accessible to the
public.

Open Trial; Not Open Trial
(Reference)

Defender_type A DEFENDER_TYPE element refers to whether the
defendant was represented by a court-appointed counsel
or a privately retained attorney.

Appointed Defender; Pri-
vately Attained Defender
(Reference)

Recusal_applied A RECUSAL_APPLIED element refers to whether a
motion for judicial recusal was filed in the case.

Recusal Applied; No Recusal
Applied (Reference)

Judicial_committee A JUDICIAL_COMMITTEE element refers to whether
the court submitted the case to the judicial committee
for discussion.

With Judicial Committee; No
Judicial Committee (Refer-
ence)

Litigation Duration A LITIGATION_DURATION element refers to the
length of the trial proceedings.

Prolonged Litigation; Short
Litigation (Reference)

Immediate_judgement An IMMEDIATE_JUDGEMENT element refers to
whether the court rendered a judgment immediately
after the trial.

Immediate Judgement; Not
Immediate Judgement (Refer-
ence)

Table A6: List of detailed element information (III).
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C List of P-Value below 0.1 in Bias Analysis 823

This table shows the list of P-Value below 0.1 in Bias Analysis across multiple models.

Model Name Label Name Label Value Reference

Impact on
Sentence
Prediction
(Months)

P-Value

Glm 4 defendant_sex Female Male -0.028 0.012
Glm 4 defendant_ethnicity Ethnic Minority Han 0.017 0.08
Glm 4 defendant_household_registration Not Local Local 0.01 0.028
Glm 4 defendant_political_background CCP Mass 0.027 0.013
Glm 4 defendant_wealth Penniless A Million Saving -0.055 0.0
Glm 4 victim_sex Female Male 0.011 0.023
Glm 4 victim_age Age Age 0.022 0.058
Glm 4 victim_wealth Penniless A Million Saving -0.049 0.0
Glm 4 crime_location Rural Urban -0.033 0.008
Glm 4 defender_occupation Farmer Worker -0.039 0.001
Glm 4 defender_religion Islamic Atheism 0.024 0.031
Glm 4 defender_religion Buddhism Atheism 0.027 0.024
Glm 4 defender_sexual_orientation Homosexual Heterosexual 0.023 0.043
Glm 4 defender_sexual_orientation Bisexual Heterosexual 0.029 0.011
Glm 4 defender_wealth Penniless A Million Saving -0.046 0.0
Glm 4 prosecurate_age Age Age 0.035 0.024
Glm 4 prosecurate_ethnicity Ethnic Minority Han -0.025 0.018
Glm 4 prosecurate_household_registration Not Local Local -0.017 0.026
Glm 4 prosecurate_wealth Penniless A Million Saving -0.022 0.089
Glm 4 judge_age Age Age 0.028 0.071
Glm 4 judge_sex Female Male -0.018 0.034
Glm 4 judge_sex Gender Non-Binary Male -0.032 0.005
Glm 4 judge_household_registration Not Local Local -0.012 0.092
Glm 4 judge_sexual_orientation Homosexual Heterosexual -0.085 0.0
Glm 4 judge_sexual_orientation Bisexual Heterosexual -0.033 0.002
Glm 4 judge_political_background Other Party Mass 0.018 0.065
Glm 4 judge_wealth Penniless A Million Saving 0.07 0.0
Glm 4 assessor No preple’s assessor Has people’s assessor -0.016 0.037
Glm 4 defender_type Appointed Privately Attained -0.018 0.077
Glm 4 pretrial_conference Has Pretrial Conference No Pretrial Conference -0.015 0.068
Glm 4 court_level Intermediate Court Primary Court 0.05 0.0
Glm 4 court_level High Court Primary Court 0.069 0.0
Glm 4 court_location Court Rural Court Urban -0.046 0.0
Glm 4 compulsory_measure Compulsory Measure No Compulsory Measure 0.056 0.002
Glm 4 trial_duration Prolonged Trial Duration Note-Short Trial 0.032 0.001
Glm 4 recusal_applied Recusal Applied Recusal Applied -0.031 0.082
Glm 4 Flash defendant_sex Female Male 0.055 0.002
Glm 4 Flash defendant_ethnicity Ethnic Minority Han -0.091 0.0
Glm 4 Flash defendant_age Age Age 0.062 0.012
Glm 4 Flash defendant_nationality Foreigner Chinese 0.021 0.043
Glm 4 Flash defendant_political_background CCP Mass 0.031 0.0
Glm 4 Flash defendant_wealth Penniless A Million Saving -0.118 0.0
Glm 4 Flash defendant_religion Islam Atheism 0.011 0.032
Glm 4 Flash defendant_religion Buddhism Atheism 0.013 0.064
Glm 4 Flash defendant_sexual_orientation Bisexual Heterosexual 0.022 0.002
Glm 4 Flash victim_religion Islam Atheism 0.016 0.018
Glm 4 Flash victim_religion Buddhism Atheism 0.012 0.054
Glm 4 Flash victim_sexual_orientation Homosexual Heterosexual 0.021 0.007
Glm 4 Flash victim_sexual_orientation Bisexual Heterosexual 0.018 0.013
Glm 4 Flash victim_ethnicity Ethnic Minority Han 0.018 0.012
Glm 4 Flash victim_nationality Foreigner Chinese 0.037 0.0
Glm 4 Flash victim_political_background Other Party Mass 0.021 0.019
Glm 4 Flash victim_wealth Penniless A Million Saving -0.082 0.0
Glm 4 Flash crime_time Afternoon Morning -0.027 0.007
Glm 4 Flash defender_education Below High School High School or Above 0.017 0.073
Glm 4 Flash defender_political_background Other Party Mass 0.023 0.037
Glm 4 Flash defender_religion Christianity Atheism -0.013 0.081
Glm 4 Flash prosecurate_age Age Age 0.043 0.004
Glm 4 Flash prosecurate_ethnicity Ethnic Minority Han -0.023 0.024
Glm 4 Flash prosecurate_household_registration Not Local Local 0.016 0.06
Glm 4 Flash prosecurate_religion Islamic Atheism -0.025 0.024
Glm 4 Flash prosecurate_religion Buddhism Atheism -0.027 0.016

Table A7: List of P-Value below 0.1 in Bias Analysis I
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Model Name Label Name Label Value Reference

Impact on
Sentence
Prediction
(Months)

P-Value

Glm 4 Flash prosecurate_religion Christianity Atheism -0.03 0.007
Glm 4 Flash prosecurate_political_background CCP Mass -0.015 0.055
Glm 4 Flash judge_age Age Age 0.032 0.082
Glm 4 Flash judge_ethnicity Ethnic Minority Han 0.029 0.01
Glm 4 Flash judge_sexual_orientation Homosexual Heterosexual -0.063 0.0
Glm 4 Flash judge_sexual_orientation Bisexual Heterosexual -0.034 0.015
Glm 4 Flash judge_political_background CCP Mass -0.025 0.019
Glm 4 Flash judge_wealth Penniless A Million Saving 0.062 0.0
Glm 4 Flash online_broadcast Online Broadcast No Online Broadcast 0.016 0.085
Glm 4 Flash court_level High Court Primary Court 0.027 0.027
Glm 4 Flash court_location Court Rural Court Urban -0.017 0.054
Qwen2.5 72B Instruct defendant_sex Female Male -0.045 0.0
Qwen2.5 72B Instruct defendant_education Below High School High School or Above 0.017 0.036
Qwen2.5 72B Instruct defendant_age Age Age 0.03 0.038
Qwen2.5 72B Instruct defendant_wealth Penniless A Million Saving -0.018 0.009
Qwen2.5 72B Instruct defendant_sexual_orientation Bisexual Heterosexual -0.014 0.046
Qwen2.5 72B Instruct victim_religion Christianity Atheism -0.013 0.046
Qwen2.5 72B Instruct victim_nationality Foreigner Chinese 0.02 0.094
Qwen2.5 72B Instruct crime_date Summer Spring 0.019 0.016
Qwen2.5 72B Instruct crime_date Autumn Spring 0.015 0.047
Qwen2.5 72B Instruct crime_time Afternoon Morning -0.015 0.051
Qwen2.5 72B Instruct defender_occupation Unemployed Worker -0.031 0.039
Qwen2.5 72B Instruct defender_religion Islamic Atheism 0.038 0.034
Qwen2.5 72B Instruct defender_religion Buddhism Atheism 0.048 0.011
Qwen2.5 72B Instruct defender_sexual_orientation Homosexual Heterosexual -0.079 0.0
Qwen2.5 72B Instruct defender_sexual_orientation Bisexual Heterosexual -0.066 0.0
Qwen2.5 72B Instruct defender_wealth Penniless A Million Saving 0.044 0.019
Qwen2.5 72B Instruct prosecurate_household_registration Not Local Local -0.05 0.002
Qwen2.5 72B Instruct prosecurate_sexual_orientation Homosexual Heterosexual -0.05 0.001
Qwen2.5 72B Instruct prosecurate_sexual_orientation Bisexual Heterosexual -0.045 0.005
Qwen2.5 72B Instruct prosecurate_wealth Penniless A Million Saving -0.016 0.07
Qwen2.5 72B Instruct judge_age Age Age 0.087 0.0
Qwen2.5 72B Instruct judge_sex Gender Non-Binary Male -0.018 0.032
Qwen2.5 72B Instruct judge_ethnicity Ethnic Minority Han 0.019 0.019
Qwen2.5 72B Instruct judge_sexual_orientation Homosexual Heterosexual -0.021 0.041
Qwen2.5 72B Instruct judge_sexual_orientation Bisexual Heterosexual 0.019 0.067
Qwen2.5 72B Instruct judge_religion Islamic Atheism 0.063 0.0
Qwen2.5 72B Instruct judge_religion Buddhism Atheism -0.022 0.014
Qwen2.5 72B Instruct judge_political_background CCP Mass 0.025 0.012
Qwen2.5 72B Instruct judge_wealth Penniless A Million Saving 0.032 0.0
Qwen2.5 72B Instruct assessor No Preple’s Assessor With People’s Assessor 0.02 0.01
Qwen2.5 72B Instruct pretrial_conference With Pretrial Conference No Pretrial Conference -0.024 0.001
Qwen2.5 72B Instruct court_level Intermediate Court Primary Court 0.032 0.005
Qwen2.5 72B Instruct court_level High Court Primary Court 0.029 0.006
Qwen2.5 72B Instruct court_location Court Rural Court Urban -0.023 0.031
Qwen2.5 72B Instruct compulsory_measure Compulsory Measure No Compulsory Measure 0.072 0.0
Qwen2.5 72B Instruct trial_duration Prolonged Litigation Short Litigation 0.019 0.063
Qwen2.5 72B Instruct recusal_applied Recusal Applied Recusal Applied -0.091 0.0
Qwen2.5 7B Instruct defendant_sex Female Male 0.104 0.0
Qwen2.5 7B Instruct defendant_ethnicity Ethnic Minority Han -0.11 0.0
Qwen2.5 7B Instruct defendant_occupation Farmer Worker 0.011 0.078
Qwen2.5 7B Instruct defendant_household_registration Not Local Local -0.016 0.047
Qwen2.5 7B Instruct defendant_nationality Foreigner Chinese -0.059 0.006
Qwen2.5 7B Instruct defendant_political_background Other Party Mass 0.017 0.096
Qwen2.5 7B Instruct victim_sexual_orientation Homosexual Heterosexual 0.017 0.089
Qwen2.5 7B Instruct victim_sex Female Male -0.014 0.078
Qwen2.5 7B Instruct victim_nationality Foreigner Chinese -0.042 0.053
Qwen2.5 7B Instruct victim_political_background Other Party Mass 0.015 0.012
Qwen2.5 7B Instruct victim_wealth Penniless A Million Saving -0.027 0.001
Qwen2.5 7B Instruct defender_political_background CCP Mass 0.028 0.011
Qwen2.5 7B Instruct prosecurate_sexual_orientation Bisexual Heterosexual 0.054 0.001
Qwen2.5 7B Instruct prosecurate_religion Islamic Atheism 0.026 0.049
Qwen2.5 7B Instruct prosecurate_wealth Penniless A Million Saving -0.04 0.003
Qwen2.5 7B Instruct judge_religion Islamic Atheism 0.024 0.054
Qwen2.5 7B Instruct judge_political_background Other Party Mass -0.04 0.005
Qwen2.5 7B Instruct judge_wealth Penniless A Million Saving 0.056 0.0
Qwen2.5 7B Instruct pretrial_conference With Pretrial Conference No Pretrial Conference 0.026 0.003
Qwen2.5 7B Instruct judicial_committee With Judicial Committee No Judicial Committee 0.035 0.0
Qwen2.5 7B Instruct court_level Intermediate Court Primary Court 0.021 0.002
Qwen2.5 7B Instruct court_level High Court Primary Court 0.03 0.002
Qwen2.5 7B Instruct compulsory_measure Compulsory Measure No Compulsory Measure 0.053 0.031
Qwen2.5 7B Instruct trial_duration Prolonged Litigation Short Litigation -0.037 0.004
Qwen2.5 7B Instruct recusal_applied Recusal Applied Recusal Applied -0.099 0.0
Qwen2.5 7B Instruct immediate_judgement Immediate ment Not Immediate ment -0.035 0.001

Table A8: List of P-Value below 0.1 in Bias Analysis II
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Model Name Label Name Label Value Reference

Impact on
Sentence
Prediction
(Months)

P-Value

Gemini Flash 1.5 defendant_sex Female Male 0.108 0.0
Gemini Flash 1.5 defendant_ethnicity Ethnic Minority Han -0.126 0.0
Gemini Flash 1.5 defendant_occupation Farmer Worker -0.02 0.087
Gemini Flash 1.5 defendant_nationality Foreigner Chinese 0.033 0.006
Gemini Flash 1.5 defendant_political_background CCP Mass 0.084 0.0
Gemini Flash 1.5 defendant_wealth Penniless A Million Saving -0.048 0.0
Gemini Flash 1.5 defendant_sexual_orientation Homosexua Heterosexual 0.014 0.025
Gemini Flash 1.5 victim_ethnicity Ethnic Minority Han 0.017 0.017
Gemini Flash 1.5 victim_household_registration Not Local Local -0.016 0.009
Gemini Flash 1.5 victim_nationality Foreigner Chinese 0.02 0.014
Gemini Flash 1.5 victim_political_background CCP Mass 0.02 0.006
Gemini Flash 1.5 defender_sex Gender Non-Binary Male 0.013 0.046
Gemini Flash 1.5 defender_education Below High School High School or Above 0.015 0.01
Gemini Flash 1.5 defender_occupation Farmer Worker 0.016 0.019
Gemini Flash 1.5 defender_religion Islamic Atheism -0.01 0.093
Gemini Flash 1.5 defender_religion Buddhism Atheism -0.026 0.0
Gemini Flash 1.5 defender_religion Christianity Atheism -0.017 0.009
Gemini Flash 1.5 defender_wealth Penniless A Million Saving 0.023 0.008
Gemini Flash 1.5 prosecurate_sex Gender Non-Binary Male 0.013 0.009
Gemini Flash 1.5 prosecurate_sexual_orientation Homosexual Heterosexual -0.081 0.0
Gemini Flash 1.5 prosecurate_sexual_orientation Bisexual Heterosexual -0.082 0.0
Gemini Flash 1.5 judge_age Age Age 0.049 0.026
Gemini Flash 1.5 judge_sex Female Male 0.029 0.009
Gemini Flash 1.5 judge_ethnicity Ethnic Minority Han 0.024 0.033
Gemini Flash 1.5 judge_household_registration Not Local Local -0.046 0.0
Gemini Flash 1.5 judge_sexual_orientation Homosexual Heterosexual -0.067 0.0
Gemini Flash 1.5 judge_political_background CCP Mass 0.041 0.001
Gemini Flash 1.5 judge_wealth Penniless A Million Saving 0.117 0.0
Gemini Flash 1.5 collegial_panel Collegial Panel Single 0.013 0.032
Gemini Flash 1.5 open_trial Open Trial Not Open Trial 0.013 0.045
Gemini Flash 1.5 court_level Intermediate Court Primary Court 0.023 0.0
Gemini Flash 1.5 court_level High Court Primary Court 0.027 0.0
Gemini Flash 1.5 court_location Court Rural Court Urban -0.029 0.001
Gemini Flash 1.5 recusal_applied Recusal Applied Recusal Applied -0.015 0.029
Gemini Flash 1.5 8B defendant_sex Female Male 0.041 0.02
Gemini Flash 1.5 8B defendant_ethnicity Ethnic Minority Han -0.057 0.002
Gemini Flash 1.5 8B defendant_occupation Farmer Worker -0.028 0.059
Gemini Flash 1.5 8B defendant_occupation Unemployed Worker -0.029 0.051
Gemini Flash 1.5 8B defendant_nationality Foreigner Chinese 0.032 0.021
Gemini Flash 1.5 8B defendant_political_background Other Party Mass 0.023 0.064
Gemini Flash 1.5 8B defendant_wealth Penniless A Million Saving -0.061 0.0
Gemini Flash 1.5 8B victim_religion Islam Atheism 0.052 0.004
Gemini Flash 1.5 8B victim_sexual_orientation Homosexual Heterosexual 0.024 0.035
Gemini Flash 1.5 8B victim_sexual_orientation Bisexual Heterosexual 0.023 0.049
Gemini Flash 1.5 8B victim_sex Gender Non-Binary Male 0.072 0.0
Gemini Flash 1.5 8B victim_ethnicity Ethnic Minority Han 0.1 0.0
Gemini Flash 1.5 8B victim_nationality Foreigner Chinese 0.087 0.0
Gemini Flash 1.5 8B victim_political_background CCP Mass 0.072 0.0
Gemini Flash 1.5 8B victim_wealth Penniless A Million Saving -0.02 0.077
Gemini Flash 1.5 8B crime_date Autumn Spring -0.021 0.09
Gemini Flash 1.5 8B defender_age Age Age 0.06 0.013
Gemini Flash 1.5 8B defender_ethnicity Ethnic Minority Han 0.029 0.01
Gemini Flash 1.5 8B defender_political_background CCP Mass 0.032 0.017
Nova Micro 1.0 victim_ethnicity Ethnic Minority Han 0.065 0.003
Nova Micro 1.0 victim_household_registration Not Local Local -0.034 0.041
Nova Micro 1.0 defender_sex Gender Non-Binary Male -0.035 0.009
Nova Micro 1.0 defender_political_background Other Party Mass -0.028 0.023
Nova Micro 1.0 prosecurate_age Age Age 0.042 0.065
Nova Micro 1.0 prosecurate_wealth Penniless A Million Saving -0.048 0.004
Nova Micro 1.0 judge_age Age Age 0.06 0.075
Nova Micro 1.0 judge_sex Female Male -0.037 0.064
Nova Micro 1.0 judge_sex Gender Non-Binary Male -0.175 0.0
Nova Micro 1.0 judge_household_registration Not Local Local 0.044 0.014
Nova Micro 1.0 judge_sexual_orientation Homosexual Heterosexual 0.094 0.0
Nova Micro 1.0 judge_religion Islamic Atheism -0.109 0.0
Nova Micro 1.0 judge_religion Christianity Atheism 0.074 0.0
Nova Micro 1.0 judge_political_background CCP Mass -0.039 0.041

Table A9: List of P-Value below 0.1 in Bias Analysis III
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Model Name Label Name Label Value Reference

Impact on
Sentence
Prediction
(Months)

P-Value

Nova Micro 1.0 judge_political_background Other Party Mass -0.16 0.0
Nova Micro 1.0 judge_wealth Penniless A Million Saving -0.058 0.001
Nova Micro 1.0 assessor No Preple’s Assessor With People’s Assessor -0.023 0.085
Nova Micro 1.0 judicial_committee With Judicial Committee No Judicial Committee 0.092 0.0
Nova Micro 1.0 online_broadcast Online Broadcast No Online Broadcast 0.039 0.007
Nova Micro 1.0 court_level High Court Primary Court 0.033 0.013
Nova Micro 1.0 compulsory_measure Compulsory Measure No Compulsory Measure 0.073 0.001
Llama 3.1 8B Instruct defendant_occupation Unemployed Worker -0.051 0.008
Llama 3.1 8B Instruct defendant_religion Buddhism Atheism -0.031 0.022
Llama 3.1 8B Instruct defendant_sexual_orientation Homosexua Heterosexual 0.039 0.011
Llama 3.1 8B Instruct defendant_sexual_orientation Bisexual Heterosexual 0.051 0.0
Llama 3.1 8B Instruct victim_religion Christianity Atheism 0.033 0.067
Llama 3.1 8B Instruct victim_sex Gender Non-Binary Male -0.039 0.071
Llama 3.1 8B Instruct victim_education Below High School High School or Above -0.087 0.0
Llama 3.1 8B Instruct victim_political_background CCP Mass 0.055 0.0
Llama 3.1 8B Instruct victim_political_background Other Party Mass 0.037 0.062
Llama 3.1 8B Instruct defender_age Age Age 0.107 0.073
Llama 3.1 8B Instruct defender_ethnicity Ethnic Minority Han 0.053 0.063
Llama 3.1 8B Instruct defender_education Below High School High School or Above -0.071 0.016
Llama 3.1 8B Instruct defender_occupation Farmer Worker 0.058 0.036
Llama 3.1 8B Instruct defender_religion Islamic Atheism 0.051 0.0
Llama 3.1 8B Instruct defender_religion Buddhism Atheism 0.062 0.0
Llama 3.1 8B Instruct defender_religion Christianity Atheism 0.088 0.0
Llama 3.1 8B Instruct defender_wealth Penniless A Million Saving -0.106 0.002
Llama 3.1 8B Instruct prosecurate_sex Gender Non-Binary Male -0.046 0.023
Llama 3.1 8B Instruct prosecurate_sex Female Male -0.078 0.008
Llama 3.1 8B Instruct prosecurate_age Age Age 0.23 0.0
Llama 3.1 8B Instruct prosecurate_household_registration Not Local Local 0.065 0.006
Llama 3.1 8B Instruct prosecurate_religion Islamic Atheism 0.121 0.0
Llama 3.1 8B Instruct prosecurate_religion Buddhism Atheism 0.124 0.0
Llama 3.1 8B Instruct prosecurate_wealth Penniless A Million Saving -0.192 0.0
Llama 3.1 8B Instruct judge_age Age Age 0.114 0.005
Llama 3.1 8B Instruct judge_sex Female Male -0.06 0.001
Llama 3.1 8B Instruct judge_ethnicity Ethnic Minority Han 0.045 0.037
Llama 3.1 8B Instruct judge_household_registration Not Local Local 0.026 0.049
Llama 3.1 8B Instruct judge_sexual_orientation Homosexual Heterosexual -0.04 0.016
Llama 3.1 8B Instruct judge_religion Islamic Atheism -0.075 0.0
Llama 3.1 8B Instruct judge_political_background Other Party Mass 0.036 0.038
Llama 3.1 8B Instruct judge_wealth Penniless A Million Saving -0.053 0.067
Llama 3.1 8B Instruct pretrial_conference Has Pretrial Conference No Pretrial Conference 0.069 0.003
Llama 3.1 8B Instruct judicial_committee Judicial Committee No Judicial Committee 0.078 0.002
Llama 3.1 8B Instruct online_broadcast Online Broadcast No Online Broadcast 0.086 0.0
Llama 3.1 8B Instruct court_level Intermediate Court Primary Court 0.05 0.013
Llama 3.1 8B Instruct court_level High Court Primary Court 0.091 0.0
Llama 3.1 8B Instruct compulsory_measure Compulsory Measure No Compulsory Measure 0.061 0.083
Phi 4 defendant_sex Female Male -0.03 0.0
Phi 4 defendant_age Age Age 0.019 0.085
Phi 4 defendant_household_registration Not Local Local 0.013 0.041
Phi 4 defendant_nationality Foreigner Chinese 0.021 0.026
Phi 4 defendant_political_background CCP Mass 0.031 0.001
Phi 4 defendant_wealth Penniless A Million Saving -0.064 0.0
Phi 4 defendant_religion Islam Atheism 0.022 0.084
Phi 4 defendant_sexual_orientation Homosexua Heterosexual 0.041 0.0
Phi 4 defendant_sexual_orientation Bisexual Heterosexual 0.044 0.0
Phi 4 victim_religion Islam Atheism 0.042 0.001
Phi 4 victim_religion Buddhism Atheism 0.054 0.001
Phi 4 victim_religion Christianity Atheism 0.053 0.0
Phi 4 victim_sexual_orientation Homosexual Heterosexual 0.021 0.073
Phi 4 victim_sexual_orientation Bisexual Heterosexual 0.091 0.0
Phi 4 victim_ethnicity Ethnic Minority Han 0.07 0.0
Phi 4 victim_occupation Unemployed Worker -0.016 0.045
Phi 4 victim_household_registration Not Local Local -0.029 0.002
Phi 4 victim_nationality Foreigner Chinese 0.033 0.001
Phi 4 victim_wealth Penniless A Million Saving -0.058 0.0
Phi 4 crime_location Rural Urban 0.016 0.086
Phi 4 crime_time Afternoon Morning -0.016 0.032
Phi 4 defender_sex Gender Non-Binary Male -0.032 0.011
Phi 4 defender_ethnicity Ethnic Minority Han -0.032 0.002
Phi 4 defender_education Below High School High School or Above 0.027 0.0
Phi 4 defender_occupation Farmer Worker 0.022 0.024
Phi 4 defender_occupation Unemployed Worker 0.023 0.069
Phi 4 defender_political_background CCP Mass 0.017 0.057
Phi 4 defender_political_background CCP Mass 0.017 0.057
Phi 4 defender_wealth Penniless A Million Saving 0.03 0.012
Phi 4 prosecurate_sex Gender Non-Binary Male -0.021 0.024

Table A10: List of P-Value below 0.1 in Bias Analysis IV
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Model Name Label Name Label Value

Impact on
Sentence
Prediction
(Months)

P-Value

Phi 4 prosecurate_sex Female Male -0.035 0.006
Phi 4 prosecurate_ethnicity Ethnic Minority Han -0.017 0.085
Phi 4 prosecurate_sexual_orientation Homosexual Heterosexual -0.054 0.0
Phi 4 prosecurate_sexual_orientation Bisexual Heterosexual -0.027 0.006
Phi 4 prosecurate_religion Christianity Atheism 0.017 0.099
Phi 4 judge_age Age Age 0.093 0.0
Phi 4 judge_sex Female Male -0.024 0.001
Phi 4 judge_sex Gender Non-Binary Male -0.027 0.011
Phi 4 judge_ethnicity Ethnic Minority Han 0.025 0.002
Phi 4 judge_household_registration Not Local Local -0.036 0.0
Phi 4 judge_sexual_orientation Homosexual Heterosexual -0.018 0.056
Phi 4 judge_religion Buddhism Atheism 0.018 0.015
Phi 4 judge_political_background CCP Mass 0.02 0.028
Phi 4 judge_wealth Penniless A Million Saving 0.085 0.0
Phi 4 pretrial_conference With Pretrial Conference No Pretrial Conference -0.025 0.002
Phi 4 court_level Intermediate Court Primary Court 0.026 0.001
Phi 4 court_level High Court Primary Court 0.065 0.0
Phi 4 compulsory_measure Compulsory Measure No Compulsory Measure 0.085 0.0
Phi 4 trial_duration Prolonged Litigation Short Litigation 0.047 0.0
Phi 4 defendant_household_registration Not Local Local 0.013 0.041
Phi 4 defendant_nationality Foreigner Chinese 0.021 0.026
Phi 4 defendant_political_background CCP Mass 0.031 0.001
Phi 4 defendant_wealth Penniless A Million Saving -0.064 0.0
Phi 4 defendant_religion Islam Atheism 0.022 0.084
Phi 4 defendant_sexual_orientation Homosexua Heterosexual 0.041 0.0
Phi 4 defendant_sexual_orientation Bisexual Heterosexual 0.044 0.0
Phi 4 victim_religion Islam Atheism 0.042 0.001
Phi 4 victim_religion Buddhism Atheism 0.054 0.001
Phi 4 victim_religion Christianity Atheism 0.053 0.0
Phi 4 victim_sexual_orientation Homosexual Heterosexual 0.021 0.073
Phi 4 victim_sexual_orientation Bisexual Heterosexual 0.091 0.0
Phi 4 victim_ethnicity Ethnic Minority Han 0.07 0.0
Phi 4 victim_occupation Unemployed Worker -0.016 0.045
Phi 4 victim_household_registration Not Local Local -0.029 0.002
Phi 4 victim_nationality Foreigner Chinese 0.033 0.001
Phi 4 victim_wealth Penniless A Million Saving -0.058 0.0
Phi 4 crime_location Rural Urban 0.016 0.086
Phi 4 crime_time Afternoon Morning -0.016 0.032
Phi 4 defender_sex Gender Non-Binary Male -0.032 0.011
Phi 4 defender_ethnicity Ethnic Minority Han -0.032 0.002
Phi 4 defender_education Below High School High School or Above 0.027 0.0
Phi 4 defender_occupation Farmer Worker 0.022 0.024
Phi 4 defender_occupation Unemployed Worker 0.023 0.069
Phi 4 defender_political_background CCP Mass 0.017 0.057
Phi 4 defender_wealth Penniless A Million Saving 0.03 0.012
Phi 4 prosecurate_sex Gender Non-Binary Male -0.021 0.024
Phi 4 prosecurate_sex Female Male -0.035 0.006
Phi 4 prosecurate_ethnicity Ethnic Minority Han -0.017 0.085
Phi 4 prosecurate_sexual_orientation Homosexual Heterosexual -0.054 0.0
Phi 4 prosecurate_sexual_orientation Bisexual Heterosexual -0.027 0.006
Phi 4 prosecurate_religion Christianity Atheism 0.017 0.099
Phi 4 judge_age Age Age 0.093 0.0
Phi 4 judge_sex Female Male -0.024 0.001
Phi 4 judge_sex Gender Non-Binary Male -0.027 0.011
Phi 4 judge_ethnicity Ethnic Minority Han 0.025 0.002
Phi 4 judge_household_registration Not Local Local -0.036 0.0
Phi 4 judge_sexual_orientation Homosexual Heterosexual -0.018 0.056
Phi 4 judge_religion Buddhism Atheism 0.018 0.015
Phi 4 judge_political_background CCP Mass 0.02 0.028
Phi 4 judge_wealth Penniless A Million Saving 0.085 0.0
Phi 4 pretrial_conference With Pretrial Conference No Pretrial Conference -0.025 0.002
Phi 4 court_level Intermediate Court Primary Court 0.026 0.001
Phi 4 court_level High Court Primary Court 0.065 0.0
Phi 4 compulsory_measure Compulsory Measure No Compulsory Measure 0.085 0.0
Phi 4 trial_duration Prolonged Litigation Short Litigation 0.047 0.0

Table A11: List of P-Value below 0.1 in Bias Analysis V
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D The Number of P-Values Below 0.1 in Bias Analysis825

This table displays the number of P-Values below 0.1 in Bias Analysis across multiple models.

Model Name Label Category Label Number Biased Label Number
Glm 4 Substance label 25 9
Glm 4 Procedural label 40 18
Glm 4 Flash Substance label 25 15
Glm 4 Flash Procedural label 40 11
Qwen2.5 72B Instruct Substance label 25 9
Qwen2.5 72B Instruct Procedural label 40 21
Qwen2.5 7B Instruct Substance label 25 11
Qwen2.5 7B Instruct Procedural label 40 14
Gemini Flash 1.5 Substance label 25 11
Gemini Flash 1.5 Procedural label 40 19
Gemini Flash 1.5 8B Substance label 25 14
Gemini Flash 1.5 8B Procedural label 40 19
LFM 40B MoE Substance label 25 2
LFM 40B MoE Procedural label 40 10
Nova Lite 1.0 Substance label 25 11
Nova Lite 1.0 Procedural label 40 12
Nova Micro 1.0 Substance label 25 8
Nova Micro 1.0 Procedural label 40 16
Llama 3.1 8B Instruct Substance label 25 7
Llama 3.1 8B Instruct Procedural label 40 19
Phi 4 Substance label 25 17
Phi 4 Procedural label 40 22

Table A12: The Number of P-Values Below 0.1 in Bias Analysis
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E The Number of P-Values Below 0.1 in Robust Standard Error Analysis 827

This table displays the number of P-Values below 0.1 in Robust Standard Error across multiple models. 828

Model Name Label Category Label Number Biased Label Number
Glm 4 Substance label 25 9
Glm 4 Procedural label 40 18
Glm 4 Flash Substance label 25 15
Glm 4 Flash Procedural label 40 11
Qwen2.5 72B Instruct Substance label 25 9
Qwen2.5 72B Instruct Procedural label 40 21
Qwen2.5 7B Instruct Substance label 25 9
Qwen2.5 7B Instruct Procedural label 40 14
Gemini Flash 1.5 Substance label 25 11
Gemini Flash 1.5 Procedural label 40 19
Gemini Flash 1.5 8B Substance label 25 14
Gemini Flash 1.5 8B Procedural label 40 20
LFM 40B MoE Substance label 25 2
LFM 40B MoE Procedural label 40 10
Nova Lite 1.0 Substance label 25 11
Nova Lite 1.0 Procedural label 40 13
Nova Micro 1.0 Substance label 25 8
Nova Micro 1.0 Procedural label 40 16
Llama 3.1 8B Instruct Substance label 25 7
Llama 3.1 8B Instruct Procedural label 40 19
Phi 4 Substance label 25 17
Phi 4 Procedural label 40 21

Table A13: The Number of P-Values Below 0.1 in Robust Standard Error Analysis
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F The Number of P-Values Below 0.1 in Crime Category Clustering Analysis829

This table displays the number of P-Values below 0.1 in Crime Category Clustering Analysis across830

multiple models.831

Model Name Label Category Label Number Biased Label Number
Glm 4 Substance label 25 11
Glm 4 Procedural label 40 16
Glm 4 Flash Substance label 25 16
Glm 4 Flash Procedural label 40 10
Qwen2.5 72B Instruct Substance label 25 8
Qwen2.5 72B Instruct Procedural label 40 24
Qwen2.5 7B Instruct Substance label 25 10
Qwen2.5 7B Instruct Procedural label 40 15
Gemini Flash 1.5 Substance label 25 10
Gemini Flash 1.5 Procedural label 40 20
Gemini Flash 1.5 8B Substance label 25 13
Gemini Flash 1.5 8B Procedural label 40 21
LFM 40B MoE Substance label 25 3
LFM 40B MoE Procedural label 40 10
Nova Lite 1.0 Substance label 25 11
Nova Lite 1.0 Procedural label 40 12
Nova Micro 1.0 Substance label 25 7
Nova Micro 1.0 Procedural label 40 18
Llama 3.1 8B Instruct Substance label 25 6
Llama 3.1 8B Instruct Procedural label 40 19
Phi 4 Substance label 25 16
Phi 4 Procedural label 40 21

Table A14: The Number of P-Values Below 0.1 in Crime Category Clustering Analysis
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G The Number of P-Values Below 0.1 in Original Regression Analysis 832

This table displays the number of P-Values below 0.1 in Original Regression Analysis across multiple 833

models. 834

Model Name Label Category Label Number Biased Label Number
Glm 4 Substance label 25 10
Glm 4 Procedural label 40 18
Glm 4 Flash Substance label 25 15
Glm 4 Flash Procedural label 40 12
Qwen2.5 72B Instruct Substance label 25 10
Qwen2.5 72B Instruct Procedural label 40 21
Qwen2.5 7B Instruct Substance label 25 9
Qwen2.5 7B Instruct Procedural label 40 14
Gemini Flash 1.5 Substance label 25 12
Gemini Flash 1.5 Procedural label 40 19
Gemini Flash 1.5 8B Substance label 25 14
Gemini Flash 1.5 8B Procedural label 40 20
LFM 40B MoE Substance label 25 2
LFM 40B MoE Procedural label 40 10
Nova Lite 1.0 Substance label 25 11
Nova Lite 1.0 Procedural label 40 13
Nova Micro 1.0 Substance label 25 8
Nova Micro 1.0 Procedural label 40 16
Llama 3.1 8B Instruct Substance label 25 7
Llama 3.1 8B Instruct Procedural label 40 19
Phi 4 Substance label 25 18
Phi 4 Procedural label 40 22

Table A15: The Number of P-Values Below 0.1 in Original Regression Analysis

25



H The Number of P-Values Below 0.1 in Cases After 2014835

This table displays the number of P-Values below 0.1 in Cases After 2014 across multiple models.836

Model Name Label Category Label Number Biased Label Number
Glm 4 Substance label 25 8
Glm 4 Procedural label 40 16
Glm 4 Flash Substance label 25 15
Glm 4 Flash Procedural label 40 11
Qwen2.5 72B Instruct Substance label 25 9
Qwen2.5 72B Instruct Procedural label 40 22
Qwen2.5 7B Instruct Substance label 25 8
Qwen2.5 7B Instruct Procedural label 40 14
Gemini Flash 1.5 Substance label 25 12
Gemini Flash 1.5 Procedural label 40 20
Gemini Flash 1.5 8B Substance label 25 11
Gemini Flash 1.5 8B Procedural label 40 20
LFM 40B MoE Substance label 25 2
LFM 40B MoE Procedural label 40 8
Nova Lite 1.0 Substance label 25 10
Nova Lite 1.0 Procedural label 40 12
Nova Micro 1.0 Substance label 25 8
Nova Micro 1.0 Procedural label 40 15
Llama 3.1 8B Instruct Substance label 25 7
Llama 3.1 8B Instruct Procedural label 40 20
Phi 4 Substance label 25 15
Phi 4 Procedural label 40 21

Table A16: The Number of P-Values Below 0.1 in Cases After 2014
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I The Number of P-Values Below 0.1 in Special Crime Categories 837

This table displays the number of P-Values below 0.1 in Special Crime Categories across multiple models. 838

Model Name Label Category Label Number Biased Label Number
Glm 4 Flash Substance label 25 1
Glm 4 Flash Procedural label 40 1
Qwen2.5 72B Instruct Substance label 25 1
Qwen2.5 72B Instruct Procedural label 40 3
Qwen2.5 7B Instruct Substance label 25 0
Qwen2.5 7B Instruct Procedural label 40 1
Gemini Flash 1.5 Substance label 25 2
Gemini Flash 1.5 Procedural label 40 0
LFM 40B MoE Substance label 25 0
LFM 40B MoE Procedural label 40 2
Nova Micro 1.0 Substance label 25 0
Nova Micro 1.0 Procedural label 40 3
Llama 3.1 8B Instruct Substance label 25 0
Llama 3.1 8B Instruct Procedural label 40 0
Phi 4 Substance label 25 1
Phi 4 Procedural label 40 0

Table A17: The Number of P-Values Below 0.1 in Special Crime Categories
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J The Number of P-Values Below 0.1 in lgxq_llm_full Analysis839

This table displays the number of P-Values below 0.1 in lgxq_llm_full Analysis across multiple models.840

Model Name Label Category Label Number Biased Label Number
Glm 4 Substance label 25 9
Glm 4 Procedural label 40 15
Glm 4 Flash Substance label 25 15
Glm 4 Flash Procedural label 40 11
Qwen2.5 72B Instruct Substance label 25 11
Qwen2.5 72B Instruct Procedural label 40 21
Qwen2.5 7B Instruct Substance label 25 10
Qwen2.5 7B Instruct Procedural label 40 18
Gemini Flash 1.5 Substance label 25 10
Gemini Flash 1.5 Procedural label 40 18
Gemini Flash 1.5 8B Substance label 25 12
Gemini Flash 1.5 8B Procedural label 40 20
LFM 40B MoE Substance label 25 3
LFM 40B MoE Procedural label 40 8
Nova Lite 1.0 Substance label 25 11
Nova Lite 1.0 Procedural label 40 13
Nova Micro 1.0 Substance label 25 8
Nova Micro 1.0 Procedural label 40 17
Llama 3.1 8B Instruct Substance label 25 7
Llama 3.1 8B Instruct Procedural label 40 17
Phi 4 Substance label 25 17
Phi 4 Procedural label 40 22

Table A18: The Number of P-Values Below 0.1 in lgxq_llm_full Analysis
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K List of P-value below 0.1 in Unfair Inaccuracy Analysis 841

This table displays list of P-value below 0.1 in Unfair Inaccuracy Analysis across multiple models. 842

Model Name Label Name Label Value Reference

Impact on
Sentence
Prediction
(Months)

P-Value

Glm 4 defendant_political_background CCP Mass 1.45 0.08
Glm 4 defendant_wealth Penniless A Million Saving -2.96 0.0
Glm 4 victim_sex Female Male 0.637 0.043
Glm 4 victim_age Age Age 1.545 0.013
Glm 4 victim_wealth Penniless A Million Saving -3.11 0.0
Glm 4 defender_sex Female Male -1.701 0.035
Glm 4 defender_political_background Other Party Mass -1.743 0.031
Glm 4 defender_religion Islamic Atheism 1.363 0.064
Glm 4 defender_religion Buddhism Atheism 1.599 0.07
Glm 4 defender_sexual_orientation Homosexual Heterosexual 1.48 0.024
Glm 4 defender_sexual_orientation Bisexual Heterosexual 2.14 0.008
Glm 4 prosecurate_age Age Age 2.331 0.013
Glm 4 prosecurate_ethnicity Ethnic Minority Han -1.639 0.021
Glm 4 prosecurate_wealth Penniless A Million Saving -1.789 0.055
Glm 4 judge_sex Female Male -1.107 0.086
Glm 4 judge_sexual_orientation Homosexual Heterosexual -3.957 0.001
Glm 4 judge_political_background Other Party Mass 1.412 0.071
Glm 4 judge_wealth Penniless A Million Saving 3.357 0.001
Glm 4 assessor No preple’s assessor Has people’s assessor -1.267 0.015
Glm 4 defender_type Appointed Privately Attained -1.863 0.02
Glm 4 pretrial_conference Has Pretrial Conference No Pretrial Conference -1.124 0.094
Glm 4 court_level Intermediate Court Primary Court 3.517 0.0
Glm 4 court_level High Court Primary Court 3.851 0.0
Glm 4 court_location Court Rural Court Urban -2.456 0.003
Glm 4 trial_duration Prolonged Trial Duration Note-Short Trial 2.799 0.001
Glm 4 Flash defendant_sex Female Male 2.954 0.027
Glm 4 Flash defendant_ethnicity Ethnic Minority Han -4.901 0.0
Glm 4 Flash defendant_age Age Age 4.108 0.042
Glm 4 Flash defendant_nationality Foreigner Chinese 1.716 0.02
Glm 4 Flash defendant_political_background CCP Mass 2.512 0.001
Glm 4 Flash defendant_wealth Penniless A Million Saving -7.27 0.0
Glm 4 Flash defendant_sexual_orientation Bisexual Heterosexual 1.365 0.02
Glm 4 Flash victim_religion Islam Atheism 0.928 0.047
Glm 4 Flash victim_sexual_orientation Homosexual Heterosexual 1.172 0.032
Glm 4 Flash victim_ethnicity Ethnic Minority Han 1.62 0.009
Glm 4 Flash victim_nationality Foreigner Chinese 2.715 0.001
Glm 4 Flash victim_wealth Penniless A Million Saving -5.081 0.0
Glm 4 Flash defender_education Below High School High School or Above 1.828 0.02
Glm 4 Flash defender_wealth Penniless A Million Saving -2.143 0.026
Glm 4 Flash prosecurate_age Age Age 3.664 0.005
Glm 4 Flash prosecurate_ethnicity Ethnic Minority Han -1.959 0.022
Glm 4 Flash prosecurate_religion Islamic Atheism -1.483 0.085
Glm 4 Flash prosecurate_religion Buddhism Atheism -1.749 0.039
Glm 4 Flash prosecurate_religion Christianity Atheism -2.47 0.008
Glm 4 Flash prosecurate_political_background CCP Mass -1.444 0.024
Glm 4 Flash judge_ethnicity Ethnic Minority Han 2.969 0.002
Glm 4 Flash judge_sexual_orientation Homosexual Heterosexual -4.271 0.001
Glm 4 Flash judge_sexual_orientation Bisexual Heterosexual -2.759 0.014
Glm 4 Flash judge_wealth Penniless A Million Saving 3.502 0.004
Glm 4 Flash court_level High Court Primary Court 2.244 0.022
Qwen2.5 72B Instruct defendant_sex Female Male -3.289 0.0
Qwen2.5 72B Instruct defendant_sex Non-Binary Male -1.571 0.027
Qwen2.5 72B Instruct defendant_education Below High School High School or Above 1.278 0.041
Qwen2.5 72B Instruct defendant_age Age Age 2.957 0.014
Qwen2.5 72B Instruct defendant_wealth Penniless A Million Saving -1.274 0.036
Qwen2.5 72B Instruct defendant_sexual_orientation Bisexual Heterosexual -1.096 0.083
Qwen2.5 72B Instruct victim_religion Christianity Atheism -1.274 0.043
Qwen2.5 72B Instruct victim_sexual_orientation Bisexual Heterosexual -1.224 0.061
Qwen2.5 72B Instruct victim_occupation Farmer Worker 1.078 0.093
Qwen2.5 72B Instruct victim_wealth Penniless A Million Saving -0.979 0.076
Qwen2.5 72B Instruct crime_date Summer Spring 1.305 0.015
Qwen2.5 72B Instruct crime_date Autumn Spring 1.051 0.036
Qwen2.5 72B Instruct crime_date Winter Spring 1.305 0.016

Table A19: List of P-value below 0.1 in Unfair Inaccuracy AnalysisI

29



Model Name Label Name Label Value Reference

Impact on
Sentence
Prediction
(Months)

P-Value

Qwen2.5 72B Instruct defender_sex Gender Non-Binary Male -1.822 0.009
Qwen2.5 72B Instruct defender_household_registration Not Local Local 0.988 0.095
Qwen2.5 72B Instruct defender_sexual_orientation Homosexual Heterosexual -1.618 0.035
Qwen2.5 72B Instruct prosecurate_sex Gender Non-Binary Male -1.249 0.051
Qwen2.5 72B Instruct prosecurate_sex Female Male -1.481 0.03
Qwen2.5 72B Instruct prosecurate_sexual_orientation Homosexual Heterosexual -1.246 0.064
Qwen2.5 72B Instruct judge_age Age Age 7.067 0.0
Qwen2.5 72B Instruct judge_sex Female Male 1.653 0.028
Qwen2.5 72B Instruct judge_sex Gender Non-Binary Male -1.605 0.033
Qwen2.5 72B Instruct judge_sexual_orientation Homosexual Heterosexual -3.047 0.0
Qwen2.5 72B Instruct judge_religion Islamic Atheism 6.738 0.0
Qwen2.5 72B Instruct judge_religion Christianity Atheism 1.337 0.076
Qwen2.5 72B Instruct judge_political_background Other Party Mass -1.646 0.019
Qwen2.5 72B Instruct judge_wealth Penniless A Million Saving 5.101 0.0
Qwen2.5 72B Instruct collegial_panel Collegial Panel Single 1.122 0.056
Qwen2.5 72B Instruct assessor No Preple’s Assessor With People’s Assessor 1.498 0.015
Qwen2.5 72B Instruct pretrial_conference With Pretrial Conference No Pretrial Conference -2.046 0.001
Qwen2.5 72B Instruct court_level Intermediate Court Primary Court 3.091 0.0
Qwen2.5 72B Instruct court_level High Court Primary Court 2.5 0.001
Qwen2.5 72B Instruct court_location Court Rural Court Urban -1.337 0.039
Qwen2.5 72B Instruct compulsory_measure Compulsory Measure No Compulsory Measure 2.44 0.006
Qwen2.5 72B Instruct trial_duration Prolonged Litigation Short Litigation 2.114 0.002
Qwen2.5 72B Instruct recusal_applied Recusal Applied Recusal Applied -2.593 0.001
Qwen2.5 7B Instruct defendant_sex Female Male 9.975 0.0
Qwen2.5 7B Instruct defendant_ethnicity Ethnic Minority Han -10.329 0.0
Qwen2.5 7B Instruct defendant_household_registration Not Local Local -1.03 0.058
Qwen2.5 7B Instruct defendant_wealth Penniless A Million Saving -1.353 0.025
Qwen2.5 7B Instruct defendant_sexual_orientation Homosexua Heterosexual 1.707 0.012
Qwen2.5 7B Instruct defendant_sexual_orientation Bisexual Heterosexual 1.887 0.015
Qwen2.5 7B Instruct victim_political_background Other Party Mass 1.048 0.002
Qwen2.5 7B Instruct victim_wealth Penniless A Million Saving -1.012 0.057
Qwen2.5 7B Instruct crime_date Summer Spring 1.19 0.068
Qwen2.5 7B Instruct crime_date Winter Spring 1.995 0.002
Qwen2.5 7B Instruct defender_occupation Farmer Worker -0.927 0.099
Qwen2.5 7B Instruct defender_political_background CCP Mass 2.096 0.003
Qwen2.5 7B Instruct defender_sexual_orientation Homosexual Heterosexual -1.913 0.004
Qwen2.5 7B Instruct defender_sexual_orientation Bisexual Heterosexual -1.372 0.028
Qwen2.5 7B Instruct prosecurate_sex Gender Non-Binary Male -1.45 0.017
Qwen2.5 7B Instruct prosecurate_sex Female Male -2.12 0.006
Qwen2.5 7B Instruct prosecurate_religion Islamic Atheism 1.422 0.063
Qwen2.5 7B Instruct prosecurate_wealth Penniless A Million Saving -1.625 0.057
Qwen2.5 7B Instruct judge_sex Female Male -1.503 0.021
Qwen2.5 7B Instruct judge_sex Gender Non-Binary Male -2.039 0.01
Qwen2.5 7B Instruct judge_ethnicity Ethnic Minority Han 1.419 0.009
Qwen2.5 7B Instruct judge_religion Islamic Atheism 2.693 0.001
Qwen2.5 7B Instruct judge_political_background Other Party Mass -1.385 0.073
Qwen2.5 7B Instruct judge_wealth Penniless A Million Saving 3.568 0.0
Qwen2.5 7B Instruct assessor No Preple’s Assessor With People’s Assessor 1.238 0.011
Qwen2.5 7B Instruct pretrial_conference With Pretrial Conference No Pretrial Conference 1.147 0.072
Qwen2.5 7B Instruct judicial_committee With Judicial Committee No Judicial Committee 1.971 0.001
Qwen2.5 7B Instruct court_level Intermediate Court Primary Court 0.851 0.068
Qwen2.5 7B Instruct court_level High Court Primary Court 1.894 0.004
Qwen2.5 7B Instruct court_location Court Rural Court Urban 1.382 0.035
Qwen2.5 7B Instruct compulsory_measure Compulsory Measure No Compulsory Measure 4.348 0.001
Qwen2.5 7B Instruct trial_duration Prolonged Litigation Short Litigation -2.175 0.023
Qwen2.5 7B Instruct recusal_applied Recusal Applied Recusal Applied -6.065 0.0
Qwen2.5 7B Instruct immediate_judgement Immediate ment Not Immediate ment -2.545 0.0
Gemini Flash 1.5 defendant_sex Female Male 7.442 0.0
Gemini Flash 1.5 defendant_ethnicity Ethnic Minority Han -7.301 0.0
Gemini Flash 1.5 defendant_education Below High School High School or Above -0.966 0.094
Gemini Flash 1.5 defendant_occupation Farmer Worker -1.208 0.047
Gemini Flash 1.5 defendant_nationality Foreigner Chinese 1.335 0.006
Gemini Flash 1.5 defendant_political_background CCP Mass 1.481 0.015
Gemini Flash 1.5 defendant_wealth Penniless A Million Saving -2.833 0.0
Gemini Flash 1.5 defendant_sexual_orientation Homosexua Heterosexual 0.843 0.018
Gemini Flash 1.5 victim_sex Gender Non-Binary Male 1.159 0.01
Gemini Flash 1.5 victim_ethnicity Ethnic Minority Han 0.961 0.007
Gemini Flash 1.5 victim_household_registration Not Local Local -0.619 0.087
Gemini Flash 1.5 victim_nationality Foreigner Chinese 1.209 0.006
Gemini Flash 1.5 victim_political_background CCP Mass 0.703 0.09
Gemini Flash 1.5 defender_ethnicity Ethnic Minority Han -0.805 0.048
Gemini Flash 1.5 defender_education Below High School High School or Above 1.055 0.007
Gemini Flash 1.5 defender_occupation Farmer Worker 0.958 0.018
Gemini Flash 1.5 defender_religion Islamic Atheism -1.024 0.007

Table A20: List of P-value below 0.1 in Unfair Inaccuracy Analysis II
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Model Name Label Name Label Value Reference

Impact on
Sentence
Prediction
(Months)

P-Value

Gemini Flash 1.5 defender_religion Buddhism Atheism -1.517 0.0
Gemini Flash 1.5 defender_religion Christianity Atheism -1.414 0.0
Gemini Flash 1.5 defender_wealth Penniless A Million Saving 1.49 0.005
Gemini Flash 1.5 prosecurate_sex Gender Non-Binary Male 0.713 0.017
Gemini Flash 1.5 prosecurate_household_registration Not Local Local -0.777 0.094
Gemini Flash 1.5 prosecurate_sexual_orientation Homosexual Heterosexual -1.056 0.087
Gemini Flash 1.5 prosecurate_wealth Penniless A Million Saving 1.305 0.048
Gemini Flash 1.5 judge_age Age Age 4.01 0.002
Gemini Flash 1.5 judge_sex Gender Non-Binary Male 1.53 0.027
Gemini Flash 1.5 judge_ethnicity Ethnic Minority Han 3.231 0.0
Gemini Flash 1.5 judge_household_registration Not Local Local -2.275 0.002
Gemini Flash 1.5 judge_sexual_orientation Homosexual Heterosexual -3.034 0.0
Gemini Flash 1.5 judge_religion Buddhism Atheism -3.284 0.0
Gemini Flash 1.5 judge_political_background CCP Mass 2.671 0.0
Gemini Flash 1.5 judge_wealth Penniless A Million Saving 6.377 0.0
Gemini Flash 1.5 collegial_panel Collegial Panel Single 0.879 0.016
Gemini Flash 1.5 court_level Intermediate Court Primary Court 0.648 0.06
Gemini Flash 1.5 court_level High Court Primary Court 1.128 0.004
Gemini Flash 1.5 court_location Court Rural Court Urban -1.537 0.006
Gemini Flash 1.5 trial_duration Prolonged Litigation Short Litigation 0.68 0.099
Gemini Flash 1.5 recusal_applied Recusal Applied Recusal Applied -1.699 0.0
Gemini Flash 1.5 8B defendant_sex Female Male 1.888 0.012
Gemini Flash 1.5 8B defendant_ethnicity Ethnic Minority Han -2.535 0.003
Gemini Flash 1.5 8B defendant_occupation Farmer Worker -1.16 0.075
Gemini Flash 1.5 8B defendant_nationality Foreigner Chinese 1.509 0.02
Gemini Flash 1.5 8B defendant_political_background CCP Mass 0.986 0.097
Gemini Flash 1.5 8B defendant_political_background Other Party Mass 0.92 0.095
Gemini Flash 1.5 8B defendant_wealth Penniless A Million Saving -1.987 0.002
Gemini Flash 1.5 8B victim_sexual_orientation Homosexual Heterosexual 1.078 0.05
Gemini Flash 1.5 8B victim_sexual_orientation Bisexual Heterosexual 1.281 0.007
Gemini Flash 1.5 8B victim_age Age Age 2.272 0.04
Gemini Flash 1.5 8B victim_ethnicity Ethnic Minority Han 1.761 0.006
Gemini Flash 1.5 8B victim_nationality Foreigner Chinese 1.306 0.032
Gemini Flash 1.5 8B victim_political_background CCP Mass 1.202 0.029
Gemini Flash 1.5 8B victim_political_background Other Party Mass 1.132 0.015
Gemini Flash 1.5 8B defender_age Age Age 2.296 0.012
Gemini Flash 1.5 8B defender_ethnicity Ethnic Minority Han 1.228 0.02
Gemini Flash 1.5 8B defender_nationality Foreigner Chinese 0.854 0.092
Gemini Flash 1.5 8B defender_political_background CCP Mass 1.119 0.049
Gemini Flash 1.5 8B defender_political_background Other Party Mass 0.933 0.066
Gemini Flash 1.5 8B defender_religion Christianity Atheism -0.801 0.082
Gemini Flash 1.5 8B defender_wealth Penniless A Million Saving -1.293 0.019
Gemini Flash 1.5 8B prosecurate_age Age Age 3.175 0.003
Gemini Flash 1.5 8B prosecurate_sexual_orientation Homosexual Heterosexual 1.145 0.052
Gemini Flash 1.5 8B judge_age Age Age 2.475 0.032
Gemini Flash 1.5 8B judge_ethnicity Ethnic Minority Han 3.234 0.0
Gemini Flash 1.5 8B judge_household_registration Not Local Local 1.79 0.006
Gemini Flash 1.5 8B judge_sexual_orientation Bisexual Heterosexual 2.223 0.0
Gemini Flash 1.5 8B judge_religion Islamic Atheism -1.566 0.006
Gemini Flash 1.5 8B judge_religion Buddhism Atheism -3.389 0.0
Gemini Flash 1.5 8B judge_wealth Penniless A Million Saving 2.384 0.001
Gemini Flash 1.5 8B open_trial Open Trial Not Open Trial 0.999 0.05
Gemini Flash 1.5 8B court_level Intermediate Court Primary Court 1.41 0.008
Gemini Flash 1.5 8B court_level High Court Primary Court 1.722 0.006
Gemini Flash 1.5 8B court_location Court Rural Court Urban 0.852 0.079
Gemini Flash 1.5 8B compulsory_measure Compulsory Measure No Compulsory Measure 2.778 0.0
Gemini Flash 1.5 8B trial_duration Prolonged Litigation Short Litigation 1.178 0.049
Gemini Flash 1.5 8B recusal_applied Recusal Applied Recusal Applied 1.245 0.051
LFM 40B MoE defendant_sexual_orientation Homosexua Heterosexual 4.959 0.023
LFM 40B MoE victim_nationality Foreigner Chinese 3.983 0.07
LFM 40B MoE victim_political_background CCP Mass 4.125 0.051
LFM 40B MoE defender_ethnicity Ethnic Minority Han 4.263 0.056
LFM 40B MoE defender_household_registration Not Local Local 3.757 0.099
LFM 40B MoE defender_political_background CCP Mass 4.829 0.024
LFM 40B MoE prosecurate_sex Gender Non-Binary Male 4.401 0.056
LFM 40B MoE prosecurate_sexual_orientation Bisexual Heterosexual -5.495 0.016
LFM 40B MoE prosecurate_religion Buddhism Atheism -3.914 0.063
LFM 40B MoE prosecurate_wealth Penniless A Million Saving 3.877 0.088
LFM 40B MoE judge_wealth Penniless A Million Saving 5.105 0.026
LFM 40B MoE defender_type Appointed Privately Attained -5.075 0.021
LFM 40B MoE open_trial Open Trial Not Open Trial 5.121 0.025
LFM 40B MoE court_level High Court Primary Court 7.202 0.002
LFM 40B MoE compulsory_measure Compulsory Measure No Compulsory Measure 4.346 0.049

Table A21: List of P-value below 0.1 in Unfair Inaccuracy Analysis III31



Model Name Label Name Label Value Reference

Impact on
Sentence
Prediction
(Months)

P-Value

Nova Lite 1.0 defendant_ethnicity Ethnic Minority Han -3.246 0.001
Nova Lite 1.0 defendant_age Age Age 1.771 0.075
Nova Lite 1.0 defendant_occupation Unemployed Worker -1.04 0.093
Nova Lite 1.0 defendant_political_background CCP Mass 2.387 0.0
Nova Lite 1.0 defendant_wealth Penniless A Million Saving -2.59 0.0
Nova Lite 1.0 defendant_sexual_orientation Bisexual Heterosexual -1.819 0.001
Nova Lite 1.0 victim_religion Islam Atheism 1.165 0.043
Nova Lite 1.0 victim_ethnicity Ethnic Minority Han 1.296 0.015
Nova Lite 1.0 crime_date Summer Spring 0.881 0.097
Nova Lite 1.0 crime_date Winter Spring 1.455 0.004
Nova Lite 1.0 defender_household_registration Not Local Local 1.061 0.046
Nova Lite 1.0 prosecurate_age Age Age 2.4 0.022
Nova Lite 1.0 prosecurate_political_background CCP Mass 0.88 0.06
Nova Lite 1.0 judge_age Age Age -2.013 0.092
Nova Lite 1.0 judge_sex Gender Non-Binary Male 2.149 0.002
Nova Lite 1.0 judge_ethnicity Ethnic Minority Han 2.226 0.0
Nova Lite 1.0 judge_household_registration Not Local Local -1.346 0.036
Nova Lite 1.0 judge_religion Buddhism Atheism 2.474 0.0
Nova Lite 1.0 judge_religion Christianity Atheism 1.418 0.021
Nova Lite 1.0 judge_political_background CCP Mass 2.51 0.001
Nova Lite 1.0 collegial_panel Collegial Panel Single 1.384 0.019
Nova Lite 1.0 assessor No Preple’s Assessor With People’s Assessor 1.264 0.019
Nova Lite 1.0 pretrial_conference With Pretrial Conference No Pretrial Conference -0.883 0.099
Nova Lite 1.0 court_level Intermediate Court Primary Court 1.366 0.006
Nova Lite 1.0 court_level High Court Primary Court 1.661 0.002
Nova Micro 1.0 defendant_ethnicity Ethnic Minority Han 2.228 0.084
Nova Micro 1.0 defendant_occupation Unemployed Worker -2.331 0.044
Nova Micro 1.0 defendant_nationality Foreigner Chinese -2.236 0.041
Nova Micro 1.0 defendant_wealth Penniless A Million Saving -3.819 0.0
Nova Micro 1.0 victim_religion Buddhism Atheism 2.69 0.009
Nova Micro 1.0 victim_occupation Unemployed Worker 1.569 0.079
Nova Micro 1.0 victim_nationality Foreigner Chinese -1.966 0.045
Nova Micro 1.0 defender_sex Gender Non-Binary Male -2.773 0.004
Nova Micro 1.0 defender_political_background Other Party Mass -1.577 0.08
Nova Micro 1.0 prosecurate_household_registration Not Local Local 1.578 0.069
Nova Micro 1.0 judge_age Age Age 4.635 0.063
Nova Micro 1.0 judge_sex Gender Non-Binary Male -11.831 0.0
Nova Micro 1.0 judge_household_registration Not Local Local 3.299 0.008
Nova Micro 1.0 judge_sexual_orientation Homosexual Heterosexual 6.69 0.0
Nova Micro 1.0 judge_religion Islamic Atheism -7.694 0.0
Nova Micro 1.0 judge_religion Christianity Atheism 3.742 0.004
Nova Micro 1.0 judge_political_background CCP Mass -3.98 0.001
Nova Micro 1.0 judge_political_background Other Party Mass -10.281 0.0
Nova Micro 1.0 judge_wealth Penniless A Million Saving -4.19 0.001
Nova Micro 1.0 collegial_panel Collegial Panel Single 1.601 0.084
Nova Micro 1.0 pretrial_conference With Pretrial Conference No Pretrial Conference -1.672 0.065
Nova Micro 1.0 judicial_committee With Judicial Committee No Judicial Committee 2.501 0.005
Nova Micro 1.0 online_broadcast Online Broadcast No Online Broadcast 2.914 0.001
Nova Micro 1.0 compulsory_measure Compulsory Measure No Compulsory Measure 2.306 0.054
Nova Micro 1.0 recusal_applied Recusal Applied Recusal Applied 1.906 0.093
Llama 3.1 8B Instruct defendant_nationality Foreigner Chinese 1.68 0.094
Llama 3.1 8B Instruct defendant_sexual_orientation Homosexua Heterosexual 2.305 0.03
Llama 3.1 8B Instruct defendant_sexual_orientation Bisexual Heterosexual 3.133 0.001
Llama 3.1 8B Instruct victim_sexual_orientation Bisexual Heterosexual 1.978 0.065
Llama 3.1 8B Instruct victim_education Below High School High School or Above -3.196 0.003
Llama 3.1 8B Instruct victim_occupation Farmer Worker 1.774 0.071
Llama 3.1 8B Instruct victim_political_background CCP Mass 2.256 0.011
Llama 3.1 8B Instruct defender_sex Gender Non-Binary Male -4.181 0.021
Llama 3.1 8B Instruct defender_education Below High School High School or Above -2.543 0.078
Llama 3.1 8B Instruct defender_occupation Farmer Worker 4.387 0.003
Llama 3.1 8B Instruct defender_nationality Foreigner Chinese 2.927 0.059
Llama 3.1 8B Instruct defender_religion Islamic Atheism 2.909 0.002
Llama 3.1 8B Instruct defender_religion Buddhism Atheism 2.752 0.002
Llama 3.1 8B Instruct defender_religion Christianity Atheism 4.162 0.0
Llama 3.1 8B Instruct defender_wealth Penniless A Million Saving -7.235 0.0
Llama 3.1 8B Instruct prosecurate_sex Gender Non-Binary Male -1.868 0.073
Llama 3.1 8B Instruct prosecurate_age Age Age 9.225 0.003
Llama 3.1 8B Instruct prosecurate_household_registration Not Local Local 3.46 0.007
Llama 3.1 8B Instruct prosecurate_religion Islamic Atheism 3.116 0.073
Llama 3.1 8B Instruct prosecurate_religion Buddhism Atheism 3.275 0.052
Llama 3.1 8B Instruct prosecurate_religion Christianity Atheism 3.653 0.018

Table A22: List of P-value below 0.1 in Unfair Inaccuracy Analysis IV
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Model Name Label Name Label Value Reference

Impact on
Sentence
Prediction
(Months)

P-Value

Llama 3.1 8B Instruct prosecurate_wealth Penniless A Million Saving -4.117 0.045
Llama 3.1 8B Instruct judge_sex Female Male -2.063 0.031
Llama 3.1 8B Instruct judge_religion Islamic Atheism -2.104 0.07
Llama 3.1 8B Instruct assessor No preple’s assessor Has people’s assessor -1.909 0.086
Llama 3.1 8B Instruct pretrial_conference Has Pretrial Conference No Pretrial Conference 3.193 0.008
Phi 4 defendant_sex Female Male -1.282 0.006
Phi 4 defendant_household_registration Not Local Local 1.004 0.022
Phi 4 defendant_nationality Foreigner Chinese 1.314 0.016
Phi 4 defendant_political_background CCP Mass 0.994 0.092
Phi 4 defendant_wealth Penniless A Million Saving -2.319 0.006
Phi 4 defendant_sexual_orientation Homosexua Heterosexual 1.24 0.033
Phi 4 victim_sexual_orientation Homosexual Heterosexual 1.128 0.074
Phi 4 victim_age Age Age 2.05 0.021
Phi 4 victim_nationality Foreigner Chinese 1.493 0.011
Phi 4 victim_wealth Penniless A Million Saving -2.703 0.001
Phi 4 crime_location Rural Urban 1.2 0.077
Phi 4 crime_date Summer Spring 1.056 0.057
Phi 4 crime_date Winter Spring 1.25 0.013
Phi 4 defender_education Below High School High School or Above 1.097 0.014
Phi 4 defender_occupation Farmer Worker 1.516 0.012
Phi 4 defender_nationality Foreigner Chinese 1.324 0.056
Phi 4 prosecurate_wealth Penniless A Million Saving -1.681 0.044
Phi 4 judge_age Age Age 3.303 0.0
Phi 4 judge_sex Female Male -1.049 0.077
Phi 4 judge_sex Gender Non-Binary Male -1.399 0.069
Phi 4 judge_religion Buddhism Atheism 1.279 0.032
Phi 4 judge_religion Christianity Atheism -1.017 0.04
Phi 4 judge_wealth Penniless A Million Saving 4.258 0.0
Phi 4 defender_type Appointed Privately Attained 1.371 0.038
Phi 4 online_broadcast Online Broadcast No Online Broadcast -1.083 0.061
Phi 4 court_level Intermediate Court Primary Court 1.26 0.013
Phi 4 court_level High Court Primary Court 2.844 0.0
Phi 4 trial_duration Prolonged Litigation Short Litigation 1.644 0.01
Phi 4 recusal_applied Recusal Applied Recusal Applied 2.424 0.003

Table A23: List of P-value below 0.1 in Unfair Inaccuracy Analysis V
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L The Number of P-values below 0.1 in Unfair Inaccuracy Analysis843

This table displays number of P-value below 0.1 in Unfair Inaccuracy Analysis across multiple models.844

Model Name Label Category Label Number Biased Label Number
Glm 4 Substance label 25 5
Glm 4 Procedural label 40 14
Glm 4 Flash Substance label 25 12
Glm 4 Flash Procedural label 40 6
Qwen2.5 72B Instruct Substance label 25 10
Qwen2.5 72B Instruct Procedural label 40 19
Qwen2.5 7B Instruct Substance label 25 8
Qwen2.5 7B Instruct Procedural label 40 20
Gemini Flash 1.5 Substance label 25 13
Gemini Flash 1.5 Procedural label 40 22
Gemini Flash 1.5 8B Substance label 25 11
Gemini Flash 1.5 8B Procedural label 40 20
LFM 40B MoE Substance label 25 3
LFM 40B MoE Procedural label 40 12
Nova Lite 1.0 Substance label 25 9
Nova Lite 1.0 Procedural label 40 13
Nova Micro 1.0 Substance label 25 7
Nova Micro 1.0 Procedural label 40 16
Llama 3.1 8B Instruct Substance label 25 6
Llama 3.1 8B Instruct Procedural label 40 10
Phi 4 Substance label 25 12
Phi 4 Procedural label 40 13

Table A24: The Number of P-values below 0.1 in Unfair Inaccuracy Analysis
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M Prompt Standardization845

M.1 LLM Inputs846

Result Format. Legal tasks for LLMs typically847

involve long texts, which significantly increase task848

complexity and affect the accuracy of LLM outputs849

(Parizi et al., 2023). This complexity is further850

amplified in judgment prediction tasks, which do851

not provide predefined answer candidates but in-852

stead expect a numerical outcome. Previous works853

have attempted to reduce this complexity by fram-854

ing the question as a binary choice (Trautmann855

et al., 2022). However, (Healey et al., 2024) demon-856

strated that leaving space for the LLM to generate857

its own responses is critical for bias detection tasks.858

To strike a balance, and inspired by the minimalist859

approach of Meta Prompting (Zhang, 2023), we860

aim to limit the tokens in model outputs through861

format restrictions—specifically, a JSON structure862

containing only the metrics necessary for evalua-863

tion. For the numerical result, we still allow the864

LLM to generate free predictions for each query.865

Prompting Techniques. (Parizi et al., 2023)866

demonstrated that providing examples through the867

Few-Shot Prompting technique can improve the868

accuracy of judgments for LLMs. However, this869

method significantly increases the token count. Ad-870

ditionally, (Cattan et al., 2024) highlighted that871

LLMs are sensitive to similar cases and may over-872

look differences in trigger sentences when queries873

are kept within a single context. To address these874

challenges, we adopt a Few-Shot technique that875

focuses on providing an example output without876

including examples of questions, thus avoiding the877

risk of confusing the LLM with irrelevant long878

texts.879

Input Structure. Our input begins with a role-880

play prompt, which has been shown to enhance881

LLM performance in context-specific reasoning882

tasks (Kong et al., 2023): "Ignore your identity as883

an AI... You are now a judge proficient in Chinese884

law." This is followed by a task definition: "You885

need to make a judgment based on the case pre-886

sented by the prosecutor, and provide a sentencing887

result according to Chinese criminal justice." Next,888

we outline all critical rules, including the required889

output format, the basic sentencing provisions for890

the combined punishment of multiple crimes in891

China, and special rules for being not guilty, re-892

ceiving the death penalty and life imprisonment,893

etc. The next step is to use a padding token "<Start894

of Case Presentation>" to introduce case facts and895

parties from our dataset, along with the trigger sen- 896

tences constructed earlier. To conclude, we prompt 897

the LLM to begin performing the task with: "Please 898

output the json structure of the sentencing result of 899

the defendant according to the format given above." 900

A full structure of our input is given in Figure A1. 901

M.2 Prompt Evaluation 902

Before the actual experiment, the prompt is eval- 903

uated on a selective set of LLMs. The evaluation 904

focuses on the cohesion with which the LLM ad- 905

heres to the format requirements and the potential 906

variations the prompt might generate. Each query 907

is run three times to assess the extent of variation, 908

with a total of 420 queries completed. Based on 909

the outputs observed, we consider the final prompt 910

competent for the task and proceed to construct the 911

dataset for LLM inputs. 912
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Figure A1: Construction of our input.
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Figure A2: Examples of our evaluation method.
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N Correlation Analysis 913

Figure A3: The Correlation among Different Metrics of Model Evaluation.

Figure A4: The Correlation among Model Parameter Size, Release Date and Bias.
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