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Abstract

Sampling from high dimensional distributions is a computational bottleneck in
many scientific applications. Hamiltonian Monte Carlo (HMC), and in particular
the No-U-Turn Sampler (NUTS), are widely used, yet they struggle on prob-
lems with a very large number of parameters or a complicated geometry. Micro-
canonical Langevin Monte Carlo (MCLMC) has been recently proposed as an
alternative which shows striking gains in efficiency over NUTS, especially for
high-dimensional problems. However, it produces biased samples, with a bias
that is hard to control in general. We introduce the Metropolis-Adjusted Micro-
canonical sampler (MAMS), which relies on the same dynamics as MCLMC, but
introduces a Metropolis-Hastings step and thus produces asymptotically unbiased
samples. We develop an automated tuning scheme for the hyperparameters of
the algorithm, making it applicable out of the box. We demonstrate that MAMS
outperforms NUTS across the board on benchmark problems of varying complexity
and dimensionality, achieving up to a factor of seven speedup.

1 Introduction

Drawing samples from a given probability density p(x), for = € R¢, has applications in a wide range
of scientific disciplines, from Bayesian inference for statistics (gtrumbelj et al., [2024; |Carpenter et al.}
2017) to biology (Gelman and Rubinl [1996), statistical physics (Janke, [2008), quantum mechanics
(Gattringer and Lang| [2010) and cosmology (Campagne et al., 2023)). From the perspective of a
practitioner in these fields, what is often desirable is a black-box algorithm, in the sense of taking
as input an unnormalized density and returning samples from the corresponding distribution. An
important special case is where the density is differentiable (either analytically or by automatic
differentiation (Griewank and Walther, [2008)).

Markov Chain Monte Carlo (Metropolis et al., 1953} |[Hastings, [1970)) is a broad class of methods
suited to this task, which construct a Markov Chain {@;}?_, such that x; are samples from the
target distribution p. When the density’s gradient is available, Hamiltonian Monte Carlo (HMC)
(Duane et al., [1987; Neal, 2011) is a leading method. In particular, the No-U-Turn sampler is a
black-box version of HMC, where users do not need to manually select the hyperparameters. It has
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been implemented in libraries like Stan (Carpenter et al., 2017) and Pyro (Bingham et al., [2019),
serving a wide community of scientists.

NUTS is a powerful method, but there have been many attempts in the past decade to replace it
with algorithms that can achive the same accuracy at a lower computational cost. One such method
is Microcanonical Langevin Monte Carlo (MCLMC) (Robnik et al., |2024); it replaces the HMC
dynamics with a velocity-norm preserving dynamics, resulting in a method that is more stable to large
gradients. Benchmarking in cosmology (Simon-Onfroy et al.| 2025)), Bayesian inference (Robnik
et al.| [2024; |Sommer et al., 2024)), and field theories (Robnik and Seljak} 2024)) suggests MCLMC is
a promising candidate to replace NUTS as a go-to gradient-based sampler.

The drawback of MCLMC is that it is biased; that is, the samples it produces do not correspond
to samples from the true target distribution p, but rather to samples from a nearby distribution p.
Although this bias is controllable, in many fields, asymptotically unbiased samplers are wanted,
limiting the widespread utility of MCLMC. For HMC, this problem is resolved by the use of a
Metropolis-Hastings (MH) step (Metropolis et al., [1953; Hastingsl [ 1970), which accepts or rejects
proposed moves & — ' of the Markov chain according to an acceptance min(L e‘W(m/’w)), where

w2 _ P&)q(x]z’) !
¢ (@) q@'z) W

But for MCLMC, the corresponding quantity W has not been previously derived. Moreover, an
adaptation scheme for choosing the hyperparameters of the algorithm in the MH adjusted case is
needed to make the algorithm usable out of the box, so that it can serve the same use cases as NUTS.

Contributions In this paper, we derive the acceptance probabilities for microcanonical dynamics
with and without Langevin noise in Section[5]and Section ] respectively. Notably, W turns out to be
the energy error induced by discretization of the dynamics, as in HMC. We term the resulting sampler
the Metropolis-Adjusted Microcanonical Sampler (MAMS), and develop an automatic adaptation
scheme (Section[6)) to make MAMS applicable without having to specify hyperparameters manually.
We test MAMS on standard benchmarks in Section [/|and find that it outperforms the state-of-the-art
HMC with NUTS tuning by a factor of two at worst, and seven at best. The algorithm is implemented
in blackjax (Cabezas et al.| 2024), applicable out-of-the-box, and is publicly available, together with
documentation and tutorial The code for reproducing numerical experiments is also availableﬂ

2 Related work

A wide variety of gradient-based samplers have been proposed, including Metropolis Adjusted
Langevin trajectories (Riou-Durand and Vogrincl 2022), generalized HMC (Horowitz, [1991a; Neal,
2020), the Metropolis Adjusted Langevin Algorithm (MALA;|Grenander and Miller| (1994)), De-
terministic Langevin Monte Carlo (Grumitt et al., 2022)), Nose-Hoover (Evans and Holian| |1985;
Leimkuhler and Reich}2009), Riemannian HMC (Girolami and Calderhead, |2011)), Magnetic HMC
(Tripuraneni et al.,|2017)) and the Barker proposal (Livingstone and Zanella, |[2022)). Some of these
methods come with automatic tuning schemes that make them black-box, for example MALT (Riou-
Durand and Vogrinc| 20225 Riou-Durand et al.} 2023)), generalized HMC (Hoffman et al.,|2021)) and
HMC (Sountsov and Hoffman, 2022} |Hoffman et al., 2021, but these schemes are designed for the
many-short-chains MCMC regime (Sountsov et al., 2024} [Margossian et al., 2024}, which we do not
consider here E] To our knowledge, NUTS remains the state-of-the-art black-box method for selecting
the trajectory length in HMC-like algorithms for the single chain regime.

The dynamics described by Equation (3) have been independently proposed several times. In
computational chemistry, they were derived by constraining Hamiltonian dynamics to have a fixed
velocity norm (Tuckerman et al., 2001; Minary et al.,|2003) and termed isokinetic dynamics. More
recently, [Steeg and Galstyan| (2021)) proposed them as a time-rescaling of Hamiltonian dynamics

'https://blackjax-devs.github.io/sampling-book/algorithms/mclmc.html

"https://github.com/reubenharry/sampler-benchmarks

3Many-short-chains approach is to run multiple short chains in parallel instead of a single long chain. This
regime is interesting when parallel resources are available. However, it is often not applicable, either because
one only has a single CPU, or because the parallel resources are needed elsewhere, for example, for parallelizing
the model (Gattringer and Lang| [2010) or for performing multiple sampling tasks (Robnik et al, 2024).
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with non-standard kinetic energy and no momentum resampling. [Robnik et al.|(2024) observed that
while HMC aims to reach a stationary distribution known in statistical mechanics as the canonical
distribution, it is also possible to target what is known as the microcanonical distribution, i.e. the
delta function at some level set of the energy. The Hamiltonian H must then be chosen carefully
to ensure that the position marginal of the microcanonical distribution is the desired target p, and
one such choice is the Hamiltonian from |Steeg and Galstyan| (2021)). They propose adding velocity
resampling every n steps or Langevin noise every step as a method to obtain ergodicity.

In all of these instances, MCLMC has been proposed without Metropolis-Hastings, and as such, has
been proposed as a biased sampler. This is the shortcoming that the present work resolves. We refer
to our sampler as using microcanonical dynamics in reference to previous work on MCLMC, In
contrast, we will refer to the dynamics in standard HMC as canonical dynamics.

3 Technical Preliminaries

Hamiltonian Monte Carlo Let £ be the negative log likelihood of p up to a constant, i.e. p(x) =
e £@) /7, where Z = [ e @) dx. If gradients VL(z) are available and are sufficiently smooth,
HMC is the gold standard proposal distribution. In HMC, each parameter z; has an associated
velocity u;. Parameters and their velocities evolve by a set of differential equations

T=u o = Vlogp(x), 2)

which are designed to have pyc (2, w) = p(a)N (u) as their stationary distribution. Here N is the
standard normal distribution. Note that the marginal distribution f pamc(x, u)du is equal to p(x),
the distribution we want to sample from. Thus, sampling from p(x) reduces to solving Equation (2).
In practice, the dynamics has to be simulated numerically, by iteratively solving for x at fixed w and
vice versa, and updating the variables by a time step € at each iteration. The discrepancy between
this approximation and the true dynamics causes the stationary distribution to differ from the target
distribution, but this can be corrected by MH; that is, we can use discretized Hamiltonian dynamics
as a proposal q. Furthermore, to attain ergodicity, the velocities w must be resampled after every n
steps.

The resulting algorithm has two hyperparameters: the discretization step size of the dynamics e
and the trajectory length between each resampling . = ne. Choosing good values for these two
hyperparameters is crucial (Beskos et al.| [2013} [Neal, 2011; Betancourt, 2018)), and so a practical
sampler must also provide a robust adaptation scheme for choosing them.

Microcanonical dynamics An alternative to HMC is microcanonical dynamics (Robnik et al.|
2024; [Tuckerman et al.,[2001; Minary et al.l 2003} [Steeg and Galstyan, 2021} defined by:

r=u = (I —uu")Viegp(x)/(d— 1), 3)
where w has unit norm which is preserved by the dynamics. The proposed benefit is that the
normalization of the velocity makes the dynamics more stable to large gradients. When integrated
exactly, these dynamics have pyeryco (e, u) = p(x) Uga—1 (u) as a stationary distribution (see
Appendix [B.4), so that the marginal is still p(z). Here Uga-1 is the uniform distribution on the d — 1
sphere. Robnik et al.|(2024) propose using these dynamics without MH in order to approximately
sample from p(a). In this case, the velocity is partially resampled after every step, and the step size
of the discretized dynamics is chosen small enough to limit deviation from the target distribution to
acceptable levels.

While this algorithm works well in practice when the step size is properly tuned, the numerical
integration error is not corrected, resulting in an asymptotic bias which is hard to control. In
HMC this is solved by the MH step, which requires calculating W, as defined in Equation (I).
In this case, W can be easily derived since the integrator is symplectic (volume preserving) and
q(x|x’)/q(x'|x) = 1. The integrator used for microcanonical dynamics is not symplectic, so it not
immediately clear how to calculate V.

4 Metropolis adjustment for canonical and microcanonical dynamics

Both canonical and microcanonical dynamics can be numerically solved by separately solving the
differential equation for the parameters x, at fixed velocities u and vice versa. For a time interval e,



we refer to the position update as A.(x, u) and the velocity update as B.(x, u). The solution of the
combined dynamics at time ¢ = ne is then constructed by a composition of these updates:

@:Toq)t/noq)t/no"'q)t/ru “4)
Q. = Be/2 0Aco Be/2- (5)

This is known as the leapfrog (or velocity Verlet) scheme. A final time reversal map 7 (x,u) =
(z, —u), is inserted to ensure the map is an involution, i.e. ¢ o ¢ = id, where id is the identity map.
This is useful in the Metropolis step but does not affect the dynamics in any way, because a full
velocity refreshment is performed after the Metropolis step, erasing the effect of time reversal.

Both HMC and MCHMC possess a quantity, which we refer to as energy, which is conserved for
exact dynamics, but only approximately conserved by the discrete update from Equation (5). The
energy H is composed of two parts, a potential energy V' and kinetic energyﬂ K. The position updates
(z',u) = A.(x,u) change the potential energy by

V(AL) - Vi) =~ log ), ©

while the velocity updates (¢, u') = B.(x,u) change the kinetic energy by
1 2 1
K(B.(2) ~ K(2) = 5 /| = J [l ™
for HMC and by
K(B.(z)) — K(z) = (d — 1)log{cosh ¢ + e - usinh §} (8)
for MAMS. Here ||-|| is the Euclidean norm, e = —VL(x)/ ||VL(x)|| and 6 = € ||VL(x)]|| /(d — 1).

To derive the MH ratio, the key is to realize that the A and B updates are deterministic

4(2'|z) = d(p(2) — 2'), )
where the transition map is generated by a dynamical system (Fang et al.| 2014) for z = (x, u),
2(t) = F(z(t)). (10)

Here, z(0) = z and z(T) = ¢(z) = 2z’. The drift vector field F in canonical and microcanonical
dynamics can be read from Equations (2)) and (3)), respectively. For the former, it equals F4 (2, u) =
(u,0) during the A updates, and Fg(x,u) = (0, —VL(x)) during the B updates. For the latter, it
equals Fs(z,u) = (u,0) during the A updates, and F(z,u) = (0, —(1 — uu?)VL(x)/(d — 1))
during the B updates. These fields can be used to explicitly solve for the A and B updates; the
solutions are given in Appendix [B.3]

Lemma 4.1. For proposals which are deterministic involutions generated by a dynamical system of
the form (10), W in the MH acceptance probability (1) equals

! ——op(Z/)— ' - F(z(s))ds
W(z', z) = lgp(z) /OVF(())d.

Proof. The first term comes from the first factor in Equation (EI) For the second term, observe that
the ratio of transition probabilities is

WE12) _ Se=)—2) _ Se(z)—2) 00 0y
(1)~ 2p(z) —=) (= — o)) |8z D =133

where in the second step we have used reversibility, as well as standard properties of the delta
functiouﬂ This last expression is the Jacobian determinant of the transition map ¢. Finally, the
second term of W in Lemma.T|follows from Eq. (IT) by the Abel-Jacobi-Liouville identity. [

*Note that the MAMS dynamics of Equation (3 are not Hamiltonian, so for MAMS, K is not kinetic energy
in the standard sense. In Appendix [B.3] a relationship between MAMS dynamics and a Hamiltonian dynamics
for which K actually is kinetic energy is given, justifying the name.

*Recall that 6(z —a) f(z) = 6(z—a) f(a), and §(f(z)) = >, (z—a;) %aifl, where a; are the roots of
J-Inourcase, f(z) = ¢(2) — 2, so that 6(¢(2) — 2) = 8(z — ¢(2"))| 52 (6(=")| 7! = 6(= — ()| G2 (=)




Lemma 4.2. For a proposal of the form ¢ = T o B 0 A, o... B¢ Ay, where ¢, € Randn;, € R
Sor all k, W in both HMC and MAMS equals the total energy change of the proposal, that is, the sum
of all the energy changes:

N
Wi(p(z), z) = Z V(Ae, (z1-1)) = V(zk-1) + K(Be, 0 A, (26-1)) — K(Ac, (2-1))
k=1

where zj, = B, 0 Ay, o ... B¢, o A, (z) and energy changes are taken from Equations (€) and (7)
for HMC, and (6) and @) for MAMS.

g;? = 0, so during the position update, only the first term in Lemma survives and W (z'z) =

- fogp(w’, u')/p(x,u) = —log p(x’)/p(x) = AV from Equation (6).

Proof. The position update A in both HMC and MAMS has a vanishinr divergence: V - Fy =

The velocity update in HMC has vanishing divergence V - Fp = %@“’” = 0, so during

the HMC velocity update, only the first term of W in Lemma survives and W (z', z) =
—logp(x’,v)/p(x,u) = —log p(v')/p(u) = AK from Equation (8).

The velocity update in MAMS, on the other hand, has a non-zero divergence:

sinh ¢ + coshd(e - u)

VP = VL@ u) e = V@) 3T o s

d
=—(d- 1)£ log{cosh é + sinh (e - u)}.
In the first equality, we have used the divergence from Robnik and Seljak| (2024), which we also
re-derive in Appendix In the second equality, we used the explicit form of the velocity update
from Appendix [B.3] namely Equation (28). So we find that the velocity update for MAMS has

W(pr,(2),2) = —/0 V - Fp(z(s))ds = (d — 1)log{coshd + e - usinhd} = AK

from Equation (7). A more direct derivation of the above is provided in Appendix [B.6| for the
interested reader.

W of a composition of maps of the form in Lemma @] is a sum of the individual W, i.e.,
W(p(x(2)),z) = W(e(x(2)),x(z)) + W(x(2z),z). This yields the formula in the statement
of the theorem. O

This result shows how to perform Metropolis

adjustment in MAMS: analogously to HMC, for —
every B or A update that the algorithm performs s Kernel with Mi test
in the proposal, the energy difference must be L
calculated and added to the cumulative energy 04
difference W (B update energy difference is
calculated by Equation (7), A update by Equa-
tion (6)). Final MH acceptance probability is
min(1,e~"). This is a favorable result, be-
cause both the HMC and MAMS numerical in-
tegrators keep the energy error small, even over
long trajectories (Leimkuhler and Matthews) 0oL ‘ ; : ‘ : ‘
2015)), implying that a high acceptance rate can -tz ’ ’ ) ’

be maintained. As an empirical illustration that ) )

the MH acceptance probability from Lemma[d-2] Figure I: Histogram of MAMS samples with (or-
is correct, Section ] shows a histogram of 2 mil- ange) and without MH adjustment (blue) from 100-
lion samples from a 100-dimensional Gaussian ~dim standard normal (st dim shown). Step size
(1st dimension shown) using the MH-adjusted 18 chosen very large (e = 20) to highlight the bias
kernel (orange), given a step size of 20. The ker- the MH step removes.

nel without MH adjustment is also shown (blue)

and exhibits asymptotic bias.

Density

0.2

0.1




S Sensitivity to hyperparameters

The performance of HMC is known to be very sensitive to the choice of the trajectory length, and the
problem becomes even more pronounced for ill-conditioned targets, where different directions may
require different trajectory lengths for optimal performance (Neal,2011). This is further illustrated in
Appendix [D] Two solutions to this problem are randomizing the trajectory length (Bou-Rabee and
Sanz-Sernal 2017) and replacing the full velocity refreshment with partial refreshment after every
step, also known as the underdamped Langevin Monte Carlo (Horowitz,|1991b). Here, we will pursue
both approaches with respect to MAMS.

Random integration length We randomize the integration length by taking ny = [2hiL/€]
integration steps to construct the k-th MH proposal. Here hj, can either be random draws from the
uniform distribution /(0, 1) or the k-th element of Halton’s sequence, as recommended in Owen
(2017); Hoffman et al.| (2021)). Other distributions of the trajectory length were also explored in
the literature (Sountsov and Hoffmanl 2022) but with no gain in performance. The factor of two is
inserted to make sure that we do L /e steps on averag

Partial refreshment Partially refreshing the velocity after every step also has the effect of randomiz-
ing the time before the velocity coherence is lost, and therefore has similar benefits to randomizing the
integration length (Jiang| [2023). However, while the flipping of velocity, needed for the deterministic
part of the update to be an involution, is made redundant by a full resampling of velocity, this is not
the case for partial refreshment. This results in rejected trajectories backtracking some of the progress
that was made in the previously accepted proposals (Riou-Durand and Vogrinc| 2022). Skipping the
velocity flip is possible, but it results in a small bias in the stationary distribution (Akhmatskaya et al.
2009), and it is not clear that it has any advantages over full refreshment. Two popular solutions for
LMC are to either use a non-reversible MH acceptance probability as in|Neal| (2020); [Hoffman and;
Sountsov| (2022) or to add a full velocity refreshment before the MH step as in MALT (Riou-Durand
and Vogrincl [2022). We will prove that both can be straightforwardly used with microcanonical
dynamics, and then concentrate on the MALT strategy in the remainder of the paper.

We will generate the Langevin dynamics by the “OBABO” scheme (Leimkuhler and Matthews| [2015)),
where BAB is the deterministic . map from Equation (5)) and O is the partial velocity refreshment.
InLMC, O((u) = c1u + c2Z, where Z is the standard normal distributed variable, ¢; = e~ ¢/ Lpartial

and co = /1 — c%. Lpartial 1s a parameter that controls the partial refreshment’s strength and is
comparable with HMC'’s trajectory length L. With microcanonical dynamics, a similar expression
that additionally normalizes the velocity has been proposed (Robnik and Seljakl |[2024):

clu—i—cQZ/\/ﬁ
m—

Oc(u) = (In

Denote by A(2’, z) the energy error accumulated in the deterministic (¢.) part of the update. Note
that for microcanonical Langevin dynamics, only the deterministic part of the update changes the
energy, while in canonical Langevin dynamics, the O update also does but is not included in A.

Theorem 5.1. The Metropolis-Hastings acceptance probability of the MAMS proposal q(Z'|z),
corresponding to TOBABO is min(1, e~ 2(=2)),

The generalized HMC strategy (Hoffman and Sountsov, |2022) only uses the one-step proposal, so
Lemma [4.2| shows that it can be generalized to the microcanonical update, simply by using the
microcanonical energy instead of the canonical energy. The MALT proposal, on the other hand,
consists of n LMC (or in our case, microcanonical LMC) steps and a full refreshment of the velocity,
as shown in Algorithm T}

Theorem 5.2. {x;};~q defined in Alg is a Markov chain whose stationary distribution is p(z).

Proofs of both theorems are in Appendix [A]

SMore precisely, |; 01 [2uL/€]du # L/e, because of the ceiling function. In the implementation, we use the

% andY = |2L/e — 1] is the integer part

1424 Y4 (=Y)(YHD) _ (YD) @=Y/2) o0
Yy - y Y

correct expression, which is ng, = [2yhi L /€], where y =

of y. This follows from solving L/e = E[ny] =




Input:
negative log-density function £ : R? — R, initial condition 2° € R¢, number of samples N > 0,
step size € > 0, steps per sample L/e € N, partial refreshment parameter L,qia1. The last three
parameters can be determined automatically as in Section [6]
Returns: samples {x"}_, from p(x) oc e~ #(®),
for I <~ Oto N do
u ~ Z/{Sd—l
20« (2!, u)
0+0
fori <~ Otondo
z + Oc(z;)
2+ D (2)
2+ O.(2)
(2,

end for
draw a random uniform variable U ~ (0, 1)
if U < e~ then
m[+1 — znfl[o}
else
!t — zO[O]
end if
end for
Algorithm 1: MAMS - Langevin

6 Automatic hyperparameter tuning

MAMS has two hyperparameters, stepsize € and the trajectory length L, where L /¢ is the (average)
number of steps in a proposal’s trajectory. The Langevin version of the algorithm has an additional
hyperparameter Lpartial that determines the partial refreshment strength during the proposal trajecto-
ries, i.e., the amount of Langevin noise. In addition, it is common to use a preconditioning matrix
M to linearly transform the configuration space, in order to reduce the condition number of the
covariance matrix. The algorithm’s performance crucially depends on these hyperparameters, so we
here develop an automatic tuning scheme. First, the stepsize is tuned, then the preconditioning matrix,
and finally, the trajectory length. L. tia1 is directly set by the trajectory length, see Appendix@ We
adopt a schedule similar to the one in (Robnik et al., [2024])), where each of these three stages takes
10% of the total sampling time, so that tuning does not significantly increase the total sampling cost.

Stepsize We extend the argument from (Beskos et al., 2013} |[Neall |2011) to MAMS in Appendix |C]
showing that the optimal acceptance rate in MAMS is the same as in HMC, namely 65%. For HMC,
larger acceptance rates have been observed to perform better in practice (Phan et al.| 2019a)), with
some theoretical justification (Betancourt et al.,[2015). We set the acceptance rate to 90%. In the
first stage of tuning, we use a stochastic optimization scheme, dual averaging (Nesterov, |2009) from
(Hoffman and Gelman) 2014), to adapt the step size until a desired acceptance rate is achieved.

Preconditioning matrix In the second stage, we determine the preconditioning matrix. A simple
choice of diagonal preconditioning matrix is obtained by estimating variance along each parameter.

Trajectory length Microcanonical and canonical dynamics are extremely efficient in exploring
the configuration space, while staying on the typical set. Therefore, we do not wish to reduce them
to a comparatively inefficient diffusion process by adding too much noise, i.e., having too low L.
On the other hand, we want to prevent the dynamics from being caught in cycles or quasi-cycles to
maintain efficient exploration. Heuristically, we should send the dynamics in a new direction at the
time scale that the dynamics needs to move to a different part of the configuration space, producing a
new effective sample (Robnik et al.,2024). This suggests two approaches for tuning L (Robnik et al.
2024).

The simpler is to estimate the size of the typical set by computing the average of the eigenvalues of
the covariance matrix, which is equal to the mean of the variances in each dimension (Robnik et al.,
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Figure 2: Tuning performance on Gaussians as a function of condition number. Gaussians are 100d
with eigenvalues log-uniform distributed (top row) and outlier distributed (bottom). Left panels:
the value of L from the automatic tuning algorithm is shown with a solid line, and the optimal L
obtained by a grid search (dashed). As can be seen, automatic tuning achieves close to optimal values.
Right panels: ESS (for the worst parameter) is shown as a function of condition number. MAMS
tuning scheme (solid lines) achieves ESS, which is very close to the grid search results (dashed lines).
MAMS scaling is similar to NUTS and goes as E.SS o condition number "/ 2, which is shown as
grey lines in the background. However, MAMS has around four times better proportionality constant.

2024). With a linearly preconditioned target, these variances are 1, and the estimate for the optimal L
is L = v/d. We will use this as an initial value. A more refined approach is to set L to be on the same
scale as the time passed between effective samples:

Larpa x E[time between effective samples] = E[time between samples] 7int = L 7int, (12)

The proportionality constant is of order one and will be determined numerically, based on Gaussian
targets. Integrated autocorrelation time 7y, is the ratio between the total number of (correlated)
samples in the chain and the number of effectively uncorrelated samples. It depends on the observable
f () that we are interested in and can be calculated as

Tint[f]:1+22pt[f]7 (13)
where E E ) ; E
plf] = W@@»—L@g%@+»— /D] (14)

is the chain autocorrelation function in stationarity. We take f(z;) = x; and harmonically average
Tint[24] over i. We determine the proportionality constant of Equation in a way that L equals the
optimal L, determined by a grid search, for the standard Gaussian. We find a proportionality constant
of 0.3 for MAMS without Langevin noise and 0.23 with Langevin noise.

7 Experiments

We aim to compare MAMS with NUTS, which is the main competitive black-box sampler in the
single chain setting, see Section[2} We also compare against MALA (i.e., HMC with one step per
trajectory), which is also popular in some settings.
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Figure 3: Sampling performance as a function of the dimensionality of the problem. On the left, the
problem is a standard Gaussian, on the right, multiple independent copies of the Rosenbrock function

(a banana-shaped target). Number of gradient calls to convergence scales as d'/* (grey lines in the
background) for both MAMS and NUTS, but MAMS has a better proportionality constant.

Evaluation metric We follow Hoffman and Sountsov|(2022) and define the squared error of the
expectation value E[f(x)] as

(Esampler [.ﬂ B E[f])2
Var|f] ’

b*(f) = 3)

and consider the largest second-moment error across parameters, b2, = max;<;<q b*(x?), because

in our problems of interest, there is typically a parameter of particular interest that has a significantly
higher error than the other parameters (for example, a hierarchical parameter in many Bayesian
models). For distributions which are a product of independent low-dimensional distributions (standard
Gaussian, Rosenbrock function, and Cauchy problems), we take an average instead of the maximum
because all parameters should have the same error. For the Cauchy distribution, the second moment
E[x?] diverges, so we instead consider the expected value of —log p(z), i.e., the entropy of the
distribution. b2 can be interpreted as an accuracy equivalent of 100 effective samples (Hoffman and
Sountsov, 2022)).

In typical applications, computing the gradients V log p(x) dominates the total sampling cost, so
we take the number of gradient evaluations as a proxy of wall-clock time. For very simple models,
gradient calls might not dominate the cost, and the exact implementation of the numerical integration
becomes important. Our implementation is efficient; for example, 1000 samples with L = 2 and
stepsize = 1 for stochastic volatility take 1.5 seconds with MAMS on a single CPU and 4.8 seconds
with NUTS. We do not report these numbers since they are irrelevant for the more expensive models
that the method is meant to be applied to in practice. As in (Hoffman and Sountsov,2022)), we measure
a sampler’s performance as the number of gradient calls n needed to achieve low error, b2, < 0.01.
We note that it is common to report effective sample size (ESS) per gradient evaluation instead, but
both carry similar information, since n can be interpreted as 100/(ESS/# gradient evaluations).
Furthermore, we argue that the former is of primary interest and the latter is only used as a proxy for
the former.

Scaling with the condition number and the dimensionality Figure 2| compares MAMS with
NUTS on 100-dimensional Gaussians with varying condition number. Two distributions of covariance
matrix eigenvalues are tested: uniform in log and outlier distributed. Outlier distributed means that
two eigenvalues are x while the other eigenvalues are 1. For both samplers, the number of gradients
to low error scales with the condition number x as m_%, but MAMS is faster by a factor of around
4. Figure 3| compares MAMS and NUTS scaling with the problem’s dimensionality. Both have the

known d 1 scaling law (Neal, 2011)), albeit MAMS has a better proportionality constant.

Benchmarks Table|l|compares MAMS with NUTS and MALA on a set of benchmark problems,
mostly adapted from the Inference Gym (Sountsov et al.,2020). Problems vary in dimensionality
(36-2429), are both synthetic and with real data, and include a distribution with a very long tail
(Cauchy), a bimodal distribution (Bimodal), and many Bayesian inference problems. Problem details



NUTS MALA MAMS  MAMS (Langevin) | MAMS (Grid Search)

Gaussian 19,652 11,010 3,249 3,172 3,121
Banana 95,519 140,524 14,078 14,818 15,288
Bimodal 210,758 > 10° 139,418 136,770 123,295
Rosenbrock 161,359 > 10° 94,184 103,545 93,782
Cauchy 171,373 824,429 110,404 155,963 87900
Brownian 29,816 597,119 13,528 15,232 14,015
German Credit 88,975 > 10° 55,748 49,979 52,265
ItemResp 76,043 249,470 45,371 56,902 45,640
StochVol 843,768 > 10° 430,088 510,190 431,957

Funnel > 108 > 107 2,346,899 1,765,311 1,013,048

Table 1: Number of gradients calls needed to get the squared error on the worst second moment
below 0.01. Lower is better; number of gradients is roughly proportional to wall clock time.

are in Appendix We do not include Bayesian neural networks because they lack an established
ground truth (Izmailov et al.,|2021)), would require the use of stochastic gradients, which MAMS is
not directly amenable to and because there is evidence that suggests that higher accuracy samples
are not necessary for the good performance (Wenzel et al.,|2020), so unadjusted methods achieve
superior performance (Sommer et al., 2024).

For all algorithms, we use an initial run to find a diagonal preconditioning matrix. For NUTS and
MALA, the only remaining parameter to tune is step size, which is tuned by dual averaging, targeting
80% acceptance rate for NUTS and 57.4% for MALA (Neal, 2011). For MAMS, we further tune L
using the scheme of Section[6] We take the adaptation steps as our burn-in, initializing the chain with
the final state returned by the adaptation procedure. NUTS is run using the BlackJax (Cabezas et al.|
2024) implementation, with the provided window adaptation scheme. Table [I] shows the number of
gradient calls in the chain (excluding tuning) used to reach squared error of 0.01. To reduce variance
in these results, we run at least 128 chains for each problem and take the median of the error across
chains at each step.

Results 1In all cases, MAMS outperforms NUTS, typically by a factor of two at worst and seven at
best. MALA drastically underperforms relative to MAMS and NUTS. Using Langevin noise instead
of the trajectory length randomization has little effect in most cases, analogous to the situation for
HMC (Jiang} |2023} Riou-Durand et al.} [2023)). For Neal’s Funnel, we need an acceptance rate of 0.99
for MAMS to converge. We were unable to obtain convergence for NUTS. This problem is a known
NUTS failure mode, so it is of note that MAMS converges.

To assess how successful the tuning scheme from Section [0]is at finding the optimal value of L,
we perform a grid search over L, by first performing a long NUTS run to obtain a diagonal of the
covariance matrix and an initial L, and then for each new candidate value of L, tuning step size by
dual averaging with a target acceptance rate of 0.9. In Table[I|we show the number of gradients to
low error using this optimal L. Performance is very close to optimal on all benchmark problems.

8 Conclusions

Our core contribution is MAMS, an out-of-the-box gradient-based sampler applicable in the same
settings as NUTS HMC and intended as a successor to it. Our experiments found substantial
performance gains for MAMS over NUTS in terms of statistical efficiency. These experiments were
on problems varying in dimension (up to 10%) and included real datasets, multimodality, and long
tails. This said, to reach the maturity of NUTS, the method needs to be battle-tested over many years
on an even broader variety of problems.

We note that MAMS is simple to implement, with little code change from standard HMC. A promising
future direction is the many-short-chains MCMC regime (Hoffman and Sountsov, 2022; Margossian
et al.,|2024), since MAMS is not as control-flow heavy as NUTS and since MAMS with Langevin
noise can have a fixed number of steps per trajectory, making parallelization more efficient (Sountsov
et al.,[2024).
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A Metropolis adjusted Microcanonical Langevin dynamics proofs

Denote by o(z’|z) the density corresponding to the O update and by ¢(2’|2), the density correspond-
ing to the single step proposal TOBABO. We will use a shorthand notation for the time reversal:
Z = T(z) and denote by A(2’, z) the energy error accumulated in the deterministic part of the
update.

A.1 Proof of Theorem

Proof. For the MH ratio we will need
W(z[2)  [o(z|2)3(Z' . ¢(2))0(2[7)dZdZ' [ o(z|p(Z))o(Z|Z)dZ

W72 [0 2NN p(@) o(ZI2)iZdZ ~ [ole@)o@iz 0
where we have used the delta function to evaluate the integral over Z'.
We can further simplify the numerator
/0(E|<p(Z)) (Z|Z)dZ = / o(Z|7)dZ = / 2| o(Z))o(Z|2)dZ
= [otele @) o210z = [ o2\2) oot 2)12) 2522 07 = [ ot otz ot212)| %5 22 az.

In the first step we have used that o(Z|y) = o(z|y) and that time reversal is an involution. In
the second step, we have performed a change of variables from Z to Z (for which, the Jacobian

determinant of the transformation is 1). In the third step we used that p(Z) = ¢~1(Z). In the fourth
step we change variables to ¢~ !(Z) instead of Z. In the last step we use that o(y| ) = o(z| y).

Since o only connects states with the same « there is only one Z which makes the integral nonvanish-

ing and we get
o2 _|00(2)
q(z[7") 0z
as if there were no O updates. The O updates also preserve the target density, so we see that the

acceptance probability is only concerned with the BAB part of the update. In this case, the desired
acceptance probability was already derived in Lemma .2} O

)

A.2 Proof of Theorem

Proof. Following a similar structure of the proof as in (Riou-Durand and Vogrincl [2022) we will
work on the space of trajectories zo.;, = (2o, ..., 21) € MET1. We will define a kernel Q on the
space of trajectories, with ¢ as a marginal-x( kernel. We will prove that Q is reversible with respect
to the extended density

L
P(zo.L) = H q(zi|zi—1)p(20),

and use it to show that ¢ is reversible with respect to the marginal p(xg).
We define the Gibbs update, corresponding to the conditional distribution P(-|x):

L
G(2.lz0.2) = 8(ay — 20)Usa-s (up) [ T al=ili_1).

i=1

The Gibbs kernel G is reversible with respect to P by construction. Built upon a deterministic
proposal of the backward trajectory

Zo.L = (ZL,ZL-1,- -+, 20), (17)
we introduce a Metropolis update:

M(zg.1|z0:.) = Pum 620, — Zo.n) + (1 — Parw)0(26., — Zo:1),
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where Pyspr(z0.1,) = min(1, e‘A(ZM)). For 1 > 0, the distribution P admits a density with respect
to Lebesgue’s measure. Therefore

0Zo.1,

—Azor) _ P(Zo)
0zo.1,

P(zo:1)

ensures that the Metropolis kernel M is reversible with respect to P.

(18)

Before proceeding with the proof, we express Equation (I8) in a simple, easy-to-compute form.

The Jacobian is gfo:L =0 ® g—z, where ¢ is the matrix of the permutation o(i) = L — 4 and

0:L
g—; = Ilgxa ® —14_1xq—1. Both of these matrices have determinant £1, so the determinant of their
Kronecker product is also £1 and its absolute value is 1.

We get
_ - L — = L - L _ =
oA _ PEor) _ pEU) LS aFioalz) _ 11 p(Z) L a(Zi-a[zi) (19)
P(zor)  plzo) [y a(zilzi1)  Tisy plzi) TI, a(zilzia)
L N
— Q(z1—1|zl)p(zl) — 67 Zf:l A(zi,zi_l),
=1 Q(zz|zi71)p(zzfl)
where A(z;, z;_1) is the energy error in step ¢, by Theorem|5.1
We are now in a position to define the trajectory-space kernel:
Q=GMg. (20)

The palindromic structure of Q ensures reversibility with respect to . Since the transition
G(-|z0.z) = G(:|xo) only depends on the starting position o € R? and p(x) is the marginal
of P, we obtain that ¢(x(|xo) = [ Q(2z{.; |z0:L)dug H1‘L=1 dz; defines marginally a Markov kernel
on R?, reversible with respect to p. In particular, the distribution of {a:,;}izo in Algorithm 1 coincides
with the distribution of a Markov chain generated by q. O

B Microcanonical dynamics

In this appendix, we establish a relationship between the microcanonical dynamics of Equation (3)
and a Hamiltonian system with energy E from which it can be derived by a time-rescaling operation.
As well as motivating the dynamics of Equation (3), this allows us to show that T/ in Lemma [.2] for
the dynamics of Equation (3] corresponds to the change in energy E of the Hamiltonian system. We
also provide a complete derivation of the form of W for microcanonical dynamics. Familiarity with
the basics of Hamiltonian mechanics is assumed throughout.

B.1 Sundman transformation

We begin by introducing a transformation to a Hamiltonian system known as a Sundman transform
(Leimkuhler and Reich, 2004

S(F)(2(1) = w(z() F(2(1)),

where w is any function R?¢ — R. Intuitively, this is a z-dependent time rescaling of the dynamics.
Therefore it is not surprising that:

Lemma B.1. The integral curves of S(F') are the same as of F' (Skeel| |2009)

Proof. To see this, first use z to refer to the dynamics from a field G, and posit that z S(F) (s) =

zp(t(s)), where dtd(;) = w(z(s)). Then we see that

dzsg;)(S) _ dng(s)) _ dz;t(t) % = Flzp(s))w(zr(s)),
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which shows that, indeed, z S(F) = ZF O 8, where s is a function R — R, which amounts to what we
set out to show.

O

However, note that the stationary distribution is not necessarily preserved, on account of the phase
space dependence of the time-rescaling, which means that in a volume of phase space, different
particles will move at different velocities.

B.2 Obtaining the dynamics of Equation (3)

Consider the Hamiltonian systenﬂ given by H = T + V, with T(II) = (d — 1) log ||TI|| and
V(x) = L(x). Here, II is the canonical momentum associated to position . Then the dynamics
derived from Hamilton’s equations of motion are:

4 - )[4 o

Any Hamiltonian dynamics has p(z) o« 6(H — C') as a stationary distribution, which can be sampled
from by integrating the equations if ergodicity holds. As observed in |Steeg and Galstyan| (2021)
and [Robnik et al.|(2024), the closely related Hamiltonian dlog || II|| + £(x) has the property that
the marginal of this stationary distribution is the desired target, namely p(x) o e~*(®). However,
numerical integration of these equations is unstable due to the W factor, and moreover, MH
adjustment is not possible since numerical integration induces error in H, which would result in
proposals always being rejected, due to the delta function.

Both problems can be addressed with a Sundman transform and a subsequent change of variables.
To that end, we choose w(z) = ||II|| /(d — 1) (which corresponds, up to a factor, to the weight 7 in
Steeg and Galstyan|(2021])), and to w in [Robnik et al.|(2024))), we obtain:

% Fﬂ - [—mw?ﬁﬁlﬂ(d - 1)} ' (22)

Changing variables to uw = II/ ||II||, we obtain precisely the microcanonical dynamics of Equa-

tion (3):

i [TJ - [—(1 VL) (d - 1)} = [gﬂ ’

where we have used that the Jacobian j—l’_‘l = ﬁ([ - %) Note that B = S(F'),, since this

final change of variable only targets II.

B.3 Discrete updates

For completeness, we here state the position and velocity updates of the canonical and microcanonical
dynamics, which are obtained by solving dynamics at fixed velocity for the position update and at
fixed position for the velocity update. For canonical dynamics, this amounts to solving

d d
with initial condition Ay = x(¢) and By = w(t). These solution is trivial:
Ae = x(t) + eult) B, = u(t) — eVL(x(t)). (24)

"Here we follow [Robnik et al.| (2024) and |Steeg and Galstyan|(2021), but our Hamiltonian differs by a factor,
to avoid the need for a weighting scheme used in those papers.
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For microcanonical dynamics, one needs to solve

d d

with initial condition Ag = @(¢) and By = u(t). The velocity equation is a vector version of the
Riccati equation (Steeg and Galstyan), 2021). Denote g = —VL(x(t))/(d — 1) and replace the
variable B, by y., such that

Be = —(1 —u(t)yu(t)")VL(=(t))/(d - 1), (25)

d
B, = Y (26)
g-Y.
This is convenient, because the equation for B, is a nonlinear first-order differential equation, but the
equation for y, is a linear second-order differential equation
d? T
@ye = (99" )y., (27)
which is easy to solve and yields the updates

u(t) + (sinh§ + e - u(t)(coshd — 1))e
coshd + e - u(t) sinh &

where § = ¢ | VL(z(t))|| /(d — 1) and e = —VL(x)/ |VL(z)].

A = x(t) + eu(t) B, = ) (28)

B.4 Obtaining the stationary distribution of Equation (3)

We can derive the stationary distribution of Equation (3)) following the approach of [Tuckerman|(2023).
There, it is shown that for a flow F/, if there is a g such that % logg = —V - F, and A is the conserved
quantity under the dynamics, then p(z) o g(z)f(A(z)), where f is any function.

We note that V- F = uw - VL(z) = %ﬁ(az), using Appendix in the first step. Therefore
log g = —L(x). Further, |u/| is preserved by the dynamics if we initialize with |ug| = 1, as can easily
beseen: 2 (u-u) = 2u-i = 2u-(I—uu’)(-VL(z)/(d-1)) = 2(1—uw-u)(u-—VL/(d—1)) = 0.

Thus a stationary distribution is:

p(x,u) x e_L(w)J(HuH —1). (29)

Importantly, because even the discretized dynamics are norm preserving, the condition §(|u| — 1)
is always satisfied, so that 1; ((zz)) is always well defined. This makes it possible to perform MH

adjustment, in contrast to the original Hamiltonian dynamics as discussed in Appendix [B.2]

B.5 W as energy change

In the non-equilibrium physics literature, W (termed the dissipation function) is interpreted as work
done on the system and the second term in Lemma @] is the dissipated heat (Evans and Searles,
1994, 12002; |Sevick et al., 2008). W plays a central role in fluctuation theorems, for example, Crook’s
relation (Crooks, [1999) states that the transitions z — z’ are more probable than 2’ — z by a
factor "V (#:2)  In statistics, this fact is used by the MH algorithm to obtain reversibility, or detailed
balance, a sufficient condition for convergence to the target distribution.

Here we will justify why it can also be interpreted as an energy change in microcanonical dynamics.

Lemma B.2. W, calculated for the microcanonical dynamics over a time interval [0, T] is equal
to AFE of the Hamiltonian (d — 1) log | I1|| + L(x) for an interval [s(0), s(T)], where s is the time
rescaling arising from the Sundman transformation w(z) = | g|/(d — 1).

Proof. Recall that for a flow field F":

T
- /0 V. F(zp(s))ds. (30)



Given the form of the stationary distribution induced by B, derived in Appendix [B.4] we see that the

first term of the work, log =270 = L(xp(T)) — L(xp(0)) = L) (T)) — L) (0)) =

L(xr(s(T))) — L(xr(s(0))) which is equal to AV for an interval of time [s(0), s(T)].
As for the second term, observe that

dK(II(t(s))) OH dIldt dxdt dIT _ B
T s om drds deas @ CVEEN=SVEE
which is precisely the integrand of the second term.
O

This shows that W = AK +AV = AFE, where AF is the energy change of the original Hamiltonian,
over the rescaled time interval [s(0), s(T)] . As we know, AFE = 0 for the exact Hamiltonian flow,
and indeed W = 0 for the exact dynamics of Equation (3)), which is to say that for the exact dynamics,
no MH correction would be needed for an asymptotically unbiased sampler.

However, our practical interest is in the discretized dynamics arising from a Velocity Verlet numerical
integrator. In this case, we wish to calculate W for B,, and B, separately, and consider the sum,
noting that W is an additive quantity with respect to the concatenation of two dynamics. Considering
W with respect to only B, we see that the first term of W remains AV, since the stationary
distribution gives uniform weight to all values of w of unit norm, and the dynamics are norm
preserving. The second term vanishes, because VB, = V,u = 0. As for B,,, since the norm
preserving change in u leaves the density unchanged, the first term of W vanishes. Meanwhile, the
second term is A K, from the above derivation, since V- B = V- By + V4 - By = V. - By, Thus,
the full W is equal to AV + AK = AF, as desired. For HMC, it is easily seen that W for F, is
AV, and for Fy, is AT. Putting this together, we maintain the result of Lemma@], but now in a
setting where W is not 0 so that MH adjustment is of use.

B.6 Direct calculation of velocity update W

We here provide a self-contained derivation of the MH ratio for the velocity update from Equation (28).
The MH ratio is a scalar with respect to state space transformations, i.e. it is the same in all coordinate
systems. We can therefore select convenient coordinates for its computation. We will choose spherical
coordinates in which e is the north pole and

u = cos e + sind f, 3D

for some unit vector f, orthogonal to e. ¥ is then a coordinate on the S¢~! manifold. The velocity
updating map from Equation (28],

;o 1 sinh ¢ + cos ¥(coshd — 1) (32)
~ coshd + cos¥sinh & v cosh 0 + cos ¥ sinh §
sinh § + cos ¥ cosh § sin
= 33
cosh5+cos19$inhc3€+ cosh5+cosﬂsinh6f’ 33)
can be expressed in terms of the ¥} variable:
sinh § + cos ¥ cosh ¢ sin ¢
59 = sin )’ = . 34
o8 cosh § + cos ¥ sinh § i cosh 0 + cos ¥ sinh § 34
The Jacobian of the ¥ — ¢ transformation is
dy'| | d¥" dcosd’| 1 35)
d¥| |dcos® d¥ | |coshé + cosisinhd]
and the density ratio is
p(®)  [g(¥)  [sind’ =2 B 1 36)
p(¥) \/ g(¥)  \sind ~ (coshd + cos ¥ sinh §)d-2"
where g is the metric determinant on a S%~! sphere. Combining the two together yields
W = (d — 1)log (cosh d + cos ¥ sinh §), 37

which is the kinetic energy from Equation (8]).
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B.7 Direct calculation of the velocity update divergence

For completeness, we here derive the divergence of the microcanonical velocity update flow field F'.
We will use the divergence theorem, which states that the integral of the divergence of a vector field
over some volume {2 equals the flux of this vector field over the boundary of 2. Here, flux is F' - n
where n is the unit vector, normal to the boundary.

We will use the coordinate system defined in Equation (31)) and pick as the volume €2 a thin spherical
shell, centered around the north pole e and spanning the ¥ range [}, § + A¥]. The boundary of 2 are
two spheres in d — 2 dimensions with radia sin ) and sin(¢ + A¢). Note that F' is normal to this
boundary and flux is a constant on each shell. It is outflowing on the boundary which is closer to the
north pole and inflowing on the other boundary.

Note that for A9 — 0, we have that V - F' is a constant on 2. The divergence theorem in this limit
therefore implies

(V- F) V(S 2)(sin0)42 = —C%(|F|V(Sd*2)(sm 9)*2), (38)

where V (5%72) is the volume of the unit sphere in d-2 dimensions and we have used that the volume
of a n-dimensional sphere with radius r is V' (S™)r™. By rearranging we get:

L (|F|(sinv)4=2)

V== (sin)d—2 (39
We have
F= HVdﬁf 1)H( —uul)e, (40)
SO
Inserting |F'| in Equation yields
d — 1)(sin )42 9

d—1 (sin)d—2

C Optimal acceptance rate

The optimal acceptance rate argument for MAMS is analogous to the one in|Neal| (2011). We will
use two general properties of the deterministic MH proposal:

1. The expected value of the MH ratio under the stationary distribution, E. ., [e‘W(zl’z)], is

2)eWE2) gy = z a(z|2')p(z) z = z' O z)|ldz = z z) =
[p2) iz = [o(x) 250 S iz = [ oGz = [ pez)detz) = 1.

This is the Jarzynski equality. In statistical literature it was used by Neal (2011); |Creutz
(1988)) in the special case when ¢ is symplectic.

2. In equilibrium,

P(W > 0Olaccepted) = P(W < 0]accepted) =

N |

by the design of the MH algorithm (Neal, 2011). Since P(accepted|W < 0) = 1, we have
that

P(W < Olaccepted) P(W < 0)  P(W <0)
P(accepted) ~ P(accepted)’

1
5= P(w < 0laccepted) =

so P(accepted) = 2P(W < 0).
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Let us approximate the stationary distribution over W as A/ (1, 02), as in|Neal (2011). We then have
by the Jarzynski equality:

’ o 1 2 2 o2
1= 2)eWER) gy = / e~ W= /207 =W gy — ez M, (43)
/p( ) —oo V2702
implying that o = 2. By property (2) we then have
P(accept) = 2®(—p//2p), (44)

where ® is the Gaussian cumulative density function. Denote by Kyccepted the number of accepted
proposals needed for a new effective sample. This corresponds to moving a distance on the order of
the size of the typical set

[(acceptedANE X \/ga 45)

since v/d is the size of the standard Gaussian’s typical set. The number of effective samples per
gradient call is then

1 P(accept)  eP(accept)
= X .
KtotalN KacceptedN \/&

The error of the MCHMC Velocity Verlet integrator for an interval of fixed length is (Robnik et al.,
2024)

ESS / # gradient evaluations = (46)

o?/d x €t /d?, 47)
implying that 0 = 2y  €*/d. Therefore
ESS / # gradient evaluations oc pu'/* ®(—+/p/2) d=/*, (48)
1/4

so we see that the efficiency drops as d~/*. ESS is maximal at = 0.41, corresponding to
P(accept) = 65%. From Equation we then see that the optimal stepsize grows as € o< d'/*
instead of the d'/? that would correspond to the unimpaired efficiency.

Note that this result is different if a higher-order integrator is used. For example, when using a fourth
order integrator 02 /d o (2 /d)*, the optimal setting is = 0.13 and P(accept) = 80%.

Empirically, we find that even for a second-order integrator, targeting a higher acceptance rate, of
90%, works well in practice; we use this in our experiments.

D Optimal rate of partial refreshments

We will here demonstrate the sensitivity of HMC to trajectory length for ill-conditioned Gaussian
distributions and show how Langevin dynamics alleviates this issue. We will then obtain the optimal
rate of partial refreshments in the limit of large condition number. For MALT, Riou-Durand and
'Vogrinc| (2022) derive the ESS of the second moments in the continuous-time limit for the Gaussian

targets A (0, o):
2

1 —
ESS(3,T) = 1 +ZQ

1
p:efﬁT(coszJrgsian) w:\/gf 2, (50)

T is the trajectory length, 3 is the LMC damping parameter (7 = 2/ in|Riou-Durand and Vogrinc
(2022)).

Figure {] shows ESS as a function of the trajectory length and the rate of partial refreshments, both
for the standard Gaussian and for the Gaussian in the limit of very large condition number. For the
standard Gaussian, HMC achieves better performance than MALT, but only if trajectory length is
chosen well. For ill-conditioned Gaussian however, HMC drastically underperforms compared to
MALT. Optimal MALT hyperpatameter settings for the ill conditioned Gaussians are 5 = 0.567
and T' = 1.413. Therefore the optimal ratio of the decoherence time scales of the partial and full
refreshment are ; 18

partial

e T 1.25 (51)
We will use the same setting for Langevin MAMS, 50 Lartial /L =1.25.

; (49)

where
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Figure 4: Effective sample size in continuous time for MALT LMC on Gaussian targets. x-axis is the
LMC damping parameter, y-axis the trajectory length. x = 0 is the HMC line (8 = 0 means there is
no damping and no Langevin noise), z = 1 is LMC with critical damping 8 = 1/0ax. Left panel:
isotropic Gaussian A/ (0, 0max ). Note that HMC achieves the optimal performance if properly tuned,
the only reason to introduce Langevin noise would be to potentially make the tuning easier. Right
panel: extremely ill-conditional Gaussian with all scales (0, 0,q42]- ESS along the worst direction is
shown. HMC performs poorly as it cannot be tuned to all scales, damping of S04, = 0.57 performs
best. Note that these results do not imply MALT having non-zero ESS in the infinite condition
number limit: we only study continuous time MALT here.

E Further experimental details

E.1 Benchmark Inference Models

We detail the inference models used in Section [/| For models adapted from the Inference gym
(Sountsov et al.} [2020) we give model’s inference gym name in the parenthesis.

* Gaussian is 100-dimensional with condition number 100 and eigenvalues uniformly spaced
in log.
* Banana (Banana) is a two-dimensional, banana-shaped target.

* Bimodal: A mixture of two Gaussians in 50 dimensions, such that
p(xz) = (1 — a)N ([0, 1) + aN (x|p, 0°1),
where a = 0.25, 4 = (4,0,...0) and o = 0.6.

* Rosenbrock is a banana-shaped target in 36 dimensions. It is 18 copies of the Rosenbrock
functions with Q = 0.1, see ().

* Cauchy is a product of 100 1D standard Cauchy distributions.

* Brownian Motion (BrownianMotionUnknownScalesMissingMiddleObserva-
tions)is a 32-dimensional hierarchical problem, where Brownian motion with unknown
innovation noise is fitted to the noisy and partially missing data.

* Sparse logistic regression (GermanCreditNumericSparseLogisticRegres-—
sion)is a 51-dimensional Bayesian hierarchical model, where logistic regression is used
to model the approval of the credit based on the information about the applicant.

 ITtem Response theory (SyntheticItemResponseTheory) is a S01-dimensional hier-
archical problem where students’ ability is inferred, given the test results.

* Stochastic Volatility is a 2429-dimensional hierarchical non-Gaussian random walk fit to the
S&P500 returns data, adapted from numpyro (Phan et al., 2019b).

* Neal’s funnel [2011) is a funnel shaped target with a hierarchical parameter
21 ~ N(0,3) that controls the variance of the other parameters z; ~ N(0,e*/?) for
1=2,3,...d. We take d = 20.
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MAMS MAMS (x 10) MAMS (/10)

Gaussian 3249 3162 3169
Banana 14,078 13,098 13,469
Rosenbrock 94,184 91,620 94,533
Brownian 13,528 13,759 13,973
German Credit 55,748 59,777 57,118
ItemResp 45,371 43,840 450,40

Table 2: Number of gradients calls needed to get the squared error on the worst second moment
below 0.01. MAMS is compared with MAMS where the initial step size has been multiplied (third
column) or divided (fourth column) by a factor of 10. This demonstrates that the performance of the
automatic hyperparameter adaptation is not sensitive to the initialization.

Brownian Motion German Credit

10* NUTS
—— MAMS

10°

1071

1072

1073

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.5 1.0 15 2.0 25
Item Response Theory Stochastic Volatility

00 01 02 03 04 05 06 0.7 0 1 2 3 4
# gradient calls / 10° # gradient calls / 10°

Figure 5: Sampling error, as measured by b2, as a function of computational cost, as measured

by number of gradient calls. MAMS is compared with NUTS on several benchmark problems,
demonstrating it consistently outperforms NUTS. Gradient calls to b2, = 0.01 dashed line is the
number reported in Table[I]

Ground truth expectation values E[z?] and Var[z?] = E[(2? — E[2?])?] are computed analytically

for the I1l Conditioned Gaussian, by generating exact samples for Banana, Rosenbrock and Neal’s
funnel and by very long NUTS runs for the other targets.

E.2 Sensitivity to the hyperparameter initialization

MAMS hyperparameters are automatically determined by the algorithm from Section[6] However, the
algorithm is initialized with some stepsize €;,,;; = 0.2v/d and trajectory length L,;; = Vd. MAMS
performance could in principle be sensitive to this initialization. In Table[2] we show that this is not
the case.

E.3 Convergence curves

Figure [5|shows the convergence of the second moments as a function of gradient calls used for NUTS
and MAMS. b2 is computed as in Section Sampling error for both samplers steadily decreases,

max

but MAMS is consistently faster.
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Model Metric MAMS NUTS
Banana bimax 042% 1.52%
Bimodal Gaussian binaz 6.34% 2.07%
Brownian Motion binaz 036% 0.22%
Cauchy bavg 537%  0.02%
German Credit bimaz 0.12%  0.09%
Item Response bimax 1.05% 0.17%
Rosenbrock bavg 0.06% 0.02%
Standard Gaussian bavg 1.04% 0.13%
Stochastic Volatility b4, 0.10% 0.09%

Table 3: Relative uncertainty associated with Table ]

E.4 Uncertainty in Table|T]

Table |3| shows the relative uncertainty in the results from Table [I| Uncertainty is calculated by
bootstrap: for a given model, we produce a set of chains (usually 128), and calculate the bias b,,,,, at
each step of the chain. We then resample (with replacement) 100 times from this set, and compute
our final metric (number of gradients to low bias) 100 times. We take the standard deviation of this
list of length 100 to obtain an estimate of the error. This error, relative to the values in Table E] is then

reported in percent.

E.5 Computational architecture

The experiments were run on 128 CPU cores, where each core is a 2x AMD EPYC 7763 (Milan)

CPU.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope. The paper clearly introduces the Metropolis-Adjusted
Microcanonical Sampler (MAMS), describing it as a novel approach that outperforms the
No-U-Turn Sampler (NUTS) across multiple benchmarks. It further claims theoretical
derivations for the Metropolis adjustment and automated tuning, both of which are thor-
oughly supported by the mathematical derivations and experimental results in the paper. The
scope of the claims is aligned with the presented results, and the paper does not overstate its
contributions.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Limitations of MAMS are very similar to that of NUTS as demonstrated in
Experiments and discussed in the Conclusions.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was

only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

« If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The paper provides a full set of assumptions and complete, rigorously derived
proofs for all theoretical results, including the derivation of the Metropolis-Hastings ac-
ceptance probability for the microcanonical dynamics (Section 4) and the calculation of
the Jacobian and divergence of the velocity update (Appendix). Each theorem and lemma
is clearly numbered and referenced in the main text, and the proofs are presented in the
appendix, ensuring clarity and completeness. Assumptions for each result are explicitly
stated.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides comprehensive details necessary to reproduce the main
experimental results. It clearly outlines the algorithms (including pseudocode in Algorithm
[T), the adaptation scheme, and the benchmarking methodology. The paper also specifies the
hyperparameter settings and evaluation metrics. Additionally, the paper provides details
about the benchmark problems, including dimensionality and problem structure (Section[7]
and Appendix [E). The implementation details, such as the use of BlackJax for NUTS and
the code structure for MAMS, are also discussed, ensuring reproducibility.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: MAMS is implemented in open source package BlackJax and comes with a
tutorial on how to use it. The code for reproducing the experiments and implementations of
NUTS and MALA are also provided as a GitHub repository.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized

versions (if applicable).

Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specifies all the experimental details necessary to understand the
results. It clearly describes the datasets used, including both synthetic and real-world bench-
marks. Hyperparameters adaptation scheme is described in detail (Section[7} Experiments
and Section[6} Adaptation). The choice of evaluation metrics is explained, and the setup
for the baseline methods, including NUTS with BlackJax, is described. The experimental
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protocol, including the number of chains, initialization, and the method for calculating
performance metic, is also detailed. These specifications ensure that the experimental setting
is fully transparent.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

e The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: we use a bootstrap method to calculate standard deviation of results, which are
fully reported in Appendix [E]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper provides information on the runtime of the algorithm on Stochastic
volatility of the model in comparison to NUTS and states the computational architecture
used. That being said, the computational architecture is not really relevant, as the algorithm
here is tested on simple models with cheap to compute gradient evaluations, but it is intended
to be used on more involved models. Number of gradient evaluations is therefore the relevant
metric, not the runtime in our experiments, as we explain in the Experiments section

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.
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9.

10.

11.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper fully conforms with the NeurIPS Code of
Ethics. It adheres to the ethical principles, including transparency, integrity, and responsible
use of computational resources. The paper does not involve any unethical data collection,
misuse of computational power, or other ethical concerns.

Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: The paper is on foundational research and not tied to particular applications.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper is on foundational research and not tied to particular applications.

Guidelines:
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» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The paper properly credits the creators and original owners of all assets used,

including code, data, and models. The relevant assets are cited with appropriate references,
and their licenses and terms of use are respected.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: MAMS implementation in BlackJax comes with a well-written documentation
and a tutorial on how to use it.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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15.

16.

Answer: [NA]
Justification: Paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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