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Abstract

The XNLI dataset, a benchmark for Natural001
Language Inference (NLI), is extensively used002
to assess cross-lingual Natural Language Un-003
derstanding (NLU) capabilities across various004
languages. In this paper, we extend XNLI to005
include Basque, a low-resource language that006
can greatly benefit from transfer-learning ap-007
proaches. XNLIeu has been developed by first008
machine-translating the English XNLI corpus009
to Basque, followed by a manual post-edition010
step. We conduct a series of experiments us-011
ing mono- and multilingual LLMs to assess012
a) the effect of professional post-edition com-013
pared to the automatic MT system b) the best014
cross-lingual strategy for NLI in Basque and015
c) whether the choice of the best cross-lingual016
strategy is influenced by the fact that the dataset017
is built by translation. The results show that018
post-edition is crucial and that the translate-019
train cross-lingual strategy obtains better re-020
sults overall, although the gain is lower when021
tested in a dataset that has been built natively022
from scratch.023

1 Introduction024

Natural Language Inference (NLI) is a task that025

consists of classifying pairs of sentences, a premise026

and a hypothesis, according to their semantic rela-027

tion: entailment, when the meaning of the premise028

entails that of the hypothesis; contradiction, when029

the meanings of both sentences can not co-occur at030

the same time, they have opposing truth conditions;031

and neutral, when both sentences are not semanti-032

cally related whatsoever and could either occur or033

not at the same time (see Table 1 for examples).034

NLI is an important task towards Natural Lan-035

guage Understanding (NLU), and is often used to036

test the semantic understanding of language models.037

It provides a general framework where different038

NLP tasks can be reframed, including information039

retrieval (Dušek et al., 2023), metaphor detection040

(Stowe et al., 2022) or relation extraction (Sainz041

premise Yesterday I saw an octopus at the beach.
entailment I was at the beach yesterday.
contradiction Yesterday I spent the whole day at home.
neutral Octopi are my favourite animals.

Table 1: Example of a premise and three different hy-
potheses with the three possible relations.

et al., 2021). The NLI paradigm has also been pro- 042

posed as a way to detect hallucination in Natural 043

Language Generation (NLG) (Ji et al., 2023). 044

XNLI (Conneau et al., 2018) is a popular bench- 045

mark to evaluate cross-lingual NLI capabilities 046

among languages, and is made of human transla- 047

tions of the development and test sets of the MNLI 048

dataset (Williams et al., 2018) in 14 languages and 049

English. In this paper, we extend XNLI to include 050

Basque, a low-resource language spoken in Spain 051

and France (ISO-code: eu). We present XNLIeu, 052

a dataset that has been built by machine translat- 053

ing and post-editing the English version of XNLI. 054

Apart from XNLIeu, we also release the machine- 055

translated version, which we use to assess whether 056

professional post-edition is needed to obtain a re- 057

liable dataset, even if is has been more costly to 058

obtain. 059

Previous work has emphasized the importance of 060

the origin of the train and test data in cross-lingual 061

settings (whether they are original or come from 062

translations). In particular, Artetxe et al. (2020) 063

shows that a mismatch on the origin can have a 064

serious impact on the results, particularly when 065

comparing different cross-lingual strategies. More- 066

over, NLI datasets are known to be biased and con- 067

tain artifacts that lead models to rely on superficial 068

clues (Gururangan et al., 2018; Poliak et al., 2018; 069

Tsuchiya, 2018; McCoy et al., 2019). To analyze 070

the impact of these factors in XNLIeu, we create a 071

native test set completely from scratch with original 072

premises extracted from real Basque sources and 073

hypotheses provided by Basque speakers, which 074

were specifically told to avoid such biases. 075
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Label Example
premise: Dena idazten saiatu nintzen

‘I tried to write everything.’

entailment
Nire helburua gauzak idaztea zen.

‘My goal was to write things’

contradiction
Ez nintzen ezer idazten saiatu ere egin.

‘I didn’t even try to write anything.’

neutral
Aipatu zuen lan bakoitza idatzi nuen.
‘I wrote every paper he mentioned.’

Table 2: Examples from the XNLIeu dataset

Using these datasets, we conduct a series of ex-076

periments using mono- and multilingual language077

models for Basque, both discriminative and gener-078

ative, and test different training variants for cross-079

lingual NLI in Basque. The experiments set a new080

baseline on NLI in Basque, and serves us to analyze081

the effect of professional post-edition compared to082

the automatic machine-translation system as well083

as he best cross-lingual strategy for NLI in Basque,084

both in translated and native sets.085

This paper is structured as follows: section 2086

covers some relevant research and resources related087

to the topic in hand, our dataset is further explained088

in section 3, the description of the experiments and089

experimental settings in section 4, the results are090

covered in section 5, section 6 includes the analysis091

of the errors of the outputs of our models, section 7092

a summary of the research and its conclusions and,093

finally, section 8 expands on the limitations of our094

research.095

2 Related work096

Cross-lingual NLI. The best results on NLI097

benchmarks to day are based on supervised learn-098

ing, which requires large amounts of training data099

that are only available for resource-rich languages100

such as English. Examples of English NLI datasets101

are the Stanford NLI corpus (Bowman et al., 2015),102

the Multi-genre NLI corpus (Williams et al., 2018)103

or the Adversarial NLI corpus (Nie et al., 2020).104

The NLI task is also included among the tasks of105

the popular NLU benchmarks GLUE (Wang et al.,106

2018) and SuperGLUE (Wang et al., 2020). Cross-107

lingual NLI is an alternative approach that lever-108

ages pre-trained multilingual models which are109

fine-tuned in resource-rich languages, and tested in110

the desired target language. This transfer approach,111

called zero-shot, is often compared to strategies112

that involve machine translation: translate-train,113

where the training set is translated to each target114

MNLI XNLIeu XNLIeuMT native
entailment 9.89 8.15 7.81 8.95

contradiction 10.39 8.73 8.39 9.94
neutral 11.4 9.31 8.98 9.41

Table 3: Average length of hypotheses for each semantic
relation type in our three datasets, as well as MNLI. the
original English instances of XNLIeu and XNLIeuMT .

language and used to train the models on their re- 115

spective language and translate-test, where the test 116

set is translated to the source language, usually 117

English. Alternatively, large multilingual autore- 118

gressive models are also known to perform well 119

in cross-lingual settings, by providing them with a 120

set of correct input/label pairs as prompts for new 121

inputs (Brown et al., 2020). 122

XNLI. The Cross-lingual NLI corpus (XNLI) 123

(Conneau et al., 2018) is a set of development and 124

test sets in 15 high- and low-resource languages 125

based on MNLI, meant as a cross-lingual bench- 126

mark for this task. Later, this corpus was expanded 127

to include additional languages such as Korean 128

(Ham et al., 2020). 129

NLI biases & artifacts. Most famous NLI 130

datasets have also been reported to include biases 131

and artifacts (Gururangan et al., 2018; Poliak et al., 132

2018; Tsuchiya, 2018; McCoy et al., 2019) that 133

should be considered when analyzing the results, 134

as they seem to have critical effects on the per- 135

formance of systems. Artetxe et al. (2020) an- 136

alyzes the effect that translated datasets have in 137

cross-lingual settings, due to the so-called transla- 138

tionese(Volansky et al., 2013), and concludes that 139

mismatches between the origin of training and eval- 140

uation datasets cause an important impact on the 141

performance of the models. 142

Evaluation of LLMs. Nowadays, the focus of 143

the research on evaluation has shifted due to the 144

outstanding growth of LLMs, which can achieve 145

comparable results to fine-tuned pre-trained models 146

with zero-shot and few-shot approaches for evalua- 147

tion, and the center of attention is set on the global 148

capabilities of the models rather than specific tasks 149

(Guo et al., 2023). However, low-resource lan- 150

guages like Basque lag behind in NLP develop- 151

ment, and can still benefit considerably from se- 152

mantic datasets for tasks like NLI, that was not 153

previously available for this language. 154
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Figure 1: Box plots of the lexical overlap between premises and hypotheses calculated with cosine similarity of the
three datasets.

3 The XNLIeu dataset155

The XNLIeu dataset has been created following the156

steps of XNLI (Conneau et al., 2018), by machine-157

translating1 the development and test sets of the158

MNLI corpus (Williams et al., 2018) and post-159

editing the machine-translated instances with as-160

sistance of professional translators. Table 2 shows161

examples of the XNLIeu dataset. Apart from XN-162

LIeu, we also release the machine-translated ver-163

sion prior post-edition, dubbed XNLIeuMT, which164

we use to analyze the effect of post-edition.165

Additionally, we have created an original test166

set from scratch for the Basque language, which167

will be referred to as native, primarily to compare168

the results with those of our other datasets, with169

detailed results discussed in section 5.2. Inspired170

by Bowman et al. (2015) and Artetxe et al. (2020),171

we performed the following steps:172

• As a starting point, we extracted 5, 000 sen-173

tences from recent corpora containing local174

news in Basque that are not included in those175

used to train the models that will be fine-tuned176

in the experiments.177

• From these initial sentences, we manually se-178

lected 207 sentences that we deemed appro-179

priate for this task, which are the premises of180

our dataset.181

• We redacted annotation guidelines that ex-182

plain the task and provide examples to the183

annotators. In these guidelines, annotators are184

asked to be creative and to avoid as much as185

possible some of the annotation artifacts that186

have been found in the large datasets (Guru-187

rangan et al., 2018; Poliak et al., 2018), such188

as the use of negation to create contradictions.189

1All translations performed in the paper have been ob-
tained using Elia at https://elia.eus/translator.

• With the assistance of native Basque speak- 190

ers, one hypothesis for each label was created 191

per premise, resulting in three hypotheses per 192

premise, with a total of 621 sentences. 193

• The dataset has undergone superficial correc- 194

tions, focusing mainly on orthography and 195

revising examples that featured ambiguous la- 196

bels. 197

For the translation-train experiments, we also dis- 198

tribute a machine-translated version of the English 199

MNLI training corpus to Basque, with a total of 200

392, 702 sentences. 201

3.1 Quantitative analysis 202

In this section we present a quantitative analysis 203

of various aspects of the three developed datasets: 204

the XNLIeu dataset, XNLIeuMT and the native 205

version. 206

Label distribution. Since there are three hy- 207

potheses for each premise in the dataset, the label 208

distribution is perfectly balanced, resulting in no 209

majority class and setting the baseline accuracy at 210

33%. This applies to the three datasets. 211

Sentence length. The average length for hypothe- 212

ses for each semantic relation type, as shown in 213

Table 3, indicates that there is a bias, as neutral 214

hypotheses are longer on average, while entailed 215

hypotheses tend to be shorter, likely because en- 216

tailed sentences are often formed by omitting words 217

from the premise (Gururangan et al., 2018). This 218

bias is present in the MNLI dataset and in XNLIeu 219

and XNLIeuMT, that have been translated from it. 220

The hypotheses of the Basque datasets tend to be 221

shorter than the original English ones, but the unbal- 222

ance between the different semantic relation types 223

is maintained. The native set is also skewed, but 224

in this case, the contradictions are slightly longer 225
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XNLIeu XNLIeuMT native
no 0.58% no 0.54% in Basque 0.41%
auxiliary2 0.24% auxiliary 0.23% film 0.24%

entailment something 0.19% some 0.18% auxiliary 0.24%
some 0.18% something 0.16% movie 0.24%
auxiliary 0.17% like 0.13% of the world 0.24%
no 1.61% no 1.65% no 0.45%
nobody 0.24% nobody 0.23% in Basque 0.34%

contradiction never 0.2% auxiliary 0.18% Basque 0.28%
auxiliary 0.18% never 0.16% my 0.23%
my 0.16% importance 0.14% from Bilbao 0.23%
no 0.33% no 0.31% like 0.37%
my 0.21% dollar 0.2% no 0.37%

neutral auxiliary 0.19% my 0.2% Basque 0.25%
some 0.18% auxiliary 0.16% sometimes 0.25%
like 0.15% some 0.16% people 0.25%

Table 4: Proportion of most frequent words of the three
datasets, translated from Basque to English.

than neutral hypotheses, and entailments are still226

shorter on average.227

Word frequency. Examining word frequency per228

label is insightful, especially since studies such229

as Gururangan et al. (2018) or Tsuchiya (2018)230

have reported that some NLI datasets exhibit a bias231

where the contradiction label is strongly associated232

with negation words. This seems to hold for the233

XNLIeu and XNLIeuMT datasets. As we can see234

in Table 4, the word ez ‘no’appears much more235

frequently in contradictions, and so do some other236

negations like inork ‘nobody’or inoiz ’never‘, it is237

plausible that models might be exploiting this fea-238

ture as a form of shortcut learning for classification239

without even looking at the premise. The native240

dataset does not seem to be biased towards nega-241

tion words, since the guidelines specifically asked242

the annotators to avoid using artifacts as much as243

possible. It is interesting to note that among the244

most frequent words of this dataset there are fre-245

quent references to the Basque culture: euskaraz246

‘in Basque’, euskara ‘Basque language’, euskal247

‘Basque(adjective)’or Bilboko ‘from Bilbao’.248

Lexical overlap. The lexical overlap between the249

premise and hypothesis has been calculated as the250

cosine similarity between TF-IDF vector represen-251

tations of both sentences. The results (Figure 1)252

show that on the XNLIeu and XNLIeuMT datasets,253

premises and hypothesis are more similar on aver-254

age when their relationship is labeled as entailment255

than for the two other relation types, which has256

been once again previously detected as a typical257

NLI bias that can be harmful to the task, proba-258

bly caused by how entailed hypotheses are easy259

to create by simply omitting parts of the premise.260

However, this bias is not reproduced on the native261

2Auxiliaries are further discussed in appendix A.

Discriminative
Name Language # of parameters

IXAmBERT Multi 177M
multilingual BERT Multi 179M

XLM-RoBERTa (base) Multi 279M
XLM-RoBERTa (large) Multi 561M

BERTeus Basque 124M
RoBERTa-eus Euscrawl Basque 355M

Generative
Llama-Eus (private) Multi 7B

BLOOM Multi 7.1B
XGLM Multi 7.5B

Table 5: Details of the models that have been used in
the experiments.

test set. 262

4 Experimental design 263

We conduct a series of experiments towards eval- 264

uating cross-lingual NLI for Basque, using differ- 265

ent discriminative and generative language models, 266

both mono- and multi-lingual. All models have 267

been tested using the three datasets we have cre- 268

ated and described in section 3, aiming to deter- 269

mine if post-edition introduces significant changes 270

to the dataset that enhance its accuracy and relia- 271

bility. We also want to compare the XNLI derived 272

datasets to the native human-devised dataset and 273

analyze the impact caused by biases and artifacts 274

introduced in translation. Since there is no train- 275

ing set in Basque for NLI, we consider different 276

cross-lingual alternatives3: 277

• Zero-Shot transfer: We use discriminative 278

multilingual models that have been pre- 279

trained at least in English and Basque. These 280

models are then fine-tuned using the English 281

MNLI corpus. In a further experiment, we 282

also consider source languages other than En- 283

glish for fine-tuning. 284

• Translate-train: We machine-translate the En- 285

glish MNLI dataset to Basque, and use it to 286

fine-tune the discriminative models (both mul- 287

tilingual and Basque monolingual). 288

• Zero-shot prompting: Generative models 289

(which include English and Basque at pre- 290

training) have been directly tested without 291

3The translate-test approach has not been implemented
since the datasets have been originally translated from English
to Basque, so back-translating them to English would not
allow us to draw meaningful conclusions.
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zero-shot
XNLIeu XNLIeuMT

IXAmBERT 72.5 (±1.4e−3) 67.3 (±7.0e−3)
mBERT 60.1 (±5.7e−3) 57.9 (±1.2e−2)

XLM-RoBERTa base 73.4 (±3.5e−3) 69.0 (±9.0e−3)
XLM-RoBERTa large 81.1 (±2.8e−3) 75.4 (±2.0e−3)

translate-train
XNLIeu XNLIeuMT

IXAmBERT 75.9 (±6.4e−3) 71.3 (±4e−3)
mBERT 74.8 (±4.2e−3) 71.3 (±0.0)

XLM-RoBERTa large 83.8 (±6.0e−4) 79.9 (±1.0e−3)
RoBERTa-euscrawl 83.0 (±7.1e−3) 78.6 (±2.0e−3)

BERTeus 79.0 (±4.2e−3) 74.9 (±8.0e−3)

Table 6: Accuracy of discriminative fine-tuned models
tested with XNLIeu and XNLIeuMT datasets (mean and
standard deviation of three runs).

fine-tuning. This has been done using prompt-292

ing, which consists of framing any task as293

Natural Language Generation by creating a294

prompt that includes the input for the model.295

Regarding the models, we have experimented296

with the following discriminative models: IXAm-297

BERT (Otegi et al., 2020), multilingual BERT (De-298

vlin et al., 2018), XLM-RoBERTa large (Conneau299

et al., 2019), BERTeus (Agerri et al., 2020) and300

RoBERTa-eus-large (Artetxe et al., 2022). Further301

details about these models can be found in Table 5.302

All of the models have been used in their cased ver-303

sion. For the BERT models we have used a learning304

rate of 5e-5, and for the RoBERTa models we have305

used a smaller learning rate of 10e-6. All models306

have been trained for 10 epochs, and the model307

selection has been performed on the development308

test. There has been no further attempt at hyper-309

parameter optimization, since the goal was not to310

obtain the best possible model, but rather to com-311

pare the effects of the different sets and strategies.312

The models have been trained with three different313

random seeds to get the mean and the standard de-314

viation and reduce the effects of randomness. The315

code used for the experiments with discriminative316

models has been adapted from the code examples317

for fine-tuning for different tasks provided by Wolf318

et al. (2020).319

We have also tested three multilingual generative320

models that include Basque among their training321

languages: Bloom (BigScience Workshop et al.,322

2023), XGLM (Lin et al., 2022) and Llama-Eus,323

an in-house model based on Llama 2 (Touvron324

et al., 2023)4. The prompts used in our experiments325

4The model was built by continual pre-training of the

XNLIeu XNLIeuMT

llama-eus 49.5 46.9
Bloom 49.5 47.4
XGLM 48.1 46.7

Table 7: Accuracy of generative models tested with XN-
LIeu and XNLIeuMT datasets using a zero-shot prompt-
ing approach.

can be seen in Appendix B. As for evaluation, we 326

select the label whose log-likelihood is maximum, 327

according to the model. The code used for testing 328

the generative models is based on that included in 329

the Language Model Evaluation Harness project 330

(Gao et al., 2021). 331

Following usual practice, we use accuracy as our 332

evaluation metric, the ratio of instances that are 333

correctly classified divided by the total number of 334

instances. 335

5 Results 336

In this section, we show the main results of our 337

experiments and provide discussion on the main 338

findings. We start by analyzing the results on 339

the datasets derived from XNLI (XNLIeu and 340

XNLIeuMT), followed by a comparison with those 341

obtained using the native dataset. Finally, we de- 342

scribe the results of experiments using different 343

source languages apart from English in fine-tuning. 344

5.1 Results for XNLIeu and XNLIeuMT 345

The main results for the discriminative models 346

can be seen in Table 6. All systems perform 347

consistently better when evaluated on the post- 348

edited XNLIeu compared to the machine-translated 349

XNLIeuMT, and in some cases, the relative rank- 350

ing among the models change, as it is the case be- 351

tween multilingual BERT and IXAmBERT in the 352

translation-test setting. Translate-train obtains bet- 353

ter results overall on all models, and the difference 354

is slightly higher in the XNLIeuMT dataset (7.3% 355

accuracy points on average), where both train- 356

ing and test data have been created only through 357

machine-translation. This result is consistent with 358

the findings reported in (Artetxe et al., 2020). In 359

general, it seems that the more the target language 360

is present at training and fine-tuning time, the better 361

the results are. For example, multilingual BERT 362

does not perform well in a zero-shot setting, but 363

English Llama 2 using the publicly available EusCrawl cor-
pus (Artetxe et al., 2022) for 4 epochs.
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zero-shot transfer
IXAmBERT 64.0 (±9.0e−3)
mBERT 52.4 (±1.6e−2)
XLM-RoBERTa base 65.3 (±7.0e−3)
XLM-RoBERTa large 73.8 (±7.0e−3)

translate-train
BERTeus 68.4 (±1.0e−2)
IXAmBERT 65.6 (±1.0e−2)
mBERT 62.8 (±9.0e−3)
RoBERTa-euscrawl 75.2 (±7.0e−3)
XLM-RoBERTa large 76.4 (±1.3e−2)

zero-shot prompting
Llama-Eus 47.2
BLOOM 49.8
XGLM 46.5

Table 8: Accuracy of discriminative (upper part) and
generative (bottom part) models tested on the native test
set.

when trained in Basque, it is the model that im-364

proves the most.365

Table 7 shows the results obtained by the genera-366

tive models. Once again, the models perform better367

when evaluated on the post-edited XNLIeu, but the368

performance gap is smaller compared with fine-369

tuned approaches. In this case, the relative ranking370

among models varies depending on the evaluation371

dataset, which suggests that post-edition introduces372

essential changes to the dataset and is therefore im-373

portant to obtain a reliable evaluation benchmark.374

We further analyze this aspect in Section 6.375

5.2 Results for the native test set376

Table 8 shows the results of the models when eval-377

uated on the native dataset. Overall, the ranking378

of the models (both discriminative and generative)379

remains unchanged. The translate-train approach380

still yields better results than zero-shot transfer, but381

the difference in accuracy between both approaches382

is on average 2% percentage points smaller than383

those obtained in the translated sets. This is likely384

a consequence of the mismatch between train and385

test datasets, because in this setting the former is386

built by translating English text while the latter is387

natively written in Basque.388

Discriminative models perform worse on the na-389

tive test set, with approximately 10% lower accu-390

racy on average. While comparing results among391

different datasets is not always meaningful, we at-392

tribute the performance drop to the fact that the393

XNLIeu XNLIeuMT native
en 73.4 (±3.5e−3) 69.0 (±9.0e−3) 65.3 (±7.0e−3)
ar 73.9(±2.6e−3) 71.2(±4.0e−3) 61.9(±3.0e−3)
bg 73.2(±8.9e−3) 71.0(±2.1e−3) 62.7(±9.0e−3)
de 73.9(±5.3e−3) 70.4(±7.0e−4) 63.5(±8.0e−3)
el 73.7(±1.7e−3) 70.7(±7.0e−4) 63.6(±7.0e−3)
es 73.7(±5.2e−3) 70.3(±7.0e−4) 65.0(±7.0e−3)
fr 73.7(±4.9e−3) 69.9(±7.1e−3) 63.3(±2.1e−2)
hi 73.3(±7.0e−3) 70.7(±4.2e−3) 62.3(±5.0e−3)
ru 72.9(±1.5e−3) 69.7(±2.1e−3) 62.2(±6.0e−3)
sw 71.8(±3.1e−3) 68.3(±7.1e−3) 63.1(±6.0e−3)
th 73.0(±6.7e−3) 70.2(±4.2e−3) 64.1(±6.0e−3)
tr 73.5(±6.2e−3) 70.9(±7.0e−4) 63.6(±7.0e−3)
ur 66.5(±4.6e−3) 65.0(±1.4e−3) 56.0(±1.1e−2)
vi 72.6(±1.1e−2) 69.6(±7.8e−3) 62.4(±1.5e−2)
zh 71.8(±7.0e−3) 69.7(±2.1e−3) 62.0(±6.0e−3)

Table 9: Zero-shot transfer accuracy of XLMRoBERTa
fine-tuned in different languages. Best results in bold,
second best underlined.

native dataset is less biased, as seen in Section 394

3.1. As a consequence, the models cannot rely on 395

superficial patterns to deduce the relation between 396

sentences, which makes this dataset especially chal- 397

lenging. Another possible cause is the notable pres- 398

ence of references to the Basque culture as it was 399

sourced from original Basque materials. 400

Generative models do not yield worse results 401

compared to the machine-translated and post-edited 402

sets. This result is a consequence of the zero-shot 403

prompting strategy followed in generative models, 404

which does not include fine-tuning, and therefore 405

does not rely on examples that can induce bias in 406

the model. 407

5.3 Choice of the source language 408

We have conducted additional typological experi- 409

ments to test the impact of the choice of the source 410

language in a zero-shot transfer setting for Basque. 411

For this, we fine-tuned XLM-RoBERTa-base in 14 412

languages using machine-translated versions of the 413

MNLI training data, as well as English, and tested 414

them on XNLIeu, XNLIeuMT and the native test 415

set. The results of these experiments are depicted 416

in Table 9. 417

The Table shows small differences in XNLIeu 418

and XNLIeuMT. We attribute these results to the 419

fact that in this setting, both the training and test 420

data come from translations, which lessens the im- 421

portance of which source language to use. This is 422

not the case for English, whose train data is origi- 423

nal and not translated, which is not among the lan- 424

guages that achieve the highest results. However, 425

6



when a native dataset is used, factors such as prox-426

imity between languages and loanword frequency427

gain relevance, as shown in the Table, where the428

difference among languages is higher. Choosing429

English or Spanish yields similar results, while the430

performance when any other language is selected431

is noticeably lower.432

6 Analysis433

This Section provides additional analyses of the434

results. We begin by considering the performance435

of the best model on a per-label basis, followed by436

a manual comparison of the model outputs on the437

XNLIeu and XNLIeuTM datasets.438

6.1 Results per label439

Figure 2 shows the confusion matrices on each la-440

bel (entailment/neutral/contradiction) correspond-441

ing to the model and setting that performed best,442

XLM-RoBERTa large fine-tuned in Basque. For443

both XNLIeu and XNLIeuMT, the label that gets444

the higher F1 score is contradiction (87.7 and 83.4445

respectively), followed by entailment (83 and 79.1),446

while neutral instances obtain the worst F1 score447

overall (80.7 and 76.4). This is in accordance with448

the analysis performed in Section 3.1, which indi-449

cates the presence of biases in these datasets, as450

well as in the training dataset. The results sug-451

gest that the models do rely on those biases, for452

instance by classifying instances where the hypoth-453

esis contains negative words as contradictions, or454

those where the hypothesis is short and has large455

lexical similarity with premises as entailment. On456

the other hand, no specific biases were detected457

in neutral instances, and consequently, it is more458

difficult for models to correctly classify them.459

Section 3.1 reveals that the native dataset does460

not suffer from such apparent biases, and this is461

again reflected in the results depicted in Figure 2462

for this dataset (right part). While contradiction is463

still the label with the best F1 score (80.3), now the464

label that attains the worst F1 is entailment (71.2),465

and the second-best is neutral (73.9).466

6.2 Effects of post-edition467

Section 5 reveals that systems perform consistently468

worse when evaluated on the machine-translated469

XNLIeuMT dataset compared to the post-edited470

XNLIeu. So as to get a deeper insight into this471

result, we performed an analysis on XNLIeu and472

XNLIeuMT by selecting instances that have been473

correctly predicted in one dataset and wrongly in 474

the other. The analysis reveals that XNLIeuMT 475

often contains translation errors that change the 476

relation between premise and hypothesis, and that 477

when post-editing the professional translators cor- 478

rected those errors. The most frequent error con- 479

verts entailment and contradiction hypotheses to 480

neutral. Common translation errors include: 481

• Changing the polarity of a sentence from neg- 482

ative to positive or vice versa. 483

No, I live off campus. → ez naiz campusetik 484

kanpo bizi ‘I don’t live off campus’ 485

• Using an incorrect auxiliary verb, which 486

can have a detrimental effect and completely 487

change the meaning of a sentence. 488

I was still scared. → eta oraindik beldurra 489

ematen dit ‘I am still scared’ 490

• Omitting crucial information from the original 491

sentence or occasionally creating nonsensical 492

sentences. 493

I like feeling myself. → Nik neuk gustuko dut 494

ontzia. ‘I like the vessel myself’ 495

On the other hand, there do not seem to be clear 496

patterns in those instances that have been correctly 497

predicted on XNLIeuMT and incorrectly on XN- 498

LIeu. We have only found a handful of examples 499

where the original label of XNLI is ambiguous and 500

post-edition introduces necessary changes to make 501

the translations accurate and fluent that can alter 502

the relation between both sentences. 503

All in all, these differences lead us to the con- 504

clusion that the post-edition process is essential for 505

the creation of a reliable benchmark. 506

7 Conclusions 507

In this work, we introduce XNLIeu, a new dataset 508

for cross-lingual NLI in Basque. XNLIeu is de- 509

veloped by machine-translating the English part 510

of XNLI followed by a post-edition step with the 511

assistance of professional translators. Along with 512

XNLIeu we release the machine-translated version, 513

as well as a Basque native version carefully built 514

to avoid known biases in NLI datasets. We con- 515

duct a series of cross-lingual Basque NLI experi- 516

ments using a set of language models and different 517
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Figure 2: Confusion matrices for the XLM-RoBERTa large fine-tuned in Basque, our best model, tested with our
three datasets. Best viewed in color.

cross-lingual strategies. The experiments show that518

translate-train is the best strategy, particularly when519

there is no mismatch between the origin of the train520

and test data. In the native dataset translate-train521

still yields the best results, but the difference is com-522

paratively smaller. This result is consistent with523

previous works that analyze the impact of datasets524

based on translations. We also manually analyze525

the results of the models and find that machine-526

translation often introduces artifacts that change527

the meaning of the premises or hypotheses, and528

that professional translators correct those errors529

when post-editing. We conclude that post-edition530

is a crucial step towards reliable evaluation of cross-531

lingual NLI.532

All of the datasets developed in this paper are533

publicly available under free licenses5. We believe534

that they are an important resource that will con-535

tribute to filling the gaps in resources that exist536

in Basque, that can hinder the development of re-537

search and applications with a focus on semantics538

in this language.539

8 Limitations540

Some limitations to this study should be taken into541

account, specially in the design of future research.542

We have centered our work around the Basque543

language, which is considered to be a low-resource544

language. This means that, although some LLMs545

feature Basque in their training, there is not as546

much data and tools available as for other lan-547

guages like English or Spanish. This was the main548

motivation for this research, but there is no prior549

work about NLI in Basque to be used as a refer-550

ence, specifically in the experimental design and551

the interpretation of the results of the experiments.552

5The dataset will be distributed with the same license as
XNLI. The final URL will be available upon acceptance.

Generative models are becoming more complex 553

and versatile and are currently a popular subject of 554

investigation. Most modern evaluation approaches 555

are not focused on creating large corpora for spe- 556

cific tasks, but rather on testing generative models 557

using prompt engineering and zero-shot or few-shot 558

strategies. Our approach may seem outdated, as 559

our research has focused mainly on the creation of 560

our datasets and discriminative models, and genera- 561

tive models have only been tested with a zero-shot 562

prompting approach. Future research for NLI in 563

Basque should extend this line of research to ac- 564

count for the most recent developments and should 565

include more insight into effective prompts and 566

experiments performed with strategies other than 567

zero-shot. However, we believe that the creation 568

of our dataset and the approach we have followed 569

are still pertinent for a low-resource language like 570

Basque, which unfortunately does not include all 571

the necessary resources to fully leverage the most 572

recent advances brought by generative models, and 573

can take advantage of a task like NLI, that enables 574

the development of semantic applications and is 575

useful for transfer-learning into a lot of different 576

tasks. 577
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A Most frequent words in original Basque 767

Table 10 shows the original words that have been 768

translated to English in Table 4.

XNLIeu XNLIeuMT native
ez 0.58% ez 0.54% euskaraz 0.41%
nuen 0.24% nuen 0.23% filma 0.24%

entailment zerbait 0.19% batzuek 0.18% dezakezu 0.24%
batzuek 0.18% zerbait 0.16% pelikula 0.24%
daitezke 0.17% gustatzen 0.13% munduko 0.24%
ez 1.61% ez 1.65% ez 0.45%
inork 0.24% inork 0.23% euskaraz 0.34%

contradiction inoiz 0.2% nuen 0.18% euskara 0.28%
nuen 0.18% inoiz 0.16% nire 0.23%
nire 0.16% axola 0.14% bilboko 0.23%
ez 0.33% ez 0.31% gustatzen 0.37%
nire 0.21% dolar 0.2% ez 0.37%

neutral nuen 0.19% nire 0.2% euskal 0.25%
batzuek 0.18% nuen 0.16% batzuetan 0.25%
gustatzen 0.15% batzuek 0.16% jende 0.25%

Table 10: Proportion of most frequent words in Basque.
769

Some common words (nuen, daitezke, dezakezu) 770

have been translated to English as auxiliary. Aux- 771

iliaries are strictly grammatical words that do not 772

hold semantic meaning. In Basque, verbal auxil- 773

iaries provide grammatical information about the 774

tense, the mode and the person and number of the 775

arguments of the action, the subject, the direct ob- 776

ject and the indirect object. 777

B Prompts for the generative models 778

The prompst used for testing the generative models 779

are based on the one by Gao et al. (2021) (Table 780

11).

prompt label
[premise], right? Yes, [hypothesis] entailment
[premise], right? No, [hypothesis] contradiction
[premise], right? Also, [hypothesis] neutral

Table 11: Prompts in English.
781

Table 12 shows the translation to Basque.

prompt label
[premise], ezta? Bai, [hypothesis] entailment
[premise], ezta? Ez, [hypothesis] contradiction
[premise], ezta? Gainera, [hypothesis] neutral

Table 12: Prompts in Basque.
782
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