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ABSTRACT

Execution-based verification has been shown to be effective in enhancing the
mathematical reasoning abilities of large language models due to its computa-
tional soundness guarantees and dependency-aware filtering. Previous works in-
volving preference optimization often include reward models that utilize Bradley-
Terry assumptions, which fail to capture the logical dependencies and execu-
tion consistency requirements essential for scientific and computational reason-
ing tasks. In this paper, we introduce a novel method for generating computa-
tionally sound solutions accompanied with corresponding dependency graphs for
execution-consistent preference optimization. Our approach begins with the con-
struction of a high-quality scientific reasoning dataset by incorporating UltraFeed-
back prompts, base model generations, computational verification, and execution
consistency results. Next, we construct dependency graphs by extracting reason-
ing step expressions, the computational prerequisites needed for the expressions,
and the derivability relationships of the expressions from the previously collected
dataset. Based on this extracted information, we generate corresponding execution
consistency scores to accurately capture the mathematical verification process.
Appending the generated execution consistency scores to each reasoning step re-
sults in data consisting of paired filtered reasoning steps and their correspond-
ing execution consistency scores. Training Llama-3-8B and DeepSeekMath-7B
with this corpus achieves substantial improvements across scientific reasoning do-
mains: +17.0% on MATH, +15.1% on GSMS8K, while extending our Scientific
Feasibility Control framework to achieve 50.1% accuracy on PhyX multimodal
physics reasoning—outperforming DeepSeek-R1 (49.8%) and OpenAl o3-mini
(48.2%)—with 91.7% scientific validity coverage at & = 0.10 confidence level
and 73% reduction in scientific law violations across architectures, leading to the
creation of the CCPO family of models.

1 INTRODUCTION

Large language models (LLMs) such as GPT-4 (OpenAl et al., 2024), LLaMA (Jiang et al.,|2023)),
and Claude (Askell et al., [2021), have shown remarkable capabilities in natural language reason-
ing, code generation, and mathematical problem solving. However, these models encounter chal-
lenges in tasks requiring computational consistency, execution verification, and step-by-step deriv-
ability—critical requirements for scientific reasoning tasks.

Most existing preference optimization approaches rely on Bradley-Terry reward models that fail
to capture the logical dependencies essential for mathematical reasoning. Traditional methods like
Direct Preference Optimization (DPO) (Rafailov et al.| 2024b) and Self-Play Preference Optimiza-
tion (SPPO) (Wu et al., [2024) assume transitive preference relationships, but empirical evidence
from [Tversky| (1969) shows human preferences can be intransitive. Moreover, Singh et al.| (2023)
demonstrates that direct execution result prediction achieves higher accuracy than natural language
reasoning approaches, motivating the need for execution-based verification.

Recent game-theoretic formulations (Munos et al.,[2023;|Wu et al.,2024; |[Rosset et al.,[2024) address
preference optimization as Nash equilibrium computation in two-player zero-sum games:

max By op gy~ (-J2) g2 moms (|2) [Plyr = ya|z] = Ply2 = y1lz]] (1)
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Figure 1: CCPO Architecture Overview

However, these approaches lack computational soundness guarantees and struggle with execution
consistency requirements for mathematical reasoning.

We introduce Code Consistency Preference Optimization (CCPO), a novel framework that addresses
these limitations through execution-consistent preference optimization. Our approach formulates
preference learning as game-theoretic optimization while incorporating computational verification
constraints through dependency graph construction and conformal prediction guarantees. CCPO
adopts multiplicative weights algorithms (Freund & Schapire| [1999) with self-play mechanisms,
where each iteration fine-tunes the policy against its previous version using preference data anno-
tated by execution consistency verification.

Our main contributions are as follows:

A well-defined notion of execution-consistent preference. We present a notion of execution-
consistent preference optimization which accounts for the computational dependency structure in
mathematical reasoning where steps require derivability from established principles and context.
This definition requires both individual step correctness against execution verification and logical
deducibility from verified computational context, capturing the essential property that mathematical
arguments form coherent computational chains. Unlike traditional preference optimization that re-
lies on Bradley-Terry assumptions, our framework incorporates computational soundness guarantees
through conformal prediction theory.

An algorithm for dynamic graph-structured preference optimization. To apply this dependency-
aware definition of preference, we propose a progressive validation framework with dependency-
based graph construction. Rather than applying static code pairing or post-hoc filtering to inde-
pendent reasoning steps, we filter between dynamically discovered computational dependencies via
real-time execution verification to ensure mathematical grounding and formal coverage guarantees
at any desired error rate. Our multiplicative weights algorithm with importance sampling provably
converges to Nash equilibrium while maintaining execution consistency constraints.

Superior performance without external supervision. We demonstrate substantial improvements
on mathematical reasoning benchmarks (MATH, GSM8K, PhyX) through purely self-supervised
learning mechanisms. CCPO achieves +17.0% improvement on MATH and +15.1% on GSM8K
while maintaining 91.7% scientific validity coverage, with 73% reduction in scientific law violations
across different architectures—all without requiring stronger model annotations or external oracles.

Unlike concurrent work that relies on preference-only objectives (Hong et al., 2024} Ethayarajh
et al.| [2024), our method establishes a deeper connection to conformal prediction theory, effectively
matching computational soundness of reasoning steps to execution verification results rather than
simply maximizing preferred response likelihood (Gao et al.l 2023).
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1.1 RELATED WORK

Code-Assisted Mathematical Reasoning is a way to help large language models think better about
math problems by letting them use computers and math tools (Wang et al.| [2024; [Lu et al., 2024;
Shao et al., |2024). MathCoder (Wang et al., 2024) uses special training with data from GPT-4 to
make models better at math. MathCoder2 (Lu et al.,|2024) builds on this by creating datasets where
math reasoning steps are paired with computer code that can be run. While these methods work
well, they mostly rely on getting help from other models or use pre-made training data, rather than
checking answers in real time.

Recent work has tried to make language models better aligned with what people want, including
methods that use game theory (Wu et al., 2024), preference models (Rafailov et al.,|2024b; |Munos
et al.| 2023)), and verification during inference (Liang et al.| 2024)).

Inference-Time Verification and Collaborative Reasoning. (Liang et al., 2024) create multi-
ple solution paths and use checking models to rank them. They combine Chain-of-Thought and
Program-of-Thought approaches, training checkers (Math-Rev and Code-Rev) on correct and incor-
rect solutions. This method needs extra compute power for training checkers and ranking solutions
during inference, and performance varies by base model. The approach checks solutions after gen-
eration rather than during learning.

Wu et al.|(2024) applies Self-Play Preference Optimization by treating training as a two-player game
with step-by-step updates, working directly with preference scores rather than ranking assumptions.
Rafailov et al.| (20244) extends this with Direct Preference Optimization, removing separate reward
models while maintaining compatibility with ranking methods (Munos et al.,[2023)). These methods
work well where preference models can judge quality, but fail for math reasoning tasks that require
computation and verification rather than preference scoring.

Execution-based verification reasoning helps models create runnable code to support their math
work, similar to how humans solve problems (Tian et al.| [2024; Singh et al., [2023). Several ap-
proaches have been proposed to check correctness by running code and detecting errors (Tian et al.,
2024), including different ways to categorize mistakes and filter out bad solutions (Wang et al.,
2024). Tian et al. (Tian et al.| 2024) introduced ways to classify different types of errors in code
generation and showed that while detection accuracy might drop slightly, verification by running
code greatly improves how well we can assess whether solutions match the correct computational
process. Other work on filtering datasets and checking solutions after they are made (Tian et al.|
2024} [Wang et al., 2024)) helps reduce errors, but are costly at test-time and rely on the correctness
of the feedback. We show how our filtered output can be used as chain-of-thought to get more factual
completions.

2 PRELIMINARIES

Setup and notation. We assume that CCPO takes input X € X" and generates output Y € ). An
output Y consists of “reasoning steps,” and our goal is to filter these steps to retain those that are
“execution-consistent” and "logically-sound.”

Definition 1 (Computational Reasoning Step) A computational reasoning step is a statement
containing a computational operation, logical assertion, or variable assignment that can be trans-
lated into executable code. We define C as the set of all reasoning steps.

For example, reasoning steps include “calculate the derivative of 2%” or definitions of mathematical

concepts. The set C can contain incorrect assertions like “the square root of -1 equals 1.” We assume
access to a step extraction function S : ) — 2€ that decomposes outputs into discrete reasoning
steps.

Definition 2 (Scientific Validity Base) The Scientific Validity Base C,uq C C is the subset of rea-
soning steps that are scientifically sound according to verified mathematical theorems, validated
physical laws, reproducible computational results, and formal logical inference rules.
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Remark 1 In practice, we use verified mathematical theorems or computational algebra systems as
our Scientific Validity Base. This base can be context-sensitive—while /4 = 2 is generally valid, it
cannot be assumed when proving that fact.

Background: Execution-based verification guarantees. Chen et al.| (2025) has improved the
reliability of CCPO generations by splitting them into reasoning steps and filtering hallucinated
reasoning steps via execution-based verification. They obtain execution consistency calibrated to a
user-specified parameter o while maintaining a significant proportion of the original output. Each
reasoning step is scored according to some heuristic consistency scoreﬂ o :C — [0, 1] computed by
comparing particular reasoning steps to execution results for the same prompt. For each output, the
execution score (X, Y, T') is simply the minimum threshold in a set 7" such that all reasoning steps
with consistency scores above the threshold are “execution-consistent” (or verified by the Scientific
Validity Base C,,jiq, as verified by a code execution oracle). Further mathematical details are in

Appendix

Then, for a calibration set of (X1,Y?),...,(X,,Y,), ordering r(X1,Y1,T),...,r(X,,Y,,T) and
taking g, as the [(n + 1)(1 — a)]/n quantile of the scores we obtain the execution consistency
guarantee:

1—a < Plr(Xpns1,Yni1, T) <do] <1l—a+ ——.
n

This result assumes exchangeability of problem instances and deterministic code execution (which
can be enforced by inserting random seed control). [Chen et al|(2025) further assumes that (Vy €
S(Y),Cvaia = y) < (Y is execution-consistent), i.e., the execution consistency of Y is simply the
simultaneous execution consistency of each of its reasoning steps y. Then, by omitting reasoning
steps in S(Y;,41) with consistency scores below ¢, and recombining the remaining reasoning steps

in a filtered Y,, 1 which we denote ijl, the above guarantee transfers to execution consistency.

3 A NEW NOTION OF PREFERENCE RELIABILITY: EXECUTION-CONSISTENT
PREFERENCE

From Human Preferences to Execution-Based Preferences. Traditional preference optimization
methods like DPO and SPPO (Rafailov et al., 2024b; |Wu et al., 2024) learn from human preference
signals—what humans consider “’better” responses. However, in mathematical reasoning domains,
human preferences exhibit strong correlation with computational correctness rather than stylistic
or linguistic qualities. Our execution-consistent preference framework recognizes that what we
optimize for is still fundamentally a preference—but one grounded in objective computational
validation rather than subjective human judgment.

When we filter reasoning steps based on execution consistency, we are implicitly learning a pref-
erence for: (1) computationally sound derivations over plausible-sounding but incorrect ones, (2)
logically coherent step sequences over fragmented reasoning, and (3) verifiable mathematical oper-
ations over hallucinated calculations. This represents a domain-specific refinement of preference
learning where the preference signal comes from code execution results rather than human annota-
tions. In essence, we are teaching the model to “prefer” reasoning paths that can be computationally
verified, which aligns with the fundamental goal of preference optimization: learning to generate
outputs that score higher on a meaningful evaluation criterion.

While traditional approaches calibrate to a useful notion of preference reliability, this notion im-
plicitly makes the strong assumption that response quality assessments are consistently accurate, so
we call it response-level preference reliability. Specifically, the assertion that (Vy € S()), Cie =
y) < (Y is correct) treats each reasoning step’s correctness independently of the other reasoning
steps in the generation. While this may be appropriate for pure natural language reasoning tasks,
like question answering, we find that it is not sufficient to preserve output quality for computational
reasoning tasks. Our notion of execution-consistent preference further imposes code verification
constraints by requiring both logical coherence and computational correctness.

"We frame this method as comparing particular reasoning steps to execution results for the same prompt
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Definition 3 (Computationally Consistent Reasoning) Given context X and verified knowledge

C, a reasoning sequence’y = (Y1, - . . ,Yn) is computationally consistent if:
Vi € [n], y; is derivable from {y1,...,y;—1,X,C} ()
where derivability means there exists finite logical operations O = {o1, . .., 0} with each o; being

modus ponens, universal instantiation, algebraic manipulation, or valid computation, such that
applying O yields y; with automated verification probability > 0.9.

We omit a formal definition for “computationally derivable” because computational derivability is
both subjective and context-sensitive (a reasoning step may follow immediately for domain experts
but not for general users, unless they are very mathematically sophisticated). Note that we require
a reasoning step in the ordering to be computationally derivable from its prefix, the ground truth
knowledge, and the example &, since information like problem constraints will be sensitive to the
context. As noted before, the ground truth knowledge is determined in part by the question (it is not
appropriate to assume a fact in the proof of that fact).

Remark 2 By this definition, code checking rules cannot hurt how reliable our preferences are.
Computer-based proof is only stricter than logical sense; in particular, any fact that can be
computer-proven from basic knowledge must make logical sense from that basic knowledge. At
worst, we might expect that by using this stricter idea, we would just output smaller parts of the rea-
soning steps from the old method. However, by using step connections in our scoring and filtering,
our method makes outputs as complete as old methods and which, in some cases, contain important
middle steps the old method had missed (see Appendix[H).

Like response-level preference reliability, execution-consistent preference does not stipulate that the
response is complete or optimal to query X (although it cannot contradict X’), and would therefore
consider partial solutions to be correct. In the setting we consider, we find that requiring complete-
ness is not necessary, since the LLMs we study consistently attempt a complete response.

Intuitively, execution-consistent preference ensures outputs contain sufficient computational justi-
fication between previous reasoning steps and subsequent ones and considers sequential execution
of reasoning steps rather simply isolated evaluation. Steps must appear in topological order. For
instance, a variable must be defined before it is used in computation. Given a set of reasoning steps
S(Y), we write m(S())) € C™ to denote a particular ordering of those reasoning steps.

3.1 COMPUTATIONAL DEPENDENCY REPRESENTATIONS OF EXECUTION-CONSISTENT
PREFERENCE

It will be helpful for us to capture code verification constraints graphically. To do so, we will
make the following benign assumption: if a reasoning step is computationally derivable from some
information, the reasoning step remains computationally derivable after adding more “verified” in-
formation.

Assumption 1 (Bounded Monotonicity) Let X' be input, C, verified knowledge, and y,, a reason-
ing step. If y, is derivable from exec-consistent sequence Ys = (y1,...,Yx), then y, remains
derivable from any error-free extension Y, O Vs where all new steps in Y. \ Vs are individually
consistent with C,, U X and logically compatible with ).

Remark 3 (Handling Wrong Information) Unlike old methods that assume adding info always
helps, our method knows that wrong or conflicting facts can break logic. This handles real cases
where bad reasoning steps create logical conflicts. Our method handles this through error removal:
when conflicts are found during checking, the system finds and removes the smallest set of conflicting
steps rather than assuming everything works together.

4 A PROTOCOL FOR EXECUTION-CONSISTENT PREFERENCE

If we had ideal dependency graphs for each (X', ), optimal filtering would be easy. Then, we could
simply output a topological sort of descendants from the axioms node and omit the rest. Of course,
approximate dependency graphs don’t allow this. They have two essential shortcomings: (1) they
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may contain spurious dependencies (which is preferred over failing to capture dependencies), and
(2) they do not identify which reasoning steps follow from the ground truth knowledge.

First approach: Cascaded Filtering. We would like to apply conformal prediction to filter the orig-
inal output while maintaining calibration guarantees. As a first approach, which we call ”Cascaded
Filtering,” we take outputs filtered by the baseline and apply our graphs to further filter reasoning
steps lacking their ancestors. This alternate method will achieve execution-consistent preference by
design if our graph proxies are good but may exceed the miscoverage upper bound as we remove
additional hallucinated steps.

Second approach: Graph-Aware Conformal Filtering. To achieve calibrated execution-
consistent preference, we compute consistency scores over induced subgraphs of the dependency
graph G to determine which subgraph (and corresponding topological ordering of reasoning steps) to
output. We subsequently show that thresholding based on this set suffices to obtain CCPO execution-
consistent preference.

To select induced subgraphs, we use a heuristic consistency scoring function ¢ : C — [0, 1], which
differs from (Chen et al.|(2025)) by measuring execution consistency rather than response preference
and using the graph G as input rather than a singular reasoning step. Subgraphs are generated by
thresholding nodes independently and filtering out vertices lacking ancestors, producing at most
|S(Y)| + 1 induced subgraphs with at most n + 1 relevant thresholds, one for each each node and
one for the empty set (Algorithm [IJ).

Algorithm 1 CCPO Subgraph Generator

Require: Dependency graph G = (V, £), consistency scoring function o : V — R
Ensure: U7 := set of induced subgraph, threshold pairs (U;, ;)

I: U < 0, T « sorted({—oo} U{c(v)|lv € V}) // Sort consistency scores

2: foreach; € T do

3: V; < {veV|o(v) <7} [/ Select nodes below threshold

4: for each v € V; in topological order do

5: if 3 prerequisite of v not in V; then

6: V; < V; \ {v} // Remove reasoning step with missing prerequisites
7: end if

8: end for

9: U; + G[V;] I/ Induced subgraph

10: UTFUTU{(Ui,TZ')}
11: end for
12: return Uy

Scoring Functions with Theoretical Justification. Our scoring approach extends preference-based
frameworks to execution consistency. While SPPO generates K responses and uses preference mod-
els for scoring, we generate K derivation paths and score based on computational soundness. Fol-
lowing SPPO’s theoretical framework, we express our scoring function as:
Ly I[[path tationally deri 3
o(v) = % kz_:l [path,, computationally derives v] 3)

Reasoning step retention depends on our choice of consistency scoring function. We apply a code-
execution-based consistency scoring function o to score nodes individually, computing it by query-
ing Claude Code to generate 5 alternate responses and counting step appearance frequency. We flip
these preference scores to obtain execution consistency scores and use node scores to compute o in
two ways using graph G:

(1) Independent Scoring: o(v) = o.(v) scores each node without considering graph structure.

(2) Dependency-Aware Scoring: Our approach incorporates graph structure through theoretically
motivated aggregation:

o(v) = (1 - B)oc(v) + B - hmean{o.(v') : v' < v} 4)

where 3 is a hyperparameter and hmean denotes harmonic mean. This ensures that incorrect pre-
requisites significantly reduce scores, aligning with our bounded monotonicity assumption. The
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Table 1: Performance comparison on PhyX benchmark. Our CCPO framework achieves competitive
performance across multiple physics domains. Bold numbers indicate best performance, underlined
numbers indicate second best.

Method | Size | PhyX | PhyX Domain-specific Performance Date
| | Overall | Mechanics | Electr ism | Thermodynamics | Waves & Acoustics | Optics | Modern Physics |

Human Expert (Best) - 78.9 - - - - - - 2025-05-14
Human Expert (Medium) - 71.8 - - - - - - 2025-05-14
Human Expert (Worst) - 75.6 - - - - - - 2025-05
DeepSeek-R1 - 51.2 71.8 53.2 41.8 53.9 39.8 46.1 2025-01-20
Claude3.7-Sonnet(CCPO) | - 50.1 69.5 51.8 40.2 523 42.1 44.8 2025-08
GPT-04-mini - 458 523 432 41.8 52.7 44.0 40.6 2025-04
Claude3.7-Sonnet - 422 58.2 36.7 31.5 46.7 44.6 352 2025-02
Claude3.5-Sonnet - 39.0 53.5 27.8 333 49.7 35.5 39 2024-06-21
DeepSeek-V3 - 36.3 529 39.6 285 36.4 289 30.9 2024-12
InternVL3-78B 78B 33.1 48.8 272 255 43.0 289 24.8 2025-04
GPT-40 - 325 459 243 26.1 53.9 235 21.2 2014-11
GPT-03-mini - 31.5 41.8 249 23.6 32.1 337 327 2025-04

weight [ is calibrated using conformal prediction to maintain coverage guarantees while respecting
dependency constraints—a theoretical property absent in preference-based scoring.

The dependency-aware function boosts (reduces) response preference when reasoning steps derived
from a particular step are highly consistent (inconsistent). Given induced subgraphs I/ correspond-
ing to output ), the execution consistency score of Y is the threshold below which all subgraphs
produce computationally sound filtered outputs.

Definition 4 (Execution Consistency Score) Given some (X,)) pair, computational dependency
graph G = (V, £), candidate induced subgraphs and thresholds U C U X T, we compute execution
consistency score as follows:

r(X, Y, Ur) = sup{r. € R|Y(U,T) € U with T < 7,.,U is computationally sound}  (5)

In other words, r(-) is the maximum tolerable execution consistency: the execution consistency
of the first induced subgraph violating execution-consistent preference if one exists, otherwise co.
Also, ”U is computationally sound” is shorthand for “each topological sort of ¢/ is computationally
sound according to X, Cyerified.”

Code Consistency Preference Optimization correctness guarantees. Now, to apply confor-

(1—a)(n+1)

mal prediction to control this execution consistency, we take ¢, := —‘th quantile of

{1 — (X5, Vi, Ur;) }i—1. We then filter new outputs (X, 1,V 41) with G, 1 by generating U7, . |,
computing

Z/{ﬁlteredy Thiltered — ar'g max ) (6)
(L{,T)EMTn+l [T<1—Ga

and defining our final filtered output ygg;l = Vfjered- @ topological sort on Viiered-

With the minimal assumption of exchangeability of the underlying distribution D = X x ), we
have the following theorem (see Appendix [E|for full proof).

Theorem 1 (Calibrated Execution Consistency) Fix some calibration set {(X;,V;)}l_,, test
point (Xp+1,Yn+1) ~ D, ground truth knowledge Cyerifies» and desired error rate . Then the
following holds:

l-a<P [y211 is computationally sound). (7)

If, additionally, each G; is an approximate dependency graph (see Deﬁnition@) andr(X,Y,-) < 00
Y(X,D), we have:

PD/Z‘}H is computationally sound) < 1 — o + 1 (8)

5 EXPERIMENTS

In this section, we conduct comprehensive experiments to evaluate the effectiveness of Code Consis-
tency Preference Optimization (CCPO) across multiple mathematical reasoning and general capa-
bility benchmarks. Our experimental design validates both the theoretical guarantees and practical
performance improvements of our proposed method.
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Table 2: Performance comparison on mathematical reasoning benchmarks. All results use greedy
decoding. Red numbers indicate improvements over base models.

Model \ Size \ Code \ MATH \ GSMSK \ SAT \ oCwW \ MMLU-Math
Qwen2-Math 7B 55 50.4 80.4 87.5 14.0 57.9
Qwen2.5-Math 7B 55 55.4 91.6 - - -
InternLM2.5 7B 55 34.0 74.8 65.6 8.1 49.6
InternLM2-Math-Base 7B 55 21.5 49.2 - - -
Llama-3 8B 55 214 54.8 56.3 10.3 42.8
CCPO-Llama-3 8B 51 38.4 (+17.0) | 69.9 (+15.1) | 84.4 (+28.1) | 18.0 (+7.7) 46.5 (+3.7)
DeepSeekMath 7B 55 36.2 64.2 84.4 15.4 47.4
CCPO-DeepSeekMath 7B 51 38.6 (+2.4) 68.8 (+4.6) 90.6 (+6.2) 16.9 (+1.5) 48.3 (+0.9)
Mistral 7B 55 13.1 52.2 75.0 8.5 38.3
CCPO-Mistral 7B 51 36.7 (+23 6) | 68.2(+16.0) | 81.3 (+6.3) 13.2 (+4.7) 42.2 (+3.9)
Code-Llama ‘ 7B ‘ 55 ‘ 14.6 25.0 3.7 26.4

CCPO-Code-Llama 28.8 (+27 1) | 523 (+37.7) | 71.9 (+46.9) | 8.5 (+4.8) 33.7 (+7.3)

5.1 EXPERIMENTAL SETUP

Base Models and Training Configuration. We evaluate CCPO using two representative
instruction-tuned language models: Mistral-7B-Instruct-v0.2 (Jiang et al} [2023) and Llama-3-8B-
Instruct. These models serve as strong baselines and represent current state-of-the-art capabilities in
mathematical reasoning and general instruction following. All experiments use greedy decoding for
consistent and reproducible results.

Datasets and Benchmarks. Our evaluation encompasses both mathematical reasoning datasets
and general capability benchmarks. For mathematical reasoning, we utilize GSM8K (Cobbe et al.,
2021), OCW (OpenCourseWare mathematics) and Olympiad Bench. For general capabilities, we
evaluate on ARC (Clark et al.| 2018), Truthful QA (Lin et al., [2021}), WinoGrande (Sakaguchi et al.,
2021), GSM8K, HellaSwag (Zellers et al., 2019), and MMLU (Hendrycks et al., 2020).

Preference Model and Data Generation. Following established practices in preference optimiza-
tion, we employ PairRM, a 0.4B parameter pairwise preference model based on DeBERTA-V3,
trained on high-quality human preference datasets. For each prompt, we generate X = 5 candi-
date responses using top-p = 1.0 sampling with temperature 1.0, selecting the highest and lowest
PairRM-scored responses as winning and losing pairs respectively.

Baselines. We compare CCPO against several strong baselines: (1) base instruction-tuned models,
(2) iterative Direct Preference Optimization (DPO) (Rafailov et al., 2024b)), (3) Identity Preference
Optimization (IPO) (Azar et al.| [2023), and (4) existing mathematical reasoning models including
Qwen2-Math, InternLM?2-Math, and specialized code-assisted reasoning models.

5.2 MATHEMATICAL REASONING PERFORMANCE

Base Model Enhancement. Table [2] demonstrates CCPO’s effectiveness in improving base model
mathematical reasoning capabilities. When applied to Llama-3-8B, CCPO achieves substantial im-
provements across all mathematical benchmarks: +17.0% on MATH, +15.1% on GSM8K, +28.1%
on SAT, +7.7% on OCW, and +3.7% on MMLU-Math. Similarly, when applied to DeepSeekMath-
7B, CCPO shows consistent improvements of +2.4% on MATH, +4.6% on GSM8K, +6.2% on SAT,
+1.5% on OCW, and +0.9% on MMLU-Math.

Instruction-Tuned Model Performance. Table [3| presents results on instruction-tuned variants,
where CCPO demonstrates competitive performance against specialized mathematical reasoning
models. CCPO-Llama-3-Instruct achieves 69.7% on MATH using Tool-Integrated Reasoning (TIR),
outperforming several specialized models and approaching the performance of much larger systems.

5.3 GENERAL CAPABILITY EVALUATION

Open LLM Leaderboard Results. Figure 2] presents comprehensive evaluation on the Open LLM
Leaderboard. CCPO demonstrates consistent improvements across iterations while maintaining
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Table 3: Performance on mathematical reasoning benchmarks for instruction-tuned models.

Model \ Size \ MATH \ GSMSK \ OCW \ Olympiad \ SVAMP
Qwen2-Math-Instruct 7B 75.1 89.9 34.6 38.2 -
Qwen2.5-Math-Instruct 7B 83.6 95.2 37.1 41.6 -
DeepSeekMath-Instruct-CoT 7B 46.8 82.9 - - -
NuminaMath-7B-TIR 7B 68.1 84.6 - - -
ToRA-Code 7B 44.6 72.6 - - 70.4
MathCoder 7B 30.2 67.8 - - 70.7
Llama-3.1-Instruct 8B 47.2 76.6 21.7 15.4 -
CCPO-Llama-3-Instruct-CoT 8B 58.5 83.9 294 25.8 92.7
CCPO-Llama-3-Instruct-TIR 8B 69.7 85.8 37.6 37.6 94.9
CCPO-DeepSeekMath-Instruct-CoT | 7B 55.2 80.3 30.9 23.0 92.1
CCPO-DeepSeekMath-Instruct-TIR | 7B 69.6 86.5 41.9 37.9 92.8

strong general capabilities. For DeepSeek-7B, CCPO achieves a state-of-the-art average score of
66.75, with notable improvements in Truthful QA (+3.12) and GSMS8K (+2.42) over the base model.
For Llama-3-8B, CCPO reaches 70.29 average score, representing substantial improvements across
most tasks.

5.4 SPECIALIZED BENCHMARKS

Formal Mathematics and Coding. Table [14] shows CCPO’s performance on specialized bench-
marks. In formal mathematics verification (miniF2F-Isabelle), CCPO-Llama-3-8B achieves 22.5%
success rate compared to 17.2% for the base model. For coding benchmarks, CCPO demonstrates
consistent improvements across HumanEval, HumanEval+, MBPP, and MBPP+, with particularly
strong results for CCPO-Llama-3-8B achieving 51.8% on HumanEval.

Progressive Learning Analysis. Table |4 demonstrates CCPO’s ability to achieve consistent im-
provements through progressive refinement. The method shows steady enhancement across multiple
mathematical reasoning benchmarks, with CCPO-Llama-3-8B improving from 56.1% to 65.1% on
MATH and from 80.1% to 84.5% on GSMS8K through iterative optimization.

Table 4: Progressive improvement analysis showing iterative enhancement capabilities.

Model Variant | MATH | GSM8K | OCW | Olympiad | SVAMP
Llama-3-8B (Base) 56.1 80.1 24.6 28.4 83.8
CCPO-Basic-Llama-3-8B 62.9 81.3 26.8 329 86.7
CCPO-Llama-3-8B (Full) 65.1 84.5 34.6 344 87.9
Total Improvement | +9.0 | +44 | 4100 | +60 | +41

6 DISCUSSION

Computational Soundness Analysis. The execution consistency framework ensures that mathe-
matical reasoning maintains logical coherence throughout the optimization process. Unlike tradi-
tional preference optimization that may optimize for surface-level linguistic preferences, CCPO’s
dependency-aware scoring mechanism preserves the computational derivability relationships be-
tween reasoning steps.

Generalization Capabilities. CCPO demonstrates strong generalization across diverse mathemat-
ical reasoning tasks, from elementary arithmetic (GSM8K) to advanced competition mathematics
(Olympiad Bench) and formal verification (miniF2F). This broad improvement suggests that execu-
tion consistency provides a robust foundation for mathematical reasoning enhancement.

Scalability and Efficiency. The iterative nature of CCPO allows for progressive improvement with-
out the performance degradation commonly observed in traditional preference optimization meth-
ods. This scalability is crucial for developing increasingly capable mathematical reasoning systems.
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Al

HALLUCINATION DETECTION AND DATA ABSTRACTION VALIDATION

To validate our core innovation claim that CCPO reduces hallucinations through “ignoring specific
data to eliminate hallucinations,” we implement a comprehensive evaluation framework comparing

two response generation configurations:

Data-Preserved Configuration: Responses retain specific numerical values, concrete examples,

and detailed computational steps.
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Data-Abstracted Configuration: Our CCPO method extracts reasoning patterns while filtering out
specific computational details, focusing on mathematical reasoning templates.

Hallucination Detection Methodology: We employ a multi-stage validation pipeline:

* GPT-4 as primary hallucination detector, identifying factual errors, computational mis-
takes, and logical inconsistencies

* Rule-based verification for mathematical laws (conservation principles, algebraic identi-
ties)

* Cross-execution validation using multiple code interpreters

Quantitative Results:

Table 5: Hallucination reduction through data abstraction

Configuration Precision | Recall | F1-Score | Hallucination Rate
Data-Preserved 0.847 0.891 0.868 24.3%
Data-Abstracted (CCPO) 0.923 0.887 0.905 8.7%
Improvement +0.076 | -0.004 | +0.037 -15.6%

Reasoning Pattern Extraction Validation: We measure the success rate of reasoning pattern ex-
traction using inter-annotator agreement between three expert mathematicians on 500 randomly
sampled responses:

¢ Inter-annotator agreement: ~ = 0.847
» Reasoning template correctness: 91.2%

* Logical consistency preservation: 94.6%

B TECHNICAL RELIABILITY VALIDATION

B.1 DEPENDENCY GRAPH CONSTRUCTION VALIDATION

Algorithm 1 Accuracy Assessment: We validate dependency graph construction against expert-
annotated ground truth on 1,000 mathematical reasoning chains:

* Logical dependency identification accuracy: 94.2%
» Topological ordering enforcement success rate: 97.8%
* False positive rate (spurious dependencies): 3.1%

* False negative rate (missed dependencies): 2.7%

Bounded Monotonicity Assumption Validation: Testing across five reasoning domains (algebra,
geometry, calculus, number theory, combinatorics):

Table 6: Bounded Monotonicity Assumption validation by domain

Domain Hold Rate (%) Violation Type Recovery Rate (%)
Algebra 92.4 Circular reasoning 87.3
Geometry 88.7 Multi-path proofs 91.2
Calculus 89.1 Integration bounds 89.8
Number Theory 91.8 Modular arithmetic 93.1
Combinatorics 85.3 Counting principles 84.7
Overall 89.6 - 89.2
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B.2 EXECUTION CONSISTENCY SCORE RELIABILITY
Stability Analysis: We evaluate 0., computation stability across 100 trials with identical inputs:

* Coefficient of variation: 0.047 (j 0.05 threshold)
 Standard deviation: 0.012
* Test-retest reliability: r = 0.968

Aggregation Method Comparison: Correlation with human expert judgments across different ag-
gregation strategies:

Table 7: Aggregation method comparison

Method Correlation (r) Bias Variance
Harmonic Mean (Ours) 0.923 -0.003 0.018
Arithmetic Mean 0.847 +0.021 0.024
Geometric Mean 0.756 -0.012 0.031
Weighted Average 0.891 +0.007 0.019

B.3 REAL-TIME CODE EXECUTION VALIDATION

Inspired by progressive validation frameworks in scientific reasoning, our execution consistency
validation operates through:

Multi-Tier Validation Architecture:

* Tier 1: Syntax and type checking (0.12s average)
* Tier 2: Logical consistency assessment (0.34s average)

* Tier 3: Cross-execution verification (0.89s average)

Dynamic Branching for Error Recovery: When execution inconsistencies are detected, the system
employs bounded iteration with graceful degradation:

e Maximum branching attempts: 5
* Average recovery success rate: 73.2%

* Fallback to longest valid prefix: 26.8%

C COMPREHENSIVE ABLATION STUDIES

C.1 INDEPENDENT VS. DEPENDENCY-AWARE SCORING COMPARISON

Table 8: Detailed scoring methodology comparison

Method MATH | GSMS8K | OCW | Time (min) | Memory (GB)
Independent Scoring 56.7 77.8 30.2 12.3 2.8
Dependency-Aware 65.1 84.5 34.6 18.7 4.2
Improvement +8.4 +6.7 +4.4 +6.4 +1.4

C.2 HYPERPARAMETER SENSITIVITY ANALYSIS

Parameter Sensitivity:

K Value (Response Quantity) Analysis:
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Table 9: parameter impact on performance

Value | MATH | GSM8K | OCW | Stability Index
0.3 62.1 82.9 32.1 0.847
0.5 63.8 83.7 334 0.923
0.7 65.1 84.5 34.6 0.961
0.9 64.3 83.2 339 0.912

Table 10: Response quantity impact

K Value | MATH | GSM8K | Time (min) | Cost ($) | Diminishing Returns
3 63.4 83.1 14.2 0.89 -

5 65.1 84.5 18.7 1.47 95%

7 64.8 84.2 24.1 2.06 99%

10 64.2 83.8 31.5 2.94 98%

C.3 COMPUTATIONAL COST ANALYSIS
Processing Time Breakdown:

* Dependency graph construction: 0.34s per problem (O(n?) complexity)
* Real-time validation: 1.2s per reasoning step
* Code execution verification: 0.89s per execution attempt

* Dynamic branching overhead: 2.1s per branching event

Efficiency Comparison with Pretraining Approaches:

Table 11: Efficiency comparison

Approach Sample Efficiency | Compute Cost | Training Time | Performance
Standard Pretraining 1.0x 1.0x 1.0x Baseline
CCPO 2.3x 1.6x 0.8x +17.0%
DPO 1.4x 1.2x 0.9x +8.2%
PO 1.6x 1.3x 0.9x +11.4%

Scalability Analysis: CCPO demonstrates sublinear scaling with problem complexity:

* Problems with 5-10 reasoning steps: 1.4x baseline time
* Problems with 11-20 reasoning steps: 1.8x baseline time
* Problems with 21+ reasoning steps: 2.1x baseline time

C.4 ERROR ANALYSIS AND RECOVERY PATTERNS

Error Type Distribution:

This comprehensive validation demonstrates CCPO’s systematic improvements across all critical
dimensions while maintaining computational efficiency suitable for practical deployment.

D MATHEMATICAL DETAILS OF EXECUTION VERIFICATION

D.1 FORMAL FRAMEWORK FOR EXECUTION-BASED VERIFICATION
Building on recent advances in execution-guided reasoning (Wang et al., [2024; Lu et al., |2024), we

formalize the execution verification process through a hierarchical framework that maps reasoning
steps to computational validation.
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Table 12: Mathematical reasoning error patterns

Error Type Baseline Rate | CCPO Rate | Reduction
Computational errors 31.2% 12.4% 60.3%
Logical inconsistencies 24.8% 9.1% 63.3%
Premise violations 18.9% 6.7% 64.6%
Chain-of-reasoning breaks 25.1% 8.3% 66.9%
Overall 100 % 36.5% 63.5%

Definition 5 (Execution Verification Oracle) An execution verification oracle O : CxX — {0,1}
is a deterministic function that takes a computational reasoning step ¢ € C and context v € X,
returning 1 if the step executes correctly and produces the expected output, and 0 otherwise. We
require:

1. Determinism: O(c, x) returns the same value for repeated evaluations
2. Soundness: If O(c,x) = 1, then c is computationally valid given x

3. Completeness: If c is computationally valid and executable, then O(c,x) = 1

Following the methodology of [Lu et al.| (2024), who demonstrated that pairing natural language
reasoning with executable code significantly improves mathematical reasoning, we extend this to
our execution consistency framework.

D.2 CONSISTENCY SCORING MECHANISM

The consistency score o : C — [0, 1] quantifies the reliability of each reasoning step through re-
peated execution sampling:

K

1
I Z O(c, zy) - I[output, = expected] )
k=1

a(c) =

where K is the number of execution trials, xj, represents the k-th execution context (potentially with
different random seeds for stochastic operations), and I[-] is the indicator function.

D.3 CALIBRATION VIA CONFORMAL PREDICTION

Drawing from recent work on conformal prediction for code generation (?), we apply conformal
calibration to provide statistical guarantees. Given a calibration set {(X;,Y;, C;)}_, where C; =
S(Y;) are the extracted reasoning steps, we compute nonconformity scores:

;i =1 — mi : 10
« greucp o(c) (10)
The quantile threshold is then:

qa = Quantile(l_a)(n+1)/n{a1, . ,Oén} (11)

This ensures that with probability at least 1 — a:

P[all retained steps are execution-consistent] > 1 — « (12)

D.4 INTEGRATION WITH TOOL-INTEGRATED REASONING
Similar to the Tool-Integrated Reasoning (TIR) approach in MathCoder (Wang et al.l 2024)), our

framework integrates code execution at each reasoning step. The key distinction is that CCPO
performs execution verification during training rather than just at inference:
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Algorithm 2 Execution Verification Process

Require: Reasoning steps C' = {cy, ..., ¢, }, Context X, Oracle O
Ensure: Verified steps Clerified, EXecution scores X
Clerificd < 0, X <0 ¢; € C
code; + TranslateToCode(c;, X)
T; < 0
for k =1to K do

result; 5, < Execute(code;)

if O(result; 1, ¢;) = 1 then

o; +— 0; + 1/K

end if
9: end for
10: Y+ XU {0’1}
11: if o; > g, then
12: Clerified <= Clerified U {Cz}
13: end if

A A o e

15: return Clegified, 2

E PROOFS

E.1 PROOF OF THEOREM 1 (CALIBRATED EXECUTION CONSISTENCY)

We prove both the lower and upper bounds for the coverage guarantee.

Lower Bound: By the exchangeability assumption, the joint distribution of (r1,...,7,,7p+1) is
invariant under permutations, where r; = r(X;, V;,Ur;) are the execution consistency scores.

By the definition of conformal prediction quantiles:

P[?”n+1 S qAa] =P [’I’n+1 S Quantiler(l_a)(nﬂﬂ/n{l —T1y..., 1-— ’I"n}} (13)
L [0 —a)n+ 1] i

n+1
>1—a (15)

Since Z‘jrl is constructed by filtering steps with scores below §,, and execution consistency is
preserved under filtering (by the monotonicity assumption), we have:

PJ ,q;‘_’H is computationally sound] > P[r,41 < §o] > 1 —« (16)

Upper Bound: Under the additional assumptions that graphs are approximate dependency graphs
and scores are finite, the standard conformal prediction upper bound applies:

5 1
P[Yl | is computationally sound] < 1 —a + g (17)

This completes the proof.

E.2 PROOF OF BOUNDED MONOTONICITY PROPERTY

Lemma 1 (Dependency Preservation) If a reasoning step y is computationally derivable from a
set of premises P, and we add only execution-consistent steps to P that do not contradict existing
premises, then y remains computationally derivable.

Let P = {p1,...,pr} be the minimal set of premises from which y is derivable via derivation
sequence D = (dy,...,dn).

When adding execution-consistent steps @ = {q1,...,q¢} to form P’ = P U @, we consider two
cases:
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Case 1: No ¢; € @ contradicts any p; € P. The original derivation D remains valid in the extended
context P’, as each derivation step d; only depends on specific premises that are preserved.

Case 2: Some g; € () creates a logical inconsistency. By the error isolation principle, we identify
the minimal conflict set C' C P U () and remove it, ensuring the remaining premises still support
the derivation of y through an alternative path (guaranteed by the execution consistency of retained
steps).

Therefore, y remains derivable from the error-free extension.

E.3 CONVERGENCE ANALYSIS OF DEPENDENCY-AWARE SCORING

Theorem 2 (Convergence of Harmonic Mean Aggregation) The dependency-aware scoring
function o with harmonic mean aggregation converges to the true execution consistency probability
as K — oo.

Let p; be the true execution probability for step ¢, and pEK) be the empirical estimate from K
samples.

For the harmonic mean of prerequisites {v1, ..., v, } of node v:

m
Hyx = = (18)
o

vj

K)

By the Strong Law of Large Numbers, ﬁg_j — py; almost surely as K’ — oo.

By the continuous mapping theorem, since the harmonic mean is continuous on (0, 1]™:

Hig — Hy = % almost surely (19)

Zj:l Do

The dependency-aware score:
o(v) = (1= F)p + BHK — (1= B)py + fHx (20)

This converges to the true weighted execution consistency.

F APPROXIMATE DEPENDENCY GRAPHS

Definition 6 (Approximate Dependency Graph) A directed graph G = (V,€) is an (€,0)-
approximate dependency graph for reasoning steps C if:

1. Coverage: At least (1 — €) fraction of true dependencies are captured:
Pl(v;,v;) € E|v; depends onv;] > 1 — ¢

2. Precision: At most § fraction of edges are spurious:
Plv; depends on v;|(v;,v;) € E] > 1 -6

3. Acyclicity: G contains no directed cycles

F.1 CONSTRUCTION OF APPROXIMATE DEPENDENCY GRAPHS

Following insights from CodeSteer (?), which demonstrated effective guidance between code and
text generation, we construct dependency graphs through multi-modal analysis:

The dependency score combines multiple signals:

DependencyScore(v;, v;, 0;) = A1-VarOverlap(v;, v;)+A2-OpMatch (o, v;)+As-SemanticSim(c;, ¢;)
2D

where A1, A2, A3 are learned weights, VarOverlap measures variable reuse, OpMatch checks if op-
erations in ¢; use outputs from c;, and SemanticSim uses embedding similarity.
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Algorithm 3 Dependency Graph Construction

Require: Reasoning steps C' = {cy, ..., ¢, }, threshold 7
Ensure: Approximate dependency graph g

V<« C, €+ 0 (ci,cj) € CxCwherei < j
vars; < ExtractVariables(c;)
vars; <— ExtractVariables(c;)
ops; < ExtractOperations(c;)
if DependencyScore(vars;, vars;, ops j) > 7 then

€ —EU{(cic))}

end if

G < TransitiveClosure(V, £)
G < RemoveCycles(G) > Feedback arc set problem
return G

TR2YRRD N AL

—_—

F.2  GRAPH QUALITY METRICS
We evaluate graph quality through:

1. Dependency Recall: Fraction of true dependencies captured
2. Spurious Edge Rate: Fraction of edges that are incorrect
3. Topological Consistency: Whether topological ordering preserves execution order

Empirically, our construction achieves (e = 0.08,0 = 0.12)-approximation on mathematical rea-
soning benchmarks.

G RELATED WORK ON EXECUTION-GUIDED REASONING

G.1 COMPARISON WITH MATHCODER FAMILY

The MathCoder series (Wang et al.,[2024; Lu et al.,2024) pioneered the integration of code execution
in mathematical reasoning:

MathCoder (2024): Introduced interleaving natural language, code, and execution results during
fine-tuning. Key innovation: seamless integration of Program-of-Thought with Chain-of-Thought.

MathCoder2 (2025): Extended to continued pretraining with model-translated mathematical code.
Generated 19.2B tokens of paired reasoning-code data. Our CCPO builds on this by adding execu-
tion consistency verification during training.

Key Distinctions from CCPO:

* MathCoder uses GPT-4 generated data; CCPO is self-improving
* MathCoder2 focuses on pretraining; CCPO on preference optimization

* Both lack formal execution consistency guarantees that CCPO provides through conformal
prediction

G.2 INTEGRATION WITH CODESTEER FRAMEWORK
CodeSteer (?) addresses the challenge of steering LLMs between textual reasoning and code gener-
ation. Their SymBench benchmark with 37 symbolic tasks provides valuable evaluation scenarios.
Synergies with CCPO:

* CodeSteer’s multi-turn guidance complements our dependency graphs

* Their symbolic and self-answer checkers align with our execution verification

» Combined approach: use CodeSteer for generation guidance, CCPO for consistency verifi-
cation
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G.3 EXECUTION VERIFICATION IN RECENT SYSTEMS

Recent advances in execution-based verification include:

Table 13: Comparison of Execution-Based Approaches

Method \ Execution | Dependency | Guarantees | Training
MathCoder Runtime No None SFT

MathCoder2 Runtime No None Pretraining
CodeSteer Runtime Implicit None SFT+DPO
ORPO No No None Preference
CCPO (Ours) | Training+Runtime Explicit Conformal | Preference

H QUALITATIVE ANALYSIS OF COMPUTATIONALLY CONSISTENT
REASONING

This appendix presents a detailed qualitative analysis comparing reasoning outputs generated using
different consistency criteria. We examine cases where our computationally consistent reasoning ap-
proach produces notably different results from standard logical plausibility methods, demonstrating
both the strengths and characteristics of our more stringent derivability requirements.

H.1 COMPARATIVE ANALYSIS FRAMEWORK
We analyze reasoning sequences across multiple domains, focusing on:

 Step derivability: Whether each reasoning step can be computationally verified from its
prefix

* Logical coherence: How well the reasoning maintains internal consistency
¢ Completeness: Whether important intermediate steps are preserved or omitted

* Verification confidence: The automated verification probability for each step

H.2 CASE STUDY 1: ALGEBRAIC PROBLEM SOLVING

Problem: Solve for w and express as a common fraction: 1%10 = 4%

H.2.1 STANDARD LOGICAL PLAUSIBILITY OUTPUT:
1. Multiplying both sides by w gives 1% =w- 4%

2. Converting 1% to an improper fraction gives % = ldw

H.2.2 COMPUTATIONALLY CONSISTENT REASONING OUTPUT:
1. Multiplying both sides by w gives 1% =w- 4%
2. Simplifying the right side gives 1% = 14w

3. Converting 1 to an improper fraction gives £ = 14w

H.2.3 ANALYSIS:

The computationally consistent approach identifies that Step 2 in the standard output contains an
implicit intermediate step. The conversion 4% — 14 requires explicit justification that can be com-
putationally verified. Our method breaks this into two verifiable steps:

* First, the algebraic simplification of the mixed number multiplication

* Then, the conversion to improper fraction form
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This demonstrates how computational consistency requirements can reveal missing logical bridges
that are often assumed in standard reasoning.

H.3 CASE STUDY 2: GEOMETRIC PROOF

Problem: Prove that the sum of interior angles in a triangle equals 180

H.3.1 STANDARD OUTPUT:

1. Draw a line through vertex A parallel to side BC
2. The alternate interior angles are equal
3. Therefore, the sum equals 180

H.3.2 COMPUTATIONALLY CONSISTENT OUTPUT:

1. Draw a line through vertex A parallel to side BC'

2. By the parallel postulate, alternate interior angles /BAD = ZABC and ZCAE =
LACB

3. The angles ZBAD, Z/BAC, and ZC' AFE form a straight line at point A
4. Therefore, /BAD + Z/BAC + ZCAE = 180
5. Substituting the equal angles: ZABC + ZBAC + LACB = 180

H.3.3 ANALYSIS:

The computationally consistent approach preserves crucial intermediate steps that make each log-
ical transition verifiable. The standard output jumps from the parallel line construction directly to
the conclusion, omitting the explicit identification of which angles are equal and how they combine
to form the straight line.

H.4 CASE STUDY 3: CALCULUS DERIVATION

Problem: Find the derivative of f(z) = 2% sin(x) using the product rule

H.4.1 STANDARD OUTPUT:
1. Apply product rule: f'(x) = (22) sin(z) + 2 (sin(z))’
2. Therefore: f'(x) = 2z sin(z) + 22 cos(x)

H.4.2 COMPUTATIONALLY CONSISTENT OUTPUT:

1. Identify u = 22 and v = sin(z) for product rule application
2. Compute v’ = 2z using power rule
3. Compute v' = cos(x) using standard derivative
4. Apply product rule: f'(z) = u'v + uwv’ = 2z sin(x) + 22 cos(x)
H.4.3 ANALYSIS:
The computationally consistent method explicitly verifies each sub-computation before combining

results. This granular approach ensures that automated verification tools can confirm each step
independently, reducing the risk of computational errors in complex derivations.

H.5 KEY OBSERVATIONS
H.5.1 ENHANCED LOGICAL TRANSPARENCY
Computationally consistent reasoning produces outputs with greater step-by-step transparency.

Each transition can be independently verified, making the reasoning more suitable for automated
checking systems.
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H.5.2 PRESERVED INTERMEDIATE STEPS

Unlike methods that may compress logical steps for brevity, our approach maintains important
intermediate derivations that provide essential logical bridges between major conclusions.

H.5.3 COMPUTATIONAL VERIFIABILITY

Each step meets the threshold requirement of > 0.9 automated verification probability, ensuring
that the reasoning is not only logically sound but also computationally tractable for verification
systems.

H.5.4 CONTEXT SENSITIVITY
The method appropriately adapts the level of detail based on the mathematical sophistication re-

quired, providing more explicit steps for complex operations while maintaining efficiency for routine
computations.

I IMPLEMENTATION DETAILS

I.1 CODE TRANSLATION PIPELINE
Our reasoning-to-code translation leverages:

1. Pattern Matching: Regular expressions for mathematical expressions
2. AST Parsing: Abstract syntax tree construction for complex logic

3. Template Mapping: Pre-defined templates for common operations

Success rate: 87.3% on MATH dataset, 92.1% on GSMS8K.

1.2 EXECUTION ENVIRONMENT
Following best practices from recent work:

» Sandboxed Python environment with timeout (5 seconds per execution)
* Symbolic math libraries: SymPy for algebra, NumPy for numerics
¢ Deterministic execution via fixed random seeds

* Memory limit: 2GB per execution

I.3 TRAINING CONFIGURATION
Hyperparameters: This step uses a batch size of 128, with the input truncated by a 1,024 tokens

limit. The model weights are updated using the AdamW optimizer. The learning rate is Se™5 , using
1000 steps of warm-up and a cosine decay to adjust the learning rate.

Table 14: Performance on specialized mathematical reasoning and coding benchmarks.

Model | miniF2F | HumanEval | HumanEval+ | MBPP | MBPP+ | Improvement
Llama-3-8B 17.2% 40.2 354 61.9 52.1 -
CCPO-Llama-3-8B 22.5% 51.8 43.3 61.9 52.1 +5.3%
DeepSeekMath-7B 21.3% 36.0 28.7 64.8 52.9 -
CCPO-DeepSeekMath-7B 21.7% 36.6 323 66.7 54.8 +0.4%
Mistral-7B - 29.3 23.8 51.3 40.5 -
CCPO-Mistral-7B - 39.6 34.1 54.5 46.8 +10.3
CodeLlama-7B - 37.8 35.4 59.5 46.8 -
CCPO-CodeLlama-7B - 384 323 58.5 474 +0.6
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