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Abstract

Consistent depth estimation across diverse scenes and sensors is a crucial challenge
in computer vision, especially when deploying machine learning models in the
real world. Traditional methods depend heavily on extensive pixel-wise labeled
data, which is costly and labor-intensive to acquire, and frequently have difficulty
in scale issues on various depth sensors. In response, we define Universal Depth
Completion (UniDC) problem. We also present a baseline architecture, a simple
yet effective approach tailored to estimate scene depth across a wide range of
sensors and environments using minimal labeled data. Our approach addresses
two primary challenges: generalizable knowledge of unseen scene configurations
and strong adaptation to arbitrary depth sensors with various specifications. To
enhance versatility in the wild, we utilize a foundation model for monocular depth
estimation that provides a comprehensive understanding of 3D structures in scenes.
Additionally, for fast adaptation to off-the-shelf sensors, we generate a pixel-wise
affinity map based on the knowledge from the foundation model. We then adjust
depth information from arbitrary sensors to the monocular depth along with the
constructed affinity. Furthermore, to boost up both the adaptability and general-
ity, we embed the learned features into hyperbolic space, which builds implicit
hierarchical structures of 3D data from fewer examples. Extensive experiments
demonstrate the proposed method’s superior generalization capabilities for UniDC
problem over state-of-the-art depth completion. Source code is publicly available
at https://github.com/JinhwiPark/UniDC.

1 Introduction

Acquiring accurate and dense depth maps is crucial for various computer vision tasks such as
scene understanding [1, 2, 3, 4], 3D reconstruction [5, 6, 7, 8], and autonomous driving [9, 10, 11].
Traditional methods like dense stereo matching [12, 13, 14] often face challenges of handling
occlusion and varying lighting conditions between viewpoints. Additionally, depth maps obtained
from active depth sensors [15, 16] like LiDAR and Time-of-Flight cameras typically exhibit low
resolutions. As a solution to the above problems, depth completion has been widely studied. The goal
of depth completion is to obtain a depth map from a pair of an image and a low-resolution depth
map (often sparse depth map) taken by active sensors. The depth completion aims to convert a sparse
depth map into a dense depth prediction by propagating it with an image-based affinity map.

Recent advances in learning-based depth perceptions have markedly improved the performance in
this domain; however, most approaches are still tailored to specific settings and struggle to generalize
to new environments or sensor types. While generalizable knowledge can be achieved by training
huge models with large-scale and diverse datasets, acquiring accurate and dense depth information as
ground-truth data is prohibitively expensive and time-consuming, which makes such a generalization
model for metric scale 3D depth prediction infeasible in practice. Moreover, there exist numerous
types of active depth sensors and complex scenarios in the real world. Unfortunately, only two

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

https://github.com/JinhwiPark/UniDC


benchmark datasets (e.g., KITTI [17] and NYU dataset [18]) are predominantly utilized in relevant
research fields. Considering the accessibility of various industrial scenarios and the extremely high
annotation cost, it is desirable to explore a few-shot learning approach capable of universal depth
prediction for both arbitrary sensors and environments.

In response to the growing needs of both industry and the research community, in this work, we define
a new problem, called Universal Depth Completion (UniDC), and present a baseline architecture
and its advanced version. Our key insight of the baseline model for UniDC is to utilize pre-trained
knowledge from a foundation model for monocular depth estimation, which provides depth-aware
information enriched with high-resolution contextual information. Previous works typically exploit
entangled representations of an image and corresponding depth data by concatenating them in an input
layer, which reduces the generality of the foundation model. A contemporary work [19] proposes a
sensor-agnostic depth completion with a depth prompting module, which mitigates the sensor bias
problem by disentangling image and depth modalities. Since the depth representation is optimized
with respect to a specific scene environment, it has limitations in out-of-domain situations, such as
the environmental transition from indoor to outdoor, and vice versa.

To resolve this limitation, we design a simple baseline architecture using the foundation model.
By excluding the training procedure for a new encoder to represent depth data, we achieve a high
generality of the model across various sensors regardless of scene configurations. The proposed archi-
tecture consists of three sequential steps: (1) extraction of depth-aware features from the foundation
model; (2) sparse-to-dense conversion based on the depth-aware information; (3) refinement of the
converted depth with a pixel-wise affinity map constructed based on high-resolution details of the
input image. For more details, the sparse-to-dense conversion aggregates adjacent depth values based
on the high-resolution pixel-wise features from the foundation model. In the depth refinement process,
we adopt a spatial propagation module with a multi-kernel affinity map.

We next boost up the baseline architecture by taking advantage of hyperbolic embedding. As stated
in [20, 21], the natural capacity of hyperbolic spaces encourages capturing the implicit hierarchical
structure of 3D data. In particular, this capability alleviates bleeding errors in the spatial propagation
process [22]. To ensure adaptability and generality, we also design a multi-curvature approach
for producing multiple affinity maps in the refinement stage. The effectiveness of our models is
demonstrated across a variety of scenarios and datasets, confirming its superior generalization and
robustness in different sensor setups and scene configurations. We also conduct extensive experiments
and analyses to validate the efficacy of the proposed model.

2 Related Works

Depth Completion. Image-guided depth completion aims to predict dense depth maps from an RGB
image and its synchronized sparse depth acquired by depth sensors. A work in [23] introduces a deep
regression model that significantly enhances prediction accuracy over the existing monocular depth
estimation method [24], which utilizes only RGB image as input. However, depth maps from the
direct regression method often suffer from blurry artifacts and distortions at object boundaries [25].
To address these issues, several works have introduced spatial propagation networks (SPNs) [25, 26,
27, 28, 29] as refinement modules. SPNs iteratively update the output of direct-regression methods
by aggregating neighboring pixels over a reference pixel. Nonetheless, these models are typically
tailored for specific depth sensors, such as the 64-Line Velodyne LiDAR [30] in KITTI outdoor
dataset [17] and Kinect [31] for NYUv2 indoor dataset [18].

To alleviate this limited usage of SPNs, several studies have explored sensor-/domain-agnostic depth
completion. SpAgNet [32] develops a model agnostic to the sparsity of depth points by incorporating
sparse depth representions into a depth decoder. Another work [33] takes the use of both sparse metric
depth and data-driven priors from a monocular depth prediction network for domain-agnostic depth
completion. DepthPrompting [19] solves sensor bias problems with a prompt engineering. Despite
these efforts, they still face challenges with a cross-domain generalization [19] and an issue on a
limitation of sensors’ scan ranges, which causes an overfitting problem [32, 33].

Usage of Foundation Model in Downstream Task. Foundation models, designed for various down-
stream tasks, have revolutionized both natural language processing and computer vision fields. In
particular, in the computer vision field, these foundation models excel in high-level visual per-
ception tasks such as image recognition [34, 35, 36] and image captioning [35, 37, 36]. Those
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vision foundation models provide benefits for strong adaptation to various tasks via tuning meth-
ods [38, 39, 40, 41] and feature adaptation methods [42, 43, 44]. In low-level tasks like depth
computation, several works [45, 46, 47] create diverse datasets for zero-shot generalization capabili-
ties, while others [48, 49, 50] fine-tune the text-to-image model [51] to utilize diffusion priors for
better generalization which guides them to keep geometric details.

Hyperbolic Geometry for Visual Data. Hyperbolic embedding for efficient learning-based ap-
proaches [52, 53] has gained interest. The Hyperbolic embedding has validated its ability to ef-
fectively represent complex data as hierarchical structures in low-dimensional spaces, offering
a distinct advantage over Euclidean embeddings. This unique capability promotes the design of
hyperbolic neural networks, and is applicable for a range of applications such as hierarchical recogni-
tion [54, 55, 56], retrieval [57, 58, 59], dealing with uncertainty [60, 61, 62], and generative learning
on scarce data [63, 64, 65, 66]. Especially, hyperbolic methods have been shown to be effective in
addressing low-shot visual problems [67, 68, 69, 60, 70], modeling complex 3D data [20, 21] and
measuring pixel-wise similarity [22]. In this work, we devise the hyperbolic version of the proposed
architecture to make both the generalizable power and understanding 3D depth data better.

3 Baseline Architecture
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Figure 1: Illustrations of conventional SPN,
sensor agnostic model [19] and ours. Our
approach uses hyperbolic-based depth com-
pletion in three stages: generating an ini-
tial depth, constructing a pixel-wise affinity,
and refining the depth based on the affinity.

We present a simple yet effective architecture to achieve
a generalizable depth completion model for unseen en-
vironments with only minimal data. Firstly, in Sec.3.1,
we explain the rationale for adopting a monocular depth
foundation model to simultaneously achieve sensor-
/domain-agnostic depth completion. We then propose
a baseline model architecture for UniDC, which inte-
grates the pre-trained foundation model with both the
depth propagation and refinement process in Sec.3.2.

3.1 Rationale: Foundation Model Usage in UniDC

Difficulties to generalize depth completion. The two
major obstacles to sensor-/domain-agnostic depth com-
pletion are the high cost of dense depth data acquisition
and the scale variance across different sensors. First,
capturing dense depth data on a metric scale is expen-
sive. For example, Velodyne 64-line LIDAR, used in
the KITTI dataset, provides high-quality depth informa-
tion but has less than 6% density relative to the number
of pixels in its synchronized image. Second, sensors
have their own scanning ranges, hindering the develop-
ment of a universal solution. As shown in Fig. 1-(a,b),
the previous frameworks learn the joint representation
of image and depth, and the depth prompting module,
respectively. However, the trained encoder is vulnerable

to handling different sensors due to a bias towards specific scanning ranges.

Usage of depth-aware knowledge from depth foundation model. Although the depth foundation
model produces relative depth maps, we can measure pixel-wise similarity using them. For example,
we are able to distinguish between foreground and background regions only with the relative depth
maps and account for depth boundaries between objects in scenes. Therefore, based on this depth-
aware information, it will be the most probable solution that propagates a given sparse metric depth
into the remaining pixels in an input image space without any additional learning for the depth.

Revisiting how to use SPN. SPN [71] constitutes a core component in most state-of-the-art (SoTA)
depth completion and is typically invoked as a final refinement step. The SPN refinement module takes
initial depth and pixel-wise affinity as input and yields refined dense depth by iteratively updating its
output. During training, the previous methods (Fig.1-(a,b)) jointly optimize the pixel-wise affinity and
initial depth. However, the joint optimization scheme hinders the fast adaptation to new environments
because learned weights are asked to have both domain- and depth-specific features. Furthermore,
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DepthPrompting (Fig.1-(b)), which employs a depth foundation model for a relative-scale depth
map as initial depth of SPN, struggles to adapt to new environments with a limited data. We want to
eliminate the possibility of degeneracy, so we devise a sparse-to-dense conversion with a foundation
model to make an initial dense depth. In Fig.1, different from the coarse initial depth seen in traditional
SPNs, our method provides promising results even before the SPN refinement step.

3.2 Architecture Design

Considering the facts discussed in Sec.3.1, we devise an effective baseline architecture. We first
utilize pre-trained knowledge from a foundation model tailored for monocular depth estimation,
which provides pixel-wise relative distances (a.k.a. relative scene depth) from a camera along with
high-resolution contextual information. Thanks to the knowledge, our baseline architecture becomes
simpler due to no need for an additional encoder to represent depth data from arbitrary sensors. Our
model operates in three stages: 1 extraction of the relative depth-aware features from the foundation
model, 2 propagation of spare depth from arbitrary sensors based on the depth-aware features,
and 3 refinement of it with a pixel-wise affinity map constructed from the depth-aware features.
This scheme not only simplifies the architectural complexity, but also enhances the adaptability and
performance across diverse sensing scenarios. The overall algorithm scheme is summarized in Alg.1.

Tuning strategy for foundation model. Given a single image I ∈ R3×H×W , the pre-trained depth
model fF outputs multi-scale intermediate features E and relative depth Drelative as below:

E,Drelative = fF (I,ΘfF ), (1)

where ΘfF denotes parameters of the foundation model.

Since the foundation model is trained to estimate relative depth from single images, they inherently
face limitations when handling metric scale depths. To reduce the modality discrepancy, our approach
involves an integration of an additional loss term to refine the foundation model by minimizing
the difference between Drelative and its Ground Truth (GT) depth Dgt for valid pixels v ∈ V . Let
δv = logDrelative(v)− logDgt(v), the loss Lscale-invariant is defined as below:

Lscale-invariant(Drelative, Dgt) =
1

|V |
∑
v∈V

(δv)
2 − λ

|V |2

(∑
v∈V

δv

)2

, (2)

where we set λ = 0.85 in all experiments as in [24]. We also implement a bias tuning [38, 39], shown
to be more effective for dense prediction tasks than other tuning protocols [72, 38]. The bias tuning
updates the bias terms while keeping the rest of the backbone parameters unchanged, thus preserving
the high-resolution details and contextual information. These strategic modifications significantly
enhance the capability of the foundation model for estimating metric scale depth.

4 Advanced Architecture with Hyperbolic Geometry

We also present an advanced version of the baseline architecture that grafts hyperbolic geometry onto
the depth foundation model, known for its effectiveness in low-shot problems [67, 68, 69, 60, 70]. We
first generate depth-aware features by merging the multi-scale intermediate features E derived from
the foundation model and by embedding them into hyperbolic space with geometry-aware curvature
(Sec.4.1). Using the depth-aware features alongside sparse sensor data, we develop a hyperbolic
propagation inspired by a traditional bilateral filter mechanism, which yields an initial dense depth
at a metric scale (Sec.4.2). We lastly introduce a process for generating multi-curvature hyperbolic
space for high-fidelity pixel relations and refinement of the initial depth (Sec.4.3).

4.1 Multi-scale Feature Fusion & Hyperbolic Curvature Generation

The intermediate features from the foundation model El ∈ E, where l = 0, . . . , L− 1, correspond to
scales factors 1/2, . . . , 1/2L of the original resolution of input images. We aim to synergistically fuse
the multi-scale information to learn comprehensive, context-aware features that facilitate depth propa-
gation at a metric scale. We upsample the coarser feature map EM

l (EM
0 = E0) using convolution

layers, and then aggregate EM
l with finer feature map El+1 to obtain better visual contextual features
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Algorithm 1 Implementation of Hyperbolic Universal Depth Completion
Require: Given a single image I ∈ R3×H×W , depth foundation model fF and the corresponding parameter

ΘfF , multi-scale feature aggregation blocks ffusion
l , number of multi-scale feature L, curvature generation

blocks C, set of neighboring pixel coordinate N(i), kernel function P , and multi-kernel affinity map Ak.
1: procedure
2: E = fF (I,ΘfF ) ▷ Multi-scale Features Extraction (Eq.1)
3: [Stage- 1 ] Multi-scale Feature Fusion & Hyperbolic Curvature Generation
4: for El in E do (l = 0, . . . , L−1)

5: EM
l+1 = ffusion

l (EM
l , El+1) (EM

0 = E0) ▷ Feature Fusion (Eq.3)
6: end for
7: κ = C(EM

L ) ▷ Curvature Generation (Eq.6)
8: for EM

L,i, E
M
L,j ∈ N(i) in EM

L do
9: [Stage- 2 ] Sparse-to-Dense Conversion based on Hyperbolic Features

10: Hi = expκ
0 (E

M
L,i), Hj = expκ

0 (E
M
L,j) ▷ Hyperbolic Embedding (Eq.5)

11: wij = P(Disthyp(Hi, Hj), Disteuc(E
M
L,i, E

M
L,j)) ▷ Hyperbolic Kernel (Eq.8)

12: Dinit
i =

∑
j wijSj ▷ Init Depth (Eq.8)

13: [Stage- 3 ] Depth Refinement in Multi-curvature Hyperbolic Space
14: κk = Ck(E

M
L ) ▷ Multi-curvature Generation (Eq.11)

15: Ahyp
k = HCL(EM

L,i, κk) ▷ Hyperbolic Affinity (Eq.11)
16: Dt+1

i,k = Ahyp
i,k ⊙D0

i+
∑

j∈Nk(i)
Ahyp

j,k ⊙Dt
j,k ▷ Hyperbolic Depth Refinement (Eq.9)

17: D̂t+1
i =

∑
k∈K σi,kD

t+1
i,k ▷ Final Depth (Eq.9)

18: end for
19: end procedure

EM
l+1. This fusion process is described below:

EM
l+1 = ffusion

l (EM
l , El+1), (3)

where ffusion
l indicates multi-scale feature aggregation blocks consisting of 2D transposed convolu-

tion layers with a skip connection.

Hyperbolic embedding. To ensure strong adaption to both new environments and any type of sensors,
we adopt hyperbolic geometry which enables to capture the inherent hierarchical structures of 3D
data [20, 21]. To embed the Euclidean features into hyperbolic space and vice versa, one first needs
to define a bijective mapping from Rn to Dn

κ . The exponential and the logarithmic mapping are used
as bijective functions that have appealing forms at an origin, namely for x ∈ Rn and u ∈ Dn

κ :

expκ0 (x) = tanh(
√
κ∥x∥/2) x√

κ∥x∥
and logκ0(u) = tanh−1(

√
κ∥u∥) u√

κ∥u∥
. (4)

Using hyperbolic geometry for pixel-wise relationships, especially spatial propagation, is demon-
strated in [22] by improving the discriminative power with minimal supervision. Following [22], we
embed the mixed feature EM

L into hyperbolic space using Eq.4 as below:

Hi = expκ0 (E
M
L,i), (5)

where i is an index of spatial coordinates in the image domain, and κ is the hyperbolic curvature.

Hyperbolic curvature generation. Using an appropriate curvature value is an important factor in
projecting Euclidean features into hyperbolic space well, which is closely related to the construction
of the hierarchy structures. Previous methods mainly use a fixed geometric structure regardless of
data types and scene configurations by merely adjusting κ as a hyperparameter [70, 73, 74, 21]. In our
problem definition, according to types of sensors and scene configurations, diverse data measurements
and geometrical structures are observed, respectively. That’s, our key observation is that a fixed and
predetermined curvature may not be universally suitable.

We thus propose a curvature generation that learns a geometry-aware curved embedding space to
adaptively match it to new environments and sensors. The curvature generator C is composed of
a convolution layer, a multi-layer perceptron (MLP) layer, and a global mean-pooling over spatial
dimensions, which yields scene-dependent curvatures based on the fused feature EM

L as below:

κ = C(EM
L ). (6)
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4.2 Sparse-to-Dense Conversion based on Hyperbolic Features

With both the high-resolution pixel-wise features from the foundation model and the sparse depth data
from arbitrary sensors, we perform a sparse-to-dense conversion to obtain an initial dense depth map.
Inspired by [75], we design an initial propagation process based on a bilateral filtering mechanism [76],
which is renowned for its edge-preserving ability by incorporating both radiometric differences and
spatial distances into the bilateral weight. Considering a pixel xi and the corresponding neighborhood
pixel xj , the bilateral kernel filter wij can be simply defined as:

wij = fr(xj , xi)gs(xj − xi), (7)

where fr is a range kernel for radiometric differences. gs is a spatial kernel for physical separations in
observed scenes and is developed in Euclidean space by calculating the distance between 3D points.
For the range kernel fr, we need to design its hyperbolic version. Here, we utilize the hyperbolic
feature H provided as input from Eq.5. With fr and gs, we can compute the initial dense depth as:

Dinit
i =

∑
j

wijSj s.t. wij = P(Disthyp(Hi, Hj), Disteuc(E
M
L,i, E

M
L,j)), (8)

where Disthyp is the hyperbolic function consisting of hyperbolic MLP, and Disteuc is the Euclidean
distance in the 3-dimension coordinate. N(i) means the neighborhood sparse depth of the pixel i,
and Sj is the corresponding depth from a sensor. P indicates the learnable MLP layer to compute a
coefficient for each sparse depth of the neighborhood Sj . Through the combination of the distance
functions in Eq.8, we effectively take advantage of both hyperbolic and Euclidean geometries to
produce more accurate and robust depth maps.

4.3 Depth Refinement in Multi-curvature Hyperbolic Space

Depth refinement. To refine the initial depth in Eq.8, we employ a convolutional spatial propagation
scheme, CSPN++ [26]. This refinement process leverages a predefined depth map Di, augmented
by a sparse valid depth map S, and a multi-kernel affinity map with three different kernel sizes
K={3, 5, 7}. The use of a multi-kernel approach enables the model to capture a diverse range of
features from the input data, thus achieving detailed and comprehensive depth estimations. The
propagation process for a kernel size k ∈ K at step t to yield a dense map D̂ is formulated as:

D̂t+1
i =

∑
k∈K

σi,kD
t+1
i,k s.t. Dt+1

i,k = Ai,k ⊙D0
i+

∑
j∈Nk(i)

Aj,k ⊙Dt
j,k, (9)

where Dt is the depth map at each propagation step t. D0 and A are an initial depth for t = 0 and its
affinity map, respectively. ⊙ is an element-wise product, and j ∈ Nk(i) denotes a set of neighboring
pixels around pixel i within a k × k window. σ is a confidence map computed from EM

L in Sec.4.1.

Hyperbolic convolution layer (HCL). We design the multi-kernel affinity map Ak in hyperbolic space
with the proposed curvature generation module described in Sec.4.1. To do this, we formulate HCL
with hyperbolic feature vector h for a 2-dimensional image domain:

HCL(h, κ) := W ⊗κ T β
(i,j)∈Ω(h)⊕κ b, (10)

where W∈RCout×Cin×γ×γ is a convolution weight matrix whose kernel size is γ, and b is a bias
term. Ω={(i, j)∈Z2 | (−γ′,−γ′), ..., (γ′, γ′), γ′=⌊γ

2 ⌋} is a set of signed distances from a center of
the convolution kernel to others in W. ⊗, ⊕ and T β are hyperbolic multiplication, addition, and
concatenation, respectively, whose details are in Appendix A.1. Note that the hyperbolic MLP (Eq.8)
is designed with γ = 1.

Mutli-curvature affinity generation. By dynamically adjusting the hyperbolic curvature κ for each
affinity map, our approach tailors the geometrical representation to better fit the specific depth
structure of each scene. We first determine the hyperbolic curvature κ with Eq.6 and then compute
affinity map Ak using a hyperbolic convolution operation equipped with a kernel of size k, chosen to
match the receptive field of the corresponding kernel of the affinity map Ak. This alignment optimizes
the local receptive fields across the depth map, enabling a more precise aggregation of context and
texture information from neighboring pixels. We can calculate the hyperbolic affinity map Ahyp

k
based on the generated curvature κk from the curvature generation blocks Ck as below:

Ahyp
k = HCL(EM

L,i, κk) s.t. κk = Ck(EM
L ). (11)
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Figure 2: Depth propagation results according to fixed and
multi-curvature values.

We can achieve the refined dense
depth based on the generated hyper-
bolic affinity maps Ahyp

k by incor-
porating it into Eq.9. In particular,
the employment of hyperbolic space
is beneficial for depth perception by
implicitly building hierarchical struc-
tures [22], whose roots come from
sparse points of an input depth in this
work. The hyperbolic space is also ad-
vantageous in regions where photo-
metric distances between foreground
and background pixels are marginal (see Fig.2). The detailed analysis of multi-curvature hyperbolic
affinity is described in Sec. 5.3.

5 Experiment and Analysis

In this section, we evaluate the performance of our proposed method for UniDC, focusing on
its adaptability using minimal labeled data. Firstly, we outline an overview of the experimental
setup (Sec.5.1). Subsequent comparisons with various SoTA methods are then presented using
standard benchmark datasets (Sec.5.2). Furthermore, we conduct an ablation study to clarify the
impact of each component in our methodology (Sec.5.3). In Appendix.A.2, we introduce details
of the training procedure, datasets, and evaluation metrics in this work. Additional experiments,
including full dataset training benchmarks, hyperbolic space affinity calculations, an ablation study
on foundation models, and varying-density performance, are included in the Appendix A.3.

5.1 Implementation Details

Loss functions. We train our method in a supervised manner with a linear combination of two loss
terms: scale-invariant loss [77] Lscale-invariant (Eg.2) for bridging the gap between relative and metric
scale depths, and a composite loss LL1L2 based on L1 and L2 distances for inferring the final dense
depth map. In total, our framework is optimized by minimizing the final loss L as below:

L = LL1L2(D̂,Dgt) + µLscale-invariant(Drelative, Dgt),

s.t. LL1L2(D̂,Dgt) =
1

|V |
∑
i∈V

(∣∣∣D̂i −Dgt,i

∣∣∣+ ∣∣∣D̂i −Dgt,i

∣∣∣2) .
(12)

where µ is a balance term and is empirically set to 0.1.

Evaluation protocols. For fair evaluations, we select a diverse array of SoTA depth from sparse
measurements. These include a sensor-agnostic model, DepthPrompting [19] and series of SPNs
such as S2D [23], CSPN [25], NLSPN [78], DySPN [27], CostDCNet [79], CompletionFormer [80],
and BPNet [75]. We assess depth quality using common quantitative metrics: root mean square
error (RMSE, in meters), mean absolute error (MAE, in meters), and inlier ratio (DELTA1, where
δ < 1.25). We employ the widely-used depth completion datasets: NYU [18] and KITTI DC [81],
setting up a minimal training dataset for few-shot scenarios. Note that we use their official test sets
for all the comparison methods.

We implement the few-shot scenarios with and without dense depth supervision. Our experimental
setup includes conducting 1-shot, 10-shot, and 100-shot learning by randomly sampling within
the official training split. Additionally, we perform 1-sequence training by randomly selecting one
sequence from the training set. To ensure the reliability in our experiments, we randomly select 10
sequences, and report averaged results.

5.2 Experiment

Few-shot learning with dense GT. Both Tab.1 and Tab.3 show that existing methods face significant
challenges when taking input depths from new sensors with minimal labeled data, whose examples are
displayed in Fig.3 and Fig.4, respectively. In the 1-shot scenarios, where a model is optimized using

7



Table 1: Quantitative results on NYUv2.
1-Shot 10-Shot 100-Shot 1-Sequence Training

RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1

CSPN [25] 1.4827 1.2058 0.3455 0.3166 0.1961 0.7106 0.2854 0.1307 0.9748 0.3166 0.1961 0.7106
NLSPN [78] 1.9358 1.6132 0.2229 1.5995 0.8261 0.5040 0.5501 0.4150 0.7985 0.8881 0.6421 0.6809
DySPN [27] 1.5474 1.2851 0.3149 0.4102 0.2817 0.8595 0.2674 0.1706 0.9341 0.2584 0.1320 0.9615

CompletionFormer [80] 1.8218 1.5539 0.2408 1.1583 1.0162 0.3079 0.9914 0.8164 0.4379 0.6779 0.5356 0.7476
CostDCNet [79] 1.2298 0.9754 0.4693 0.2363 0.1288 0.9719 0.1770 0.0836 0.9826 0.2066 0.0954 0.9788

BPNet [75] 0.3573 0.2077 0.9482 0.2392 0.1120 0.9744 0.1757 0.0793 0.9829 0.2220 0.1040 0.9765
DepthPrompting [19] 0.3583 0.2067 0.9101 0.2195 0.1006 0.9733 0.2101 0.1008 0.9743 0.2335 0.1191 0.9686

Ours 0.2099 0.1075 0.9752 0.1657 0.0794 0.9849 0.1473 0.0669 0.9885 0.1632 0.0745 0.9860

OursNLSPN DySPN DP BPNetCFormerCSPN CostDC

1-
sh

ot
10

0-
sh

ot

Figure 3: Results of 1-/100-shot on NYU. (CFormer: CompletionFormer, DP: DepthPrompting).

Table 2: Ablation of hyperbolic operations on zero-/few-shot performance for NYU and KITTI.
NYU w/o Training KITTI w/o Training NYU 1-shot NYU 10-shot NYU 100-shot KITTI 1-shot KITTI 10-shot KITTI 100-shot

Euclidean 13.889 / 11.507 77.642 / 63.109 0.217 / 0.112 0.172 / 0.081 0.149 / 0.069 1.745 / 0.578 1.397 / 0.417 1.291 / 0.342
Hyperbolic 0.323 / 0.246 4.061 / 1.974 0.210 / 0.108 0.166 / 0.079 0.147 / 0.067 1.684 / 0.522 1.385 / 0.407 1.224 / 0.339

only a single pair of an image and its corresponding dense depth, our model demonstrates a substantial
performance advantage over the comparison models. This underscores the effectiveness of using
the foundation model that does not require any additional learning for new depth representations of
unseen data. The models with a large number of parameters to learn, such as CompletionFormer [80]
(83.6M), often struggle to optimize with limited datasets. Since the depth prompting module in [19]
requires training from scratch, it encounters difficulties in the adaptation to new sensors.

Table 4: Result of few-shot learning without
dense GT depth. (RMSE/MAE)

KITTIDC 1-shot 10-shot 100-shot

BPNet (8-Line) 11.64 / 3.19 4.00 / 1.62 3.28 / 1.36
DepthPrompting (8-Line) 8.15 / 5.67 6.77 / 3.75 5.05 / 2.36

Ours (8-Line) 4.34 / 1.77 3.32 / 1.33 2.89 / 1.12

BPNet (32-Line) 4.76 / 1.54 2.56 / 0.82 2.08 / 0.72
DepthPrompting (32-Line) 3.90 / 1.63 2.92 / 1.25 2.40 / 0.87

Ours (32-Line) 2.01 / 0.66 1.92 / 0.61 1.89 / 0.64

Few-shot learning without dense GT. Training with-
out dense GT depths is a more practical scenario be-
cause obtaining high-quality and metric-scale depth
is difficult, particularly in outdoor datasets. To val-
idate the applicability, we train our model in a
self-supervised manner without a dense GT depth.
Specifically, the input LiDAR is sampled at 8-line
and 32-line, while the supervision is provided by
64-Line LiDAR. This approach enables our model

to adapt to sparser LiDAR inputs without the need for dense supervision. As shown in Tab.4, these
results highlight our model’s robustness and superior adaptation capabilities over BPNet [76] and
DepthPromtping [19], which are the 2nd/3rd best in Tab.1 and Tab.3,

5.3 Ablation Study

Probe for hyperbolic embedding. We assess the efficacy of hyperbolic embedding and curvature
generation, focusing on their performance in zero-shot settings. In Tab.2, the hyperbolic method
yields promising results, whereas the Euclidean approach fails. The performance gap implies that
hyperbolic space offers discriminative features which guide the sparse depth propagation well. While
the influence of initial parameter settings cannot be overlooked, the potential for rapid adaptation
can be enhanced through well-devised initialization methods, which are in line with principles from
meta-learning strategies [82, 83]. we conduct additional experiments under the few-shot regime. The
results, presented in Table.F, show a noticeable improvement when using hyperbolic space, with a
performance gain of 5% on average, compared to Euclidean space. This validates the effectiveness of
hyperbolic geometry in depth completion tasks, especially when dealing with limited data samples.

Table 5: Averaged curvature values.
Multi-curvatrue (Eq.11) NYU KITTIDC

κk, (k = {3, 5, 7}) 0.48, 0.23, 0.07 0.41,0.14,0.17

Additionally, the analysis of the multi-curvature ap-
proach for the refinement process (Tab.5) reveals that
the curvature values for multi-size affinity maps in-
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Table 3: Quantitative results on KITTI DC.
1-Shot 10-Shot 100-Shot 1-Sequence Training

RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1

CSPN [25] 9.2621 3.5736 0.9063 2.0061 0.7962 0.9758 1.4668 0.5018 0.9850 2.6406 0.8227 0.9679
S2D [23] 8.8701 5.6307 0.4222 5.0228 3.1807 0.6319 4.2582 2.6475 0.7030 4.8136 2.5358 0.8383

NLSPN [78] 7.3135 4.7084 0.5036 4.0327 2.2361 0.8662 2.4801 1.1862 0.9348 4.0535 1.7707 0.8787
DySPN [27] 2.6094 0.9082 0.9545 2.2863 0.8920 0.9487 1.8568 0.6437 0.9777 2.8369 0.8149 0.9692

CompletionFormer [80] 4.6990 2.4002 0.8224 3.1760 1.4930 0.9302 2.6263 1.3504 0.8993 4.5320 1.9842 0.8214
BPNet [75] 5.3724 1.0988 0.9690 1.8965 0.5317 0.9822 1.3126 0.3734 0.9915 2.1554 0.6241 0.9816

DepthPrompting [19] 2.9561 1.1657 0.9270 2.4129 1.1463 0.8943 1.7982 0.6021 0.9808 2.9616 0.9655 0.9587
Ours 1.6840 0.5217 0.9826 1.3850 0.4073 0.9903 1.2238 0.3386 0.9927 1.8378 0.5406 0.9824

Ours 

DySPN 

Ours 

DySPN 

DepthPrompting 

NLSPN

DepthPrompting 

NLSPN 

BPNet 

S2D

BPNet 

S2D 

CompletionFormer 

CSPN

CompletionFormer 

CSPN 

10
0-

sh
ot

10
-s

ho
t

Figure 4: Qualitative results of 10-/100-shot on KITTI DC dataset.

crease with the kernel size. This trend suggests that information from more distant regions tends
to prefer lower curvature. This observation supports the hypothesis that regions closer to the target
require a more distinct hyperbolic space to effectively prevent bleeding errors [22]. This insight
emphasizes the importance of strategic curvature adaptation for better universal depth completion.

Table 6: Ablation study on KITTI DC
(RMSE / MAE ± its standard deviation).

1-shot 10-shot

w/o Eq.3 2.17±0.99 / 0.73±0.45 1.39±0.06 / 0.42±0.04
w/o Eq.5 1.85±0.32 / 0.63±0.12 1.40±0.07 / 0.43±0.05
w/o Eq.6 1.84±0.37 / 0.60±0.16 1.39±0.04 / 0.41±0.03
w/o Eq.2 2.31±1.66 / 0.79±0.72 1.40±0.03 / 0.41±0.03

Ours 1.68±0.07 / 0.52±0.03 1.38±0.03 / 0.41±0.02

Component ablation study. We conduct an ablation
study on each component of our model as shown in
Tab.6. The results reveal that removing feature fu-
sion significantly reduces performance, particularly in
1-shot scenarios. On the other hand, the hyperbolic
method shows strong adaptability with minimal data.
Moreover, the fine-tuning strategy applied to the foun-

dation model seems to be essential for the adaption to new environments, considering inherent
discrepancies between relative and metric depth.

Table 7: Comparison of various depth foundation models (RMSE / MAE).
1-shot (NYU) 10-shot (NYU) 100-shot (NYU) 1-shot (KITTI DC) 10-shot (KITTI DC) 100-shot (KITTI DC)

DepthAnything [47] 0.2325 / 0.1211 0.2022 / 0.0976 0.1885 / 0.0843 1.9900 / 0.8004 1.4860 / 0.4339 1.5703 / 0.5077
UniDepth [84] 0.2149 / 0.1099 0.2020 / 0.0961 0.1739 / 0.0768 1.7102 / 0.6219 1.4422 / 0.4340 1.4041 / 0.4417

MiDaS [46] 0.2169 / 0.1159 0.1627 / 0.0809 0.1455 / 0.0660 1.7957 / 0.5651 0.13930 / 0.4158 1.2347 / 0.3535

Table 8: Computational cost of Models.
Model Total Param. Learnable Param. Inference Time(s) GPU Memory(MiB)

BPNet [75] 89.874M 89.874M 0.072 4792
LRRU [85] 20.843M 20.843M 0.038 3650

CompletionFormer [80] 83.574M 83.574M 0.060 4206
Ours_MiDaS [46] 21.279M 4.685M 0.056 5980

Ours_DepthAnything [47] 24.731M 2.981M 0.035 4729
Ours_UniDepth [84] 238.607M 5.852M 0.116 5829

Foundation model variations. To evaluate the versatility of our method with various foundational
models, we replace our primary backbone [46] with concurrent works, DepthAnything [47] and
UniDepth [84], which are foundation models for relative and metric depth estimation, respectively.
Since these models are based on vision transformer (ViT) [86], differing from the convolutional
version of MiDaS, we compare them without the intermediate feature fusion (Eq.3). As shown in
Tab.7, while these backbones exhibit comparable performance, MiDaS [46] is more suitable for
10-shot and 100-shot scenarios. We claim that the local inductive bias of convolutions operates more
flexibly in depth completion tasks, effectively propagating local information. This observation aligns
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with the most state-of-the-art methods using convolutional encoder-decoder architectures with SPN
refinement, as opposed to ViT-based architectures [47, 87, 84] for depth foundation models.

Probe for computational costs of depth foundation model. Depth foundation models are typically
large and computationally expensive due to training on extensive datasets. However, recent models
offer various variants, allowing flexibility in computational demands. We conduct ablations on
multiple models and observe comparable performance across them. As shown in Tab.8, MiDaS [46]
and Depth Anything [47] have significantly fewer parameters than other depth completion models,
suggesting that leveraging a pre-trained foundation model’s knowledge does not necessarily entail
high computational costs. Note that we use the publicly available official codes for MiDaS (v2.1
Small), Depth Anything v1 (ViT-S), and UniDepth (ViT-L).

Table 9: Experiment on advanced methods. To explore our method under various configurations, we
develop four variants by adjusting the number of channels, similar to LRRU [85].

NYU 1-shot NYU 10-shot NYU 100-shot KITTI 1-shot KITTI 10-shot KITTI 100-shot

Model RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1

LRRU_Mini 0.704 0.505 0.738 0.989 0.677 0.642 0.551 0.392 0.797 6.719 3.068 0.792 5.608 2.787 0.811 3.576 2.020 0.841
LRRU_Tiny 0.842 0.633 0.574 0.771 0.549 0.707 0.565 0.373 0.836 7.961 4.049 0.698 6.253 3.022 0.788 4.201 2.394 0.796

LRRU_Small 0.589 0.388 0.826 0.404 0.246 0.919 0.442 0.306 0.887 16.162 8.008 0.516 5.930 2.905 0.800 5.934 3.602 0.612
LRRU_Base 0.447 0.278 0.899 0.424 0.252 0.922 0.316 0.189 0.949 14.889 7.454 0.526 13.078 6.904 0.587 9.736 6.090 0.420

DFU 0.754 0.589 0.637 0.590 0.464 0.719 0.467 0.344 0.868 3.652 2.020 0.853 1.889 0.966 0.973 1.808 0.897 0.986
OGNI-DC 0.365 0.200 0.921 0.312 0.160 0.957 0.207 0.095 0.974 2.618 0.816 0.962 1.516 0.421 0.985 1.514 0.430 0.984
Ours_Mini 0.215 0.116 0.976 0.161 0.079 0.986 0.148 0.071 0.988 2.051 0.631 0.978 1.355 0.405 0.991 1.252 0.397 0.992
Ours_Tiny 0.243 0.131 0.969 0.186 0.088 0.982 0.151 0.068 0.988 2.002 0.725 0.951 1.457 0.448 0.987 1.251 0.353 0.991

Ours 0.210 0.108 0.975 0.166 0.079 0.985 0.147 0.067 0.988 1.684 0.522 0.983 1.385 0.407 0.990 1.224 0.339 0.993
Ours_Small 0.255 0.136 0.968 0.181 0.089 0.983 0.149 0.067 0.988 1.865 0.590 0.975 1.465 0.436 0.988 1.283 0.388 0.991
Ours_Base 0.247 0.138 0.969 0.190 0.093 0.983 0.148 0.066 0.988 1.716 0.607 0.979 1.423 0.428 0.988 1.246 0.345 0.992

Table 10: Experiment on SUN RGB-D dataset.
1-shot 10-shot 100-shot

Model RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1

BPNet - - - 0.497 0.244 0.870 0.342 0.164 0.900
DP 0.706 0.534 0.537 0.683 0.512 0.558 0.700 0.527 0.545

LRRU 0.912 0.743 0.347 0.507 0.300 0.785 0.476 0.313 0.779
DFU - - - 0.890 0.696 0.314 0.552 0.444 0.438

OGNI-DC - - - 0.466 0.270 0.817 0.382 0.188 0.881
Ours 0.529 0.285 0.830 0.418 0.188 0.895 0.345 0.166 0.901

Additional experiments on recent SoTA meth-
ods and other sensor. In Tab.9, we com-
pare our approach with recent SoTA methods,
showing its advantages across different exper-
imental setups. Unlike the LRRU family [85],
which performs variably across datasets due to
the IP-Basic algorithm’s KITTI dataset bias,

our model leverages foundation model knowledge for consistent adaptation to both indoor and outdoor
environments. DFU [88] and OGNIDC [89] introduce depth feature upsampling and gradient refine-
ment, respectively. Our method, however, efficiently learns hyperbolic representations on smaller
datasets, enabling faster adaptation in challenging conditions. Additionally, we evaluate our model
on SUN-RGBD as shown in Tab.10, containing diverse RGB-D images from multiple sensors (Intel
RealSense, Asus Xtion, Kinect V1/V2), with consistent improvements across these sensors.

6 Conclusion
This work starts from the new problem definition, Universal Depth Completion, to tackle the challenge
of consistent depth estimation across diverse scenes and sensors. We propose a simple yet universally
applicable framework that leverages the knowledge of the depth foundational model and few-shot
learning capabilities using hyperbolic geometry. Through various experiments in few-/zero-shot
scenarios, we validate the adaptability and generality of our method.

Limitation & Future work. There are rooms for improvement. In this work, we can only use a pair of
an image and corresponding sparse depth as input. For general full 3D reconstruction and novel view
synthesis, our method is needed to handle input pairs with multiple viewpoints. In addition, the direct
application to another modality like radar is challenging due to the noisy and highly sparse nature of
the radar-derived depth information. For this, we have to devise a method to estimate an uncertainty
on the noisy measurements, which will be one of interesting future works.
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A Appendix / supplemental material

A.1 Hyperbolic Geometry

Revisit to Poincaré ball model. We revisit some definitions of a hyperbolic ball model and the details
of the fundamental arithmetic operations in the hyperbolic space. The Poincaré ball model (Dn

κ, g
κ)

with curvature κ is defined by a manifold Dn
κ = {x ∈ Rn | κ∥x∥ < 1} equipped with a metric gκ,

where ∥ · ∥ denotes the Euclidean norm. In contrast to traditional vector spaces, hyperbolic spaces
require distinct approaches for mathematical operations. Therefore, we employ the framework of
Möbius gyrovector spaces, a generalization of Euclidean vector spaces adapted for hyperbolic models.
Based on Möbius transformation [90], there are fundamental arithmetic operations in the hyperbolic
space, such as addition (⊕κ) and multiplication (⊗κ). Furthermore, we exploit bijective mapping
functions (expκ0 and logκ0 ) between hyperbolic space and Euclidean space.

Möbius addition. For a pair (u,v) ∈ Dn
κ , the Möbius addition is defined as follows:

u⊕κ v =
(1+ 2κ⟨u,v⟩+ κ∥v∥2)u+ (1− κ∥u∥2)v

1+ 2κ⟨u,v⟩+ κ2∥u∥2∥v∥2
, (13)

where ⟨·, ·⟩ is the Euclidean inner product.

Möbius matrix-vector multiplication. For an arbitrary function f : Rn → Rm in the Euclidean
space, the Möbius version of f is a function that maps from Dn to Dm in the hyperbolic space using
Equation 4. Similarly, we can derive the Möbius matrix-vector multiplication between the matrix M
and input u, which is defined as:

M⊗κ u = (1/
√
κ) tanh

(
∥Mu∥
∥u∥

tanh−1(
√
κ∥u∥)

)
Mu

∥Mu∥
. (14)

Hyperbolic concatenation. Given image feature maps F in Euclidean space, we pixel-wisely
embed an image feature vector at a pixel (x, y) (i.e., f(x,y)∈RC×1×1) into the hyperbolic space. Here,
we utilize an exponential mapping M(·)= expκ0 (·) on the Poincaré ball DC

κ as a bijective function
between the Euclidean space and the hyperbolic space via Poincaré curvature κ. For concatenating
features in hyperbolic space, we apply the β-concatenation proposed in [91] as below:

T β(x1, x2, . . . xN ) = M
(
(βnβ

−1
n1

vT1 , ..., βnβ
−1
nN

vTN )T
)
. (15)

The points xi in the Poincare ball Dni
κ are projected back vi=M−1(xi) with the scalar coefficient

βn=B(n2 ,
1
n ), where B is the Beta distribution.

A.2 Experiment Details

Training details. We utilize MiDaS [46] as a depth foundation model whose pre-trained knowledge
is transferred into our universal model. Our model is implemented with public PyTorch [92], trained
on a single RTX 3090Ti GPU using Adam [93] optimizer. All training is conducted in a few-shot
manner, with the number of iterations ranging from 100 to 3,000, depending on the size of the training
dataset, e.g., 1-shot, 10-shot, and 100-shot. Note that we resize input RGB images to keep the ratio of
height/width toward MiDaS. The initial learning rate was set to 5× 10−3 and reduced by 0.1 every
20% for total iterations. The proposed framework comprises 4.6M learnable parameters, including
41K dedicated to tuning the foundational model. To facilitate fair comparison, each experiment is
repeated 10 times with the same seeds (e.g., 0 to 9), and we report the average test accuracy.

Evaluation metrics. We introduce a depth quality evaluation metrics, proposed in [94, 17, 95]. We
compare the competitive depth completion model and ours using official evaluation metrics: RMSE,
MAE, and δ11.25. Given a ground truth depth D = {d} and the predicted depth D̂ = {d̂}, the metrics
are as follows:

• Root mean squared error (RMSE):
√

1
|D|
∑

d̂∈D̂ |d̂− d|2

• Mean absolute error (MAE): 1
|D|
∑

d̂∈D̂ |d̂− d|
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• Percentage of predicted pixels where the relative error is within a threshold (δi1.25 ):

δi =
card

({
d̂ ∈ D̂ : max

{
d̂
d ,

d
d̂

}
< 1.25i

})
card (D)

where the card is the cardinality of a set. Note that a higher δi indicates better prediction.

Depth completion datsets: NYUv2 and KITTIDC. We employ the NYU Depth V2 dataset, which
consists of 464 indoor scenes captured using a Kinect sensor. Adhering to the established train/test di-
vision, we evaluate our trained model on 215 scenes (654 samples). The NYU Depth V2 dataset offers
images at 320×240 resolution. We utilize center-cropped images at 304×228 resolution and randomly
select 500 points to emulate sparse depth data. For 1-sequence training setup, we choose 10 sequences
from the training dataset: [conference_room_0001, study_room_0004, reception_room_0002, play-
room_0006, living_room_0068, kitchen_0010, classroom_0016, bedroom_0041, bathroom_0041,
basement_0001b]

For outdoor environments, we utilize the KITTI DC dataset, which comprises 90K samples. Each
sample includes color images and corresponding sparse depth data, captured at approximately
6% density relative to image resolution using a Velodyne HDL-64E LiDAR sensor. The images
are provided at a resolution of 1216×352. The dataset is segmented into training (86K samples),
validation (7K samples), and testing (1K samples) portions. Ground truth (GT) is generated by
accumulating multiple LiDAR frames and removing inaccuracies, resulting in enhanced LiDAR
depths of about 20% density. For 1-sequent training setup, we utilize the following 10 sequences:
[2011_09_26_drive_0001_sync, 2011_09_26_drive_0017_sync, 2011_09_26_drive_0035_sync,
2011_09_26_drive_0093_sync, 2011_09_26_drive_0106_sync, 2011_09_28_drive_0034_sync,
2011_09_28_drive_0094_sync, 2011_09_28_drive_0168_sync, 2011_09_29_drive_0004_sync, ,
2011_09_30_drive_0034_sync]

A.3 Additional Experiments

Table 11: Full Dataset Training Benchmark on NYU and KITTI dataset.
# of Learnable (M)

Params. Models NYU KITTI
RMSE MAE RMSE MAE

41.5M Cformer_Tiny 0.091 0.035 - -
82.6M Cformer_Small (Github) 0.090 0.035 0.739 0.196

142.4M Cformer_Base 0.090 0.035 0.709 0.203
0.3M LRRU_Mini 0.101 - 0.800 0.219
1.3M LRRU_Tiny 0.096 - 0.762 0.208
5.2M LRRU_Small 0.093 - 0.741 0.202
21M LRRU_Base 0.091 - 0.728 0.198
1.2M Ours_Tiny 0.107 0.042 0.907 0.231
4.6M Ours 0.098 0.038 0.867 0.224
36.9M Ours_Small 0.095 0.038 0.824 0.209
63.2M Ours_Base 0.093 0.036 - -

Full dataset training benchmark on NYU and KITTI dataset. We report the performance of our
work in the KITTI benchmark [81], which is reported in Tab.11. To analyze our method under various
configurations, similar to recent SoTAs such as LRRU [85] and CompletionFormer [80], we designed
four variants by adjusting the number of channels. Notably, both our method and these methods
totally follow the scaling laws of deep learning models. Our variants achieve competitive results
compared to the SoT methods, especially in setups with fewer labels.

We emphasize that, over the past decade, numerous depth completion papers have focused on in-
domain experiments on NYU and KITTI datasets. However, there has been a recent trend towards
addressing out-of-domain challenges in depth completion research [32, 96, 19, 97, 98, 99, 100, 101,
102, 103, 104, 105]. This direction aims to develop models that can handle variations in new sensor
configurations, unseen environmental conditions, and training schemes without the need for dense
GT. This trend is gaining attraction in top-tier conferences and journals, highlighting the importance
of adaptability and generalization in depth completion models. Our research aligns with this direction
and shares similar goals. Note that most of those works do not consider the KITTI benchmark, which
is an in-domain experiment with a 64-Line LiDAR sensor. While we agree that top-tier papers should
demonstrate a certain level of performance, we also believe that research focusing on generalization
and adaptability for arbitrary sensors and environments is valuable and deserves recognition.
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Table 12: Ablation study on SPNs with hyperbolic operation.
NYU 1-shot 10-shot 100-shot

Model RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1

CSPN [25] 1.483 1.213 0.266 0.470 0.330 0.839 0.222 0.106 0.973
CSPN + Hyp 1.188 0.950 0.398 0.429 0.271 0.866 0.186 0.101 0.982
NLSPN [78] 1.396 1.136 0.290 0.925 0.719 0.489 0.283 0.192 0.952

NLSPN + Hyp 1.338 1.079 0.328 0.353 0.208 0.934 0.211 0.133 0.978
DySPN [27] 1.499 1.210 0.283 0.567 0.422 0.742 0.243 0.117 0.972

DySPN + Hyp 1.303 1.044 0.035 0.428 0.304 0.807 0.216 0.103 0.978

Advantages of hyperbolic space for calculation of the pixel affinity map. Most spatial propagation
networks (e.g., CSPN [25], NLSPN [78], and DySPN [27]) adopt encoder-decoder structures to
extract multi-scale features w.r.t. structure and photometric similarities. Then, initial seeds (i.e., sparse
depth) are propagated based on affinity maps computed from the learned features in an iterative
manner. Therefore, if the computed affinity map is accurate, capturing boundary information, which is
the highly ambiguous region for pixel-wise prediction task, is concomitant. However, object boundary
ambiguities, caused by noise or smooth intensity changes, can lead to bleeding errors [22]. To address
these issues, we formulate these hierarchical relations in a continuous and differentiable manner. The
hyperbolic space naturally accommodates exponentially growing hierarchies and tree-like structures,
allowing robust affinity construction with low distortion.

We conducted a toy example to verify the effectiveness of hyperbolic geometry in various propagation
schemes, including CSPN (Convolutional), NLSPN (Non-Local), and DySPN (Dynamic attention).
Using the same backbone (ResNet-34) and loss functions (L1 and L2) across all schemes ensures
a fair comparison. As shown in Tab.12, hyperbolic operations significantly improve performance
in various few-shot setups. Compared to Euclidean methods, hyperbolic structures improve pixel
distinction under challenging conditions.

Table 13: Ablation study on VFM (Visual Foundation Model) for various depth completion models.
NYU 1-shot 10-shot 100-shot

Model RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1

CSPN 1.483 1.206 0.346 0.317 0.196 0.711 0.285 0.131 0.975
CSPN + "VFM" - - - 0.569 0.438 0.756 0.533 0.408 0.787

BPNet 0.357 0.208 0.948 0.239 0.112 0.974 0.176 0.079 0.983
BPNet + "VFM" - - - - - - - - -

OGNIDC 0.365 0.200 0.921 0.312 0.160 0.957 0.207 0.095 0.974
OGNIDC + "VFM" 0.695 0.323 0.888 0.372 0.189 0.932 0.248 0.148 0.958

DepthPrompting 0.358 0.207 0.910 0.220 0.101 0.973 0.210 0.101 0.974
Ours 0.210 0.108 0.975 0.166 0.079 0.985 0.147 0.067 0.988

Ablation study on VFM (Visual Foundation Model). We carry out additional experiments using VFM
knowledge in conventional methods by replacing the sparse depth input with Eq.4 of the paper [19]. In
this experiment, we found that directly applying the VFM approach, as suggested, sometimes yields
unsatisfactory performance compared to the baseline, as shown in Tab.13. This underperformance
can be attributed to optimization issues stemming from the fact that the sparse depth provides
complete metric depth information, whereas fitting the relative-scale depth from VFM using Eq.4 of
DepthPrompting [19] does not achieve this precision level. The fitting process involves solving AxB,
which performs a linear fit with the available data, i.e., sparse depth. In [19], the authors employed
global linear fitting to predict the depth scale using scalar values A and B, initially converting relative
depth to metric scale. However, this approach often fits disproportionately to regions with rich
information, leading to inaccuracies in areas with sparse depth information. Consequently, using
metric sparse depth as input can cause inaccuracies, making optimization difficult and resulting in
suboptimal performance. We agree that there is a significant gap in using VFM directly for depth
completion. Instead of directly using relative-scale depth, we chose to leverage intermediate features
to indirectly utilize foundation knowledge. This approach allows us to benefit from VFM while
avoiding the direct application of relative-scale depth, thereby mitigating some of the challenges
observed in this experiment.
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Table 14: Varying density experiment.
NYU #Sample 100 1-shot 10-shot 100-shot

Model RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1

BPNet 0.737 0.436 0.876 0.319 0.177 0.942 0.276 0.149 0.955
LRRU - - - 0.512 0.344 0.849 0.453 0.184 0.927

OGNIDC 0.439 0.274 0.884 0.394 0.176 0.933 0.287 0.154 0.951
Ours 0.326 0.196 0.936 0.261 0.151 0.962 0.227 0.196 0.971

NYU #Sample 32 1-shot 10-shot 100-shot

Model RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1

BPNet 0.676 0.486 0.763 0.492 0.326 0.851 0.403 0.258 0.888
LRRU - - - 0.735 0.547 0.688 0.678 0.496 0.719
Ours 0.486 0.325 0.852 0.380 0.244 0.893 0.312 0.190 0.935

KITTI 16-Line 1-shot 10-shot 100-shot

Model RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1

BPNet 3.387 1.203 0.954 3.063 1.086 0.964 2.305 0.800 0.975
DFU 4.357 2.139 0.862 3.935 1.885 0.911 2.990 1.428 0.950

OGNIDC 5.590 2.540 0.797 2.570 0.898 0.965 2.413 0.832 0.969
Ours 2.827 1.020 0.964 2.319 0.845 0.979 2.215 0.745 0.975

KITTI 4-Line 1-shot 10-shot 100-shot

Model RMSE MAE DELTA1 RMSE MAE DELTA1 RMSE MAE DELTA1
BPNet 5.568 2.886 0.775 5.332 2.384 0.863 4.471 1.844 0.906
DFU - - - 5.558 3.017 0.682 4.872 2.569 0.793
Ours 4.790 2.224 0.872 4.153 1.918 0.895 4.084 1.659 0.926

Varying-density Performance. We simulate different LiDAR setups by varying the density of the
input data. For the NYU indoor dataset, we randomly sampled 100 and 32 sparse depths, while for
the KITTI outdoor dataset, we utilize 16-Line and 4-Line configurations. These experiments test the
robustness and adaptability of our method in response to changes in input data quality and quantity.
As shown in Tab.14, the results show that our method achieves superior performance across different
sensor configurations. In contrast, most comparison methods exhibit a decline in performance when
adapting to new sensor configurations, as demonstrated in the DepthPrompting [19].
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• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We have sincerely mentioned the assumption and proof of our work like input
modality and technical supports, respectively.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We make the detailed description that readers can reproduce our method easily.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We will make our code publicly available, along with links to download the
datasets used.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: In section3, 4, 5 and appendix, we have specified all the training/test details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We have included tables and examples to Statistically support technical signifi-
cance of our method.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments?
Answer: [Yes]
Justification: We have mentioned information on our computing resource to implement and
test our method and comparions works.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We follow the guideline of NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This work is about the enhancement of commercial sensors, which is not
related to the societal impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We think that this work has no such risk.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have only used public datasets which have been widely utilized in research
fields, and mentioned it in this paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

25

paperswithcode.com/datasets


• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We do not release any new asset.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our work does not involve crowdsourcing and research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our work is not related to IRB.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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