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Abstract

Large Language Models (LLMs) have garnered001
significant attention due to their remarkable002
ability to process information across various003
languages. Despite their capabilities, they004
exhibit inconsistencies in handling identical005
queries in different languages, presenting chal-006
lenges for further advancement. This paper in-007
troduces a method to enhance the multilingual008
performance of LLMs by aggregating knowl-009
edge from diverse languages. This approach010
incorporates a low-resource knowledge detec-011
tor specific to a language, a strategic language012
selection process, and mechanisms for answer013
replacement and integration. Our extensive ex-014
periments demonstrate notable performance im-015
provements, particularly in reducing language016
performance disparity. An ablation study con-017
firms that each component of our method sig-018
nificantly contributes to these enhancements.019
This research highlights the inherent potential020
of LLMs to harmonize multilingual capabilities021
and offers valuable insights for further explo-022
ration.023

1 Introduction024

Large Language Models (LLMs) are increasingly025

recognized for their impressive capabilities in natu-026

ral language processing (NLP). Employed across027

a variety of domains such as the medical sector028

(Liu et al., 2023c; Zhang et al., 2023a), software029

engineering (Qian et al., 2023), scientific research030

(Guo et al., 2023; Li et al., 2024c), and LLM-based031

applications (Liu et al., 2023b; Guo et al., 2024;032

Huang et al., 2024), LLMs have demonstrated sig-033

nificant utility. Additionally, recent advancements034

in LLMs have expanded research (Qin et al., 2024;035

Li et al., 2024a; Xu et al., 2024b; Chen et al., 2024),036

which focuses on enhancing their ability to process037

multiple languages and thereby increasing their ac-038

cessibility and relevance across diverse linguistic039

demographics.040

Despite these advancements, LLMs demonstrate041

English-Domain Knowledge

미국의  제7대  국무장관은  
누구입니까?

Query (Ko.)

Quem foi o sétimo secretário de 
estado dos eua?

Query (Po.)

¿Quién fue el séptimo secretario 
de estado?

Query (Sp.)

James Monroe.

Answer (En.)

约翰·昆西·亚当斯。

（John Quincy Adams.）

Answer (Ch.)

Who was the 7th Secretary 
of State?

Query (En.)

美国第七任国务卿是谁？

Query (Ch.)

LLM

M
isalignm

ent
Fairness Issue

Figure 1: The top is an example of distinct answers to
the same questions in different languages. The bottom
is the GPT-4’s performance on 300 queries in HalluEval
(Li et al., 2023a) of nine different languages.

inconsistencies when processing queries in differ- 042

ent languages with the same meaning (Li et al., 043

2024d), as evidenced by the results in Figure 1. 044

This inconsistency not only diminishes the efficacy 045

and fairness of LLMs but also signals underlying 046

knowledge conflicts (Xu et al., 2024a) that pre- 047

vent these models from achieving true intelligence 048

(Liu et al., 2023b; Huang et al., 2024). Further- 049

more, such inconsistency can erode trust in LLM 050

applications, particularly when users from varied 051

linguistic backgrounds cannot equally benefit from 052

the technology (Li et al., 2023b). 053

To address the inconsistency problems in LLMs, 054

we propose a novel method by leveraging the intrin- 055

sic capabilities of LLMs through integrating knowl- 056

edge across different languages. Our approach be- 057

gins with the development of a low-resource knowl- 058

edge detector. This detector assesses whether a 059

user’s query involves knowledge that is underrep- 060

resented in the specific language. When the query 061

does not feature low-resource knowledge, it is di- 062

rectly addressed by the LLMs. In contrast, if low- 063

resource knowledge is detected, the LLMs will be 064

required to select the most relevant target language 065

to handle this specific knowledge. Once the target 066

language is selected, the query is translated into 067
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this language, and the LLMs generate a response068

based on the translated query. This response either069

replaces the original answer or is integrated with070

it. Finally, the response is translated back to the071

original language of the query and delivered to the072

user.073

We conducted comprehensive experiments us-074

ing six popular LLMs and five bilingual datasets075

(specifically, English and Chinese) to evaluate the076

effectiveness of our proposed method. The ex-077

perimental results demonstrate that our approach078

successfully integrates knowledge from different079

languages, leading to the improvement in over-080

all performance. Importantly, it significantly re-081

duces the performance disparities across languages,082

thereby addressing the inconsistency issues inher-083

ent in LLMs and promoting fairness for down-084

stream applications. Additionally, our ablation085

study confirms that both the low-resource knowl-086

edge detector and the language selection process087

are crucial to the improvements observed. Overall,088

our contributions are as follows:089

• We posed an important challenge on the incon-090

sistency of LLMs in downstream tasks, and the091

low-resource knowledge in a specific language092

can be brought from another language.093

• Based on the observation, we propose a method094

that utilizes the LLMs’ internal capability to en-095

hance its performance on datasets in different096

datasets through a low-resources knowledge de-097

tector, language selection process, and answer098

replacement & integration.099

• We conduct extensive experiments on six popular100

LLMs and five bilingual datasets. The results101

show that our proposed method effectively en-102

hances the performance of LLMs by integrating103

knowledge from different languages and reduce104

the performance gap in different languages.105

2 Related Work106

2.1 Multilingual LLMs107

There has been a surge in research and work on108

Multilingual Large Language Models (MLLMs)109

(Qin et al., 2024; Li et al., 2024a; Xu et al., 2024b;110

Chen et al., 2024; Etxaniz et al., 2023). For in-111

stance, the InternLM, proposed by Team (2023),112

is a multilingual language model that has demon-113

strated excellent performance on multiple Chinese114

benchmarks. Similarly, PolyLM (Wei et al., 2023b)115

is another LLM trained using curriculum learning,116

surpassing other open-source models in multilin-117

gual tasks. Besides the above multilingual LLMs, 118

the popular LLMs also include the ChatGLM se- 119

ries developed by Du et al. (2022) and Zeng et al. 120

(2022), and Baichuan series Yang et al. (2023). To 121

improve model performance on multilingual tasks, 122

Muennighoff et al. (2023) and Zhang et al. (2023b) 123

focus on utilizing multilingual training data to fine- 124

tune the parameters. 125

In terms of evaluation, Lai et al. (2023) as- 126

sessed ChatGPT’s performance across 37 differ- 127

ent languages.CulturaX (Nguyen et al., 2023) is a 128

multilingual dataset containing 6.3 trillion tokens 129

across 167 languages, aimed at promoting the de- 130

velopment of multilingual LLMs. Additionally, 131

M3Exam (Zhang et al., 2023c) introduces a dataset 132

derived from real and official human exam ques- 133

tions, designed for evaluating LLMs in a multilin- 134

gual, multimodal, and multilevel context. BUFFET 135

consolidates 15 varied tasks across 54 languages 136

into a sequence-to-sequence format, offering a stan- 137

dardized set of few-shot examples and instructions 138

(Asai et al., 2023). 139

2.2 Factuality in LLMs 140

One way to improve the factuality of LLMs is the 141

utilization of knowledge graphs (KGs)(Sun et al., 142

2024b). For instance, Abu-Rasheed et al. (2024) 143

uses knowledge graphs to learn explainable recom- 144

mendations. Yang et al. (2024b) suggests improv- 145

ing LLMs through the development of knowledge 146

graph-enhanced LLMs, which offers a method to 147

boost the factual reasoning capabilities of LLMs. 148

(Sun et al., 2024a) utilizes the LLM as an agent to 149

interact with and navigate through the KGs, identi- 150

fying relevant entities and relationships, and con- 151

ducting reasoning with the knowledge it gathers. 152

Another method to enhance the factual knowl- 153

edge of LLMs is the utilization of prompt engi- 154

neering. Previous studies propose various prompt 155

methods such as Chain-of-Thoughts (CoT) (Wei 156

et al., 2023a) and Tree-of-Thoughts (ToT) (Yao 157

et al., 2023). Moreover, some studies use knowl- 158

edge injection to enhance the domain capability of 159

LLMs (Huang and Sun, 2024). 160

2.3 Hallucination Mitigation 161

A significant challenge associated with LLMs is 162

their tendency to generate seemingly plausible yet 163

fabricated responses, a phenomenon known as hal- 164

lucination (Sun et al., 2024c). To address this issue, 165

recent research has introduced various hallucina- 166

tion mitigation strategies (Tonmoy et al., 2024). 167
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Learned Knowledge 
from Language A

Learned Knowledge 
from Language B

Common Knowledge

Language-Specific 
Knowledge

Language-Specific 
Knowledge

Figure 2: The knowledge domain of a multilingual LLM
can be separated into multiple sections (the figure shows
two). The language-specific knowledge (pure blue or
pure orange) in one language can be utilized for improv-
ing the performance in other languages.

Which year was Confucius born?

孔子是哪一年出生的？

Confucius was born in 601 BC. 

孔子出生于公元前551年。

（Confucius was born in 551 BC. ）

Answer (En.)

Answer (Ch.)

Chinese-Domain Knowledge

Who was the 7th Secretary of State?

美国第七任国务卿是谁？

James Monroe.

约翰·昆西·亚当斯。

（John Quincy Adams.）

Answer (En.)

Answer (Ch.)

English-Domain Knowledge

Figure 3: The average performance of six LLMs in five
datasets. We show the accuracy of Chinese and English
domain knowledge with the query/answer in Chinese
and English.

For example, Feng et al. (2024) leverage multi-168

LLMs collaboration to decrease hallucinations in169

LLM outputs. Additionally, Guan et al. (2024) have170

developed a novel framework called Knowledge171

Graph-based Retrofitting (KGR), which integrates172

LLMs with KGs to minimize factual hallucinations173

during reasoning. Similarly, Manakul et al. (2023)174

propose SelfCheckGPT, a sampling method that175

verifies the accuracy of responses from black-box176

models without the need for an external database.177

3 Methodology178

3.1 Motivation179

Our proposed method draws inspiration from the180

distinct knowledge domains inherent to different181

languages. As illustrated in Figure 2, language-182

specific knowledge can serve as supplementary in-183

formation for another language. Figure 3 demon-184

strates that when queries related to English do-185

main knowledge are posed in Chinese, the perfor-186

mance (i.e., accuracy) of LLMs declines compared187

to those posed in the English language. Further-188

more, Figure 8 reveals that LLMs often provide189

correct answers in only one of two languages for190

a given query, suggesting the potential to use the191

correct response to rectify inaccuracies in the other192

language. These observations underscore the po-193

tential to leverage the strengths of each language 194

to enhance LLM performance across different lan- 195

guages. As shown in Figure 4, the proposed method 196

includes three main modules: low-resource knowl- 197

edge detection, target language selection, and an- 198

swer replacement & integration. 199

3.2 Construction of Low-Resource Dataset 200

We first construct a low-resource dataset to mea- 201

sure current LLMs’ multilingual knowledge trans- 202

fer capacity. We also use this dataset to train our 203

Low-Resource Knowledge Detector in section 3.3. 204

We initial the dataset with the combination of vari- 205

ous existing question-answering datasets including 206

TriviaQA (Joshi et al., 2017), CMMLU (Li et al., 207

2024b), HalluEval (Li et al., 2023a), TruthfulQA 208

(Lin et al., 2022), MKQA (Longpre et al., 2021), 209

XQuAD (Artetxe et al., 2019), LC-QuAD (Trivedi 210

et al., 2017), KgCLUE (Xu et al., 2020). Moreover, 211

we also construct a dataset that uses LLM-powered 212

synthesized data to cover more knowledge and top- 213

ics in the training corpus (We call it MULTIGEN). 214

The details of the constructed dataset are shown in 215

Appendix C. 216

To label these data items, we first use an 217

LLM-Human collaboration to label the samples 218

as Chinese-specific, English-specific, or common 219

sense. Specifically, to confirm the correctness of 220

the labeling, we infer the GPT-4 twice to label the 221

samples with a temperature of 1.0 to enlarge the 222

potential uncertainty of its output. We then con- 223

duct human inspections of the dataset where the 224

labels are inconsistent in two labeling processes, to 225

confirm the labeling and filter out the samples that 226

are too hard or ambiguous for current LLMs. The 227

statistics of the dataset can be found in Table 1. 228

3.3 Low-Resource Knowledge Detector 229

The multilingual misalignment stems from the un- 230

balanced training data as the knowledge with low 231

data resources is less likely to be captured by the 232

language model during the pretraining process. For 233

example, queries about the details of Chinese his- 234

tory are not well answered by the model if asked 235

in English as they appear less frequently in the En- 236

glish pretraining corpus. This phenomenon could 237

be improved by fully utilizing the model’s inherent 238

capacity. To implement this process, we first adopt 239

a low-resource knowledge detector to identify these 240

low-resource queries and later borrow knowledge 241

from other languages for help. 242
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Detector 
(Language A)

Multilingual 
Large Language 

Models

 English
 Spanish
 Portuguese
 Chinese
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Detector 
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Multilingual 
Large Language 
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…

(Who was the 7th 
Secretary of State)

Direct Inference
Final Answer
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Ans. (Lang. 1)

Ans. (Lang. 2)

Ans. (Lang. 1)

Ans. (Lang. 2)

Selection

Answer

Which year was 
Confucius born?

美国第七任国务卿

是谁?

¿Cuál es el 
alimento más 

vendido en españa?

Figure 4: The proposed method begins with the query detection of low-resource knowledge powered by a detector.
If low-resource knowledge is detected within the queries, LLMs then select the language most likely to yield the
best answer. Answer replacement and integration are employed to formulate the final response.

We train a classifier for each source language to243

identify the low-resource query for that language.244

This classifier separates the query about common245

sense and language-specified knowledge(e.g. Span-246

ish query about Spanish culture) from the low-247

resources query(e.g. Spanish query about Turkish248

geography). Queries of the former class are fed249

into the normal pipeline of language generation250

while the latter queries are to be enhanced by the251

knowledge of other languages through our design252

of other modules. Given a query x in the original253

language Lo, the low-resource knowledge detector254

FLo works as follow:255

FLo(x) =

{
1 , x is low-resource query of Lo

0 , else
(1)256

We demonstrate in the experiment that a classi-257

fier is effective enough to distinguish low-resource258

queries from others. The construction of the train-259

ing dataset of FL can be found in subsection 4.1.260

The method is cost-effective as it does not re-261

quire the translation of all queries to multiple lan-262

guages considering that low-resource query is only263

a small part of user queries. The majority of user264

queries are related to common sense and knowl-265

edge specified in that language and do not need to266

go through the following process.267

3.4 Target Language Selection268

After selecting the low-resource query from the269

user’s input, we later adopt a target language selec-270

tion module to find the most suitable language for271

that question(e.g. translating a question in English272

about Chinese history into Chinese). Answering273

the query with its most resourceful language would274

improve output quality in terms of correctness and275

may offer more useful details to the user. We imple-276

ment this process by prompting the LLM itself as277

the selection is model-dependent. Different LLMs278

may select different target languages due to their 279

pretraining corpus. Given the prompt Psel to help 280

select the target language, the low-resource query 281

x, the procedure of Target Language Selection is 282

defined as follows: 283

x′ ← Trans
(
x,LLM(Psel(x))

)
, (2) 284

where translator Trans(Q,Lt) translates the input 285

Q into target language Lt, and LLM is the large 286

language model that selects the most suitable lan- 287

guage for x with prompt Psel. 288

3.5 Answer Replacement & Integration 289

After translating the original query x to the query 290

in target language x′, we use it to prompt the model 291

for the answer in target language at. We simply 292

translate the answer back to the original language 293

to get the final answer afinal for the user’s under- 294

standing. 295

afinal ← Trans(at, Lo), (3) 296

where Lo is the original language of the user’s 297

query. 298

We also explore the integration of answers in the 299

scenario of open-ended question answering (the 300

prompt template is shown in Appendix F). We let 301

the LLM combine and integrate the answer in the 302

target language at and the answer in the original 303

language ao = LLM(x): 304

afinal = LLM(Pint(at, ao)), (4) 305

where Pint is the prompt to help LLM integrate 306

between at and ao, and afinal is the final answer. 307

4 Experiments 308

We chose English and Chinese for our experi- 309

ments primarily due to their broad applicability and 310

the availability of resources. Firstly, most LLMs, 311

4



Algorithm 1 Proposed Method

Require: Query x in original language Lo

Ensure: Final answer afinal
1: Low-Resource Knowledge Detection:
2: Train classifier FLo for language Lo

3: isLowResource← FLo(x)
4: if isLowResource == 1 then
5: Target Language Selection:
6: Define prompt Psel for selecting target lan-

guage
7: Lt ← LLM(Psel(x))
8: x′ ← Trans(x, Lt)
9: Answer Generation:

10: at ← LLM(x′)
11: ao ← Trans(at, Lo)
12: Answer Integration:
13: Define prompt Pint for integrating answers
14: afinal ← LLM(Pint(at, ao))
15: else
16: afinal ← LLM(x)
17: end if
18: return afinal

particularly open-source ones like the ChatGLM312

series, perform significantly in English and Chi-313

nese. This trend highlights the advanced devel-314

opment and optimization of LLMs for these lan-315

guages, making them ideal for rigorous testing.316

Secondly, major LLM benchmarks and datasets317

predominantly focus on these two languages. For318

instance, besides English benchmarks or datasets,319

benchmarks such as HalluQA and AlignBench are320

primarily designed around English and Chinese,321

providing a robust framework for evaluating our322

methods. Lastly, the linguistic features and data323

availability in English and Chinese ensure com-324

prehensive evaluation and validation of our ap-325

proaches and suggest that our findings could be326

extrapolated to other languages. This potential for327

cross-linguistic application supports the broader328

relevance and utility of our study, choosing English329

and Chinese as both strategic and impactful.330

4.1 Experiment Setup331

Training Datasets for Detectors. As we need to332

train the low-resource detector for each language,333

for the dataset in English (e.g., TriviaQA) or the334

dataset in Chinese (e.g., CMMLU, KgCLUE), we335

translate them to another language (i.e., Chinese or336

Dataset Chinese Common English Total Lang.

TriviaQA 21 754 1040 1815 En.
CMMLU 1200 2162 2751 6113 Ch.
HalluEval 28 923 1033 1984 En.
TruthfulQA 9 322 212 543 En.
MKQA 71 315 1114 1500 En.
XQuAD 72 610 503 1185 En.
LC-QuAD 2 640 345 987 En.
KgCLUE 1218 610 172 2000 Ch.
MULTIGEN 1095 1121 1083 3299 En.

Total 3716 7457 8253 19426 /

Table 1: Dataset statistics of the low-resource knowl-
edge detector. "Lang." is the original language for the
dataset.

WebQA
25% (997)

HalluQA
5% (185)

HalluEval
18% (721)

Chinese Domain
6% (231)

TriviaQA
46% (1829)

Figure 5: Statistics of the dataset in our experiments.

English) through translation API 1. 337

Detailed Setting. To ensure the reproducibility of 338

results, the temperature parameter for all LLMs is 339

set to 0. For ChatGPT, GPT-4, and Qwen-turbo, 340

we use the official API. For Yi-34b, we use the 341

API from Replicate2. For ChatGLM3 and Llama3- 342

Chinese, we deploy them locally for inference with 343

a V100 (40G). 344

Test Datasets. We selected five datasets for our 345

study, comprising four pre-existing datasets and 346

one that we developed in-house. The following 347

criteria guided our selection: 348

• The datasets should not predominantly consist 349

of common-sense questions (i.e., questions that 350

are independent of linguistic background), as this 351

minimizes the potential for LLMs to demonstrate 352

improvement through linguistic knowledge. 353

• The datasets should maintain a balance in dif- 354

ficulty; they should not be overly simplistic or 355

excessively challenging. Datasets that are too 356

easy can lead to inflated performance metrics for 357

LLMs, thereby reducing the potential for mean- 358

ingful improvement. Conversely, datasets that 359

are too challenging can degrade performance 360

across all linguistic contexts, thereby constrain- 361

1https://fanyi.youdao.com/
2https://replicate.com/
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ing the opportunity to enhance performance in362

the target language by leveraging knowledge of363

additional languages.364

For all datasets in our study, we select QA-pair365

samples from them and do not use other extra data366

to facilitate our evaluation. Totally, we select five367

datasets for evaluating our method. These include368

four existing dataset: TriviaQA (Joshi et al., 2017),369

HaluEval (Li et al., 2023a), HalluQA (Cheng et al.,370

2023), and WebQA (Li et al., 2016). We show the371

statistics of the datasets we selected in Figure 5372

and the details are shown in Appendix A. In addi-373

tion to the four datasets mentioned above, we have374

constructed a bilingual Chinese-English dataset tai-375

lored to the Chinese domain. Details of the con-376

struction process are provided in Appendix D.377

Models. We carefully select six popular LLMs378

including proprietary and open-source LLMs that379

master both English and Chinese: ChatGPT (Ope-380

nAI, 2023a), GPT-4 (OpenAI, 2023b), ChatGLM3381

(Zeng et al., 2022; Du et al., 2022), Yi-34b (AI382

et al., 2024), Qwen-turbo (Bai et al., 2023), and383

LLama3-Chinese (lla, 2024).384

4.2 Main Results385

We evaluate the effectiveness of our proposed386

method on five benchmark datasets and six popular387

LLMs mentioned above. Each dataset is translated388

into a Chinese and an English version for later as-389

sessment. We first infer the models with the queries390

in the dataset to get the generated answers. We then391

leverage GPT-4 as the judge model to compare each392

generated answer with the reference answer in the393

dataset to see if the model produces a correct output.394

We calculate the generation accuracy and present395

the result in Table 2. We mark the result in green396

where there is a significant improvement of more397

than 1% and mark the result in red if the accuracy398

decrease by more than 1%.399

As can be seen from the table, our method can400

effectively improve the performance of the model401

in many scenarios. To be specific, the performance402

of the GPT-4 model on the HalluEval dataset in403

Chinese improves significantly from 47.99% to404

64.36%. This means there still exists a large cross-405

lingual knowledge gap in advanced models such406

as GPT-4 and our method successfully leverages407

the knowledge across languages to enhance the408

model’s performance. It is important to notice that409

the improvements do not rely on other models or410

online resources, they exist due to our leverage of411

Llama3-Ch ChatGPT QWEN-TurboChatGLM3 Yi-34b GPT-4
Models

0.0
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 G
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Figure 6: The average performance gap on datasets
before and after applying our method.

the model’s inherent capacity. 412

It can also be observed from Table 2 that most 413

improvements happen in the language that is differ- 414

ent from that of the original dataset, which is also 415

the part where the models suffer from a weaker per- 416

formance. The comparison of the cross-lingual per- 417

formance gap before and after applying our method 418

is shown in Figure 6. The figure showcases that our 419

method could significantly reduce the knowledge 420

gap between languages in all LLMs we evaluate, 421

thus improving the fairness of the application for 422

users of different languages. 423

4.3 Ablation Study 424

As our generation pipeline consists of several parts, 425

we conduct an ablation study to validate their effec- 426

tiveness and expenses. 427

The Impact of the Low-resource Detector. The 428

low-resource detector serves as a filter to sift the 429

language-specific queries from the majority of the 430

queries that involve only commonsense, thus im- 431

proving efficiency and reducing the expense of the 432

pipeline. As can be observed in Figure 7, a low- 433

resource query detector would significantly reduce 434

the average inference time per sample from more 435

than 9 seconds to less than 6.5 seconds if the ratio 436

of the low-resource queries is 0.05 in the dataset. 437

When the ratio of the low-resource query in the 438

dataset increases, the detector passes more sam- 439

ples into the translation pipeline and increases the 440

average inference time. 441

Another intriguing finding is that the low- 442

resource detector would increase the model per- 443

formance. As shown in Table 3, the performance 444

of the pipeline is unstable when we remove the 445

low-resource detector. The overall performance 446

would also drop as we observed in Figure 7. This 447

indicates that the detector and LLM itself can be 448

complementary. The full result of the models’ per- 449

formance without the low-resource detector can be 450
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ChatGLM3 ChatGPT GPT-4 Yi-34b Qwen-turbo Llama3-Ch.
Dataset Lang.

Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro.

(en) 18.03% 18.03% 57.98% 57.84% 67.13% 67.13% 42.86% 42.72% 29.31% 29.31% 40.67% 40.67%
HalluEval

(ch) 11.23% 17.34% 32.07% 51.40% 47.99% 64.36% 25.10% 39.67% 19.35% 26.09% 25.35% 37.19%

(en) 20.00% 25.95% 34.27% 30.90% 51.89% 54.05% 38.38% 47.03% 25.97% 37.57% 22.83% 19.57%
HalluQA

(ch) 22.16% 22.16% 21.91% 24.16% 49.73% 51.35% 45.95% 44.86% 43.65% 43.09% 15.22% 16.30%

Chinese (en) 9.52% 20.78% 41.85% 42.73% 56.71% 58.44% 33.33% 55.84% 27.19% 46.05% 30.73% 24.24%
Domain (ch) 32.47% 32.47% 41.85% 41.85% 59.31% 59.74% 63.64% 63.20% 62.28% 61.84% 18.61% 18.61%

(en) 36.32% 36.32% 90.53% 90.37% 94.09% 94.09% 79.33% 79.17% 59.59% 59.47% 77.27% 77.16%
triviaQA

(ch) 21.33% 31.95% 54.60% 82.67% 82.77% 91.90% 59.43% 75.56% 41.53% 52.99% 43.92% 65.17%

(en) 28.51% 38.15% 59.08% 58.88% 67.70% 69.41% 57.07% 68.71% 49.48% 61.08% 50.00% 48.09%
WebQA

(ch) 48.69% 48.49% 57.35% 57.86% 72.52% 72.42% 76.93% 76.13% 71.12% 71.33% 37.02% 38.43%

Table 2: Six LLMs’ performance on our proposed method.

Yi-34b Qwen-turbo Llama3-Ch.
Dataset Lang.

Origi. Impro. Origi. Impro. Origi. Impro.

(en) 42.86% 41.75% 29.31% 29.59% 40.67% 40.67%HalluEval
(ch) 25.10% 39.81% 19.35% 26.51% 25.35% 37.33%

(en) 38.38% 47.03% 25.97% 37.57% 22.83% 18.48%HalluQA
(ch) 45.95% 45.95% 43.65% 39.78% 15.22% 20.65%

Chinese (en) 33.33% 57.58% 27.19% 48.25% 30.74% 24.24%
Domain (ch) 63.64% 57.14% 62.28% 62.28% 18.61% 22.51%

Table 3: Selected LLMs’ performance on the setting
without a low-resource detector.

found in Table 7.451
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Figure 7: The relationship of time efficiency and error
rate. The error rate is the percentage sum of all decreas-
ing in five datasets (value in red on Table 2, Table 3 (w/o
Detection), Table 4 (w/o Selection)).

The Impact of the Language Selection Mod-452

ule. The language selection module can choose453

the proper language to answer the question with454

model-specific choice. It is also flexible in the455

multi-lingual setting as the resulting target lan-456

guage can be more than two as we test. However,457

we still validate its effectiveness in the bi-lingual458

setting, comparing it with the strategy of using the459

opposite language when the query is detected as460

low-resources, and show our result in Table 4. The461

Yi-34b Qwen-turbo Llama3-Ch.
Dataset Lang.

Origi. Impro. Origi. Impro. Origi. Impro.

(en) 42.86% 42.72% 29.31% 29.17% 40.67% 40.25%HalluEval
(ch) 25.10% 42.58% 19.35% 28.61% 25.34% 39.97%

(en) 38.38% 46.49% 25.97% 38.67% 22.83% 21.74%HalluQA
(ch) 45.95% 44.86% 43.65% 41.44% 15.21% 15.76%

Chinese (en) 33.33% 61.04% 27.19% 58.33% 30.74% 19.48%
Domain (ch) 63.64% 60.17% 62.28% 58.33% 18.61% 18.61%

Table 4: Selected LLMs’ performance on the setting
without language selection.

trade-off between its cost and error can also be 462

found in Figure 7. 463

As we can see from Figure 7, the language se- 464

lection module only adds a small inference cost 465

while significantly improving the model perfor- 466

mance. This is due to the existence of the query 467

that is low-resource for both languages, in which 468

switching to the opposite language may make the 469

situation worse. In these situations, the language se- 470

lection module may pick a third language to better 471

answer the question. The full result of the perfor- 472

mance without the language selection module can 473

be found in Table 8. 474

The Comparison between Answer Replacement 475

and Integration. We further investigated the ef- 476

fectiveness of answer replacement and integration 477

strategies. Given that QA setups with a golden 478

answer may not always accommodate answer inte- 479

gration effectively (for example, when the answers 480

in two different languages factually conflict), we 481

opted for a subset in AlignBench (Liu et al., 2023a) 482

as our evaluation dataset. AlignBench provides a 483

comprehensive, multi-dimensional benchmark de- 484

signed to assess the alignment of LLMs in Chinese, 485

featuring a variety of open-ended questions. To 486
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ChatGPT GPT-4 ChatGLM3 Yi-34b Qwen-Turbo Llama3-Ch.
Type Lang. Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro.

(ch) 4.98 5.26 6.90 6.85 4.15 4.09 5.82 5.91 5.88 5.87 3.71 3.58
Integrate (en) 5.92 6.02 7.32 7.54 4.02 4.07 5.86 6.13 5.59 5.78 4.60 4.60

(ch) 4.98 5.47 6.90 6.98 4.15 4.16 5.82 6.23 5.88 6.00 3.71 3.93
Replace (en) 5.92 5.97 7.32 7.12 4.02 4.26 5.86 6.25 5.59 5.88 4.60 4.54

Table 5: Model performance on AlignBench (Liu et al., 2023a) in the setting of answer replacement and integration.

Model Acc. Recall Precision F1.

bert-base-chinese (ch) 86.64 86.64 86.68 86.66
bert-uncased (en) 94.98 94.98 94.88 94.91

Multilingual Bert (ch) 86.47 86.47 86.58 86.51
Multilingual Bert (en) 94.73 94.73 94.64 94.67

Table 6: The impact of model selection on detector
training.

create a bilingual dataset, we translated the Chi-487

nese questions into English. For each response488

evaluation, we employed an LLM-as-a-judge ap-489

proach, utilizing the prompt template from Align-490

Bench. The LLM judge then assigned an overall491

score ranging from 1 to 10 to each LLM response.492

As indicated in Table 5, both replacement and inte-493

gration methods significantly enhanced the LLMs’494

performance across most datasets. Direct replace-495

ment led to more substantial improvements but also496

introduced a higher rate of errors, as evidenced497

by the performance dips in GPT-4 and Llama3-498

Ch. Interestingly, the integration method showed499

a more pronounced performance improvement in500

English responses, suggesting that LLMs may pos-501

sess stronger capabilities for answer optimization502

in English than in Chinese (Yang et al., 2024a).503

The Impact of Different Detection Models. As504

we build a different low-resource detector for each505

language, the selection of the tokenizer and classi-506

fication model would impact the training of the de-507

tector thereby influencing the overall performance.508

We adopt language-specific Bert and multi-lingual509

Bert models to train our low-resource query detec-510

tor and report the result in Table 6. As shown in511

the model, using the language-specific model and512

tokenizer would slightly improve the result of using513

a multi-lingual model.514

5 Discussion on Other Approach515

As the confidence of the generated content is re-516

lated to its entropy during the generation process, a517

natural idea is to calculate the entropy in different 518

languages and compare them to decide which is 519

the best language to answer the question. This ap- 520

proach is widely used for measuring LLMs’ uncer- 521

tainty and detecting hallucinations (Manakul et al., 522

2023). However, our trial demonstrates that this 523

approach is infeasible and achieves merely random- 524

guess-level performance when selecting the right 525

language for the given queries. 526

To explore how to leverage entropy-related statis- 527

tics to select the target language, we train a model 528

f that takes the statistics as input and outputs the se- 529

lection of the language Y . The statistics we use for 530

a language l include the entropy of the query EQl
, 531

the entropy of the response ERl
, the perplexity of 532

the query PQl
, and the perplexity of the response 533

PRl
. We adopt an MLP as the classification model 534

f : (EQl
, ERl

, PQl
, PRl

)→ Y and train the model 535

on the low-resource query dataset we construct. 536

We trained based on SVM and random forests in 537

Llama2-7b’s output. The accuracy is no more than 538

60%. This is a merely random-guess-level perfor- 539

mance when taking the entropy-related statistics 540

as input. We attribute this to the hallucination is- 541

sue of LLMs, that the model may become over- 542

confident even with the wrong answer (Groot and 543

Valdenegro-Toro, 2024), which indicates LLMs are 544

not calibrated well now (Zhang et al., 2024). 545

6 Conclusion 546

This paper presents a method to improve the multi- 547

lingual capabilities of LLMs by leveraging knowl- 548

edge from various languages, which includes a 549

low-resource knowledge detector, a process for 550

selecting languages, and answer replacement & 551

integration. Our experiments show significant en- 552

hancements in performance, especially in reduc- 553

ing disparities across languages. Moreover, each 554

module in our method contributes to the improve- 555

ment. Overall, this study underscores the potential 556

of LLMs to unify multilingual functions and pro- 557

vide insights for future research. 558
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Limitations559

Our method requires training a separate low-560

resource query detector for each language. This is561

not convenient as the developer of a certain lan-562

guage should construct a low-resource training563

set himself, which involves collecting language-564

specific data. Also, the dataset should be updated565

with time with the rise of the new language-specific566

data.567

Ethics Statement568

This study adheres to ethical standards in AI re-569

search and development. We acknowledge that570

while our methods aim to enhance the multilingual571

capabilities of LLMs, they must be implemented572

with careful consideration of potential biases. Ef-573

forts were made to ensure that the knowledge ag-574

gregation does not disproportionately favor any par-575

ticular language or cultural perspective. We also576

emphasize transparency in our methodologies and577

findings to enable scrutiny and replication by the578

research community. The research was conducted579

without utilizing any personally identifiable infor-580

mation, thereby safeguarding privacy and uphold-581

ing data protection standards. We commit to ongo-582

ing evaluation of our methods in diverse linguistic583

settings to address and mitigate any emergent bi-584

ases or disparities. This research seeks not only to585

advance technology but also to promote inclusiv-586

ity and fairness in AI applications across different587

linguistic and cultural groups. In this paper, we588

utilized AI tools to aid in writing and coding, en-589

suring that they did not directly contribute to the590

writing process and that their use adheres to aca-591

demic standards. Additionally, we ensured that all592

datasets and benchmarks used in the study comply593

with their intended purposes and standards.594
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A Dataset Details893

• TriviaQA (Joshi et al., 2017) is a reading compre-894

hension dataset that features more than 650,000895

question-answer-evidence triples. It consists of896

lots of question-answer pairs created by trivia897

aficionados, along with independently collected898

evidence documents—averaging six per ques-899

tion—that offer robust distant supervision for900

responding to the queries.901

• HaluEval (Li et al., 2023a) is a benchmark902

designed to assess how well LLMs hallucina-903

tions—unverifiable or incorrect content in their904

outputs. It includes a collection of generated texts905

and human-annotated samples that help evaluate906

the models’ performance in detecting such errors.907

• HalluQA (Cheng et al., 2023) is a dataset consist-908

ing of 450 carefully crafted adversarial questions909

that cover various domains, incorporating ele-910

ments of Chinese historical culture, customs, and911

social phenomena. It aims to evaluate LLMs on912

their propensity to produce two types of errors:913

imitative falsehoods and factual inaccuracies.914

• WebQA (Li et al., 2016) is a large-scale, human-915

annotated real-world QA dataset, developed to916

address the scarcity of extensive real-world QA917

datasets for neural QA systems.918

B Experiment Results919

We show the full experiment results in Table 7,920

Table 8, and Figure 8.921

C Details of Constructed Dataset922

For the generated dataset, inspired by previous923

studies (Huang et al., 2024; Yu et al., 2023), we924

employed attribute-guided prompting to instruct925

LLMs to generate relevant questions on specific926

topics, as illustrated in Table 9. We chose GPT-4927

as our generation model because of its exceptional 928

ability to follow instructions. The prompt template 929

is shown in Figure 9. For the generated items, we 930

manually evaluate the correctness of its label to 931

ensure the data quality. 932

D Collection of Chinese Domain Dataset 933

Our Chinese domain dataset consists of 227 items. 934

This dataset encompasses knowledge and infor- 935

mation specific to Chinese content, including as- 936

pects of geography, history, culture, and more. We 937

sourced the content from a broad range of Chinese 938

social media platforms and search engines. After 939

initial curation, we conducted filtering to remove 940

contents that cannot be accurately translated into 941

English or may result in discrepancies in mean- 942

ing upon translation, such as phrases from ancient 943

Chinese. 944

E Answer Evaluation 945

We adopt the LLM-as-a-Judge for answer evalu- 946

ation in all experiments to reduce the bias that 947

comes from keyword matching. We use GPT-4 948

for our evaluation due to its exceptional capability 949

and wide application in previous studies (Liu et al., 950

2023a; Gao et al., 2024). For the five QA datasets, 951

we use the prompt template shown in Figure 10. 952

F Prompt Template 953

We show the prompt template used in our study 954

in Figure 9, Figure 10, Figure 12, Figure 11, Fig- 955

ure 14, and Figure 13. 956

G Screenshots of Human Evaluation 957

We show the screenshots of human evaluation in 958

Figure 15 and Figure 16. 959
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ChatGLM3 ChatGPT GPT-4 Yi-34b Qwen-turbo Llama3-Ch.
Dataset Lang.

Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro.

(en) 18.03% 18.03% 57.98% 57.84% 67.13% 66.99% 42.86% 41.75% 29.31% 29.59% 40.67% 40.67%
HalluEval

(ch) 11.23% 17.34% 32.07% 52.38% 47.99% 65.05% 25.10% 39.81% 19.35% 26.51% 25.35% 37.33%

(en) 20.00% 25.41% 34.27% 30.90% 51.89% 53.51% 38.38% 47.03% 25.97% 37.57% 22.83% 18.48%
HalluQA

(ch) 22.16% 22.70% 21.91% 25.28% 49.73% 51.89% 45.95% 45.95% 43.65% 39.78% 15.22% 20.65%

Chinese (en) 9.52% 21.21% 41.85% 42.73% 56.71% 57.58% 33.33% 57.58% 27.19% 48.25% 30.74% 24.24%
Domain (ch) 32.47% 25.54% 41.85% 42.29% 59.31% 58.44% 63.64% 57.14% 62.28% 62.28% 18.61% 22.51%

(en) 36.32% 36.38% 90.53% 90.31% 94.09% 93.93% 79.33% 78.90% 59.59% 59.47% 77.27% 77.05%
triviaQA

(ch) 21.33% 32.22% 54.60% 83.33% 82.77% 92.29% 59.43% 76.27% 41.53% 53.55% 43.92% 66.32%

(en) 28.51% 38.96% 59.08% 58.98% 67.70% 69.61% 57.07% 69.71% 49.48% 62.11% 50.00% 47.08%
WebQA

(ch) 48.69% 42.07% 57.35% 59.29% 72.52% 72.32% 76.93% 74.12% 71.12% 70.70% 37.02% 40.54%

Table 7: Six LLMs’ performance on the setting without a low-resource detector.

ChatGLM3 ChatGPT GPT-4 Yi-34b Qwen-turbo Llama3-Ch.
Dataset Lang.

Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro. Origi. Impro.

(en) 18.03% 18.31% 57.98% 57.70% 67.13% 66.57% 42.86% 42.72% 29.31% 29.17% 40.67% 40.25%
HalluEval

(ch) 11.23% 18.03% 32.07% 56.02% 47.99% 66.16% 25.10% 42.58% 19.35% 28.61% 25.34% 39.97%

(en) 20.00% 25.95% 34.27% 32.02% 51.89% 53.51% 38.38% 46.49% 25.97% 38.67% 22.83% 21.74%
HalluQA

(ch) 22.16% 23.78% 21.91% 23.60% 49.73% 51.35% 45.95% 44.86% 43.65% 41.44% 15.21% 15.76%

Chinese (en) 9.52% 32.03% 41.85% 41.85% 56.71% 59.31% 33.33% 61.04% 27.19% 58.33% 30.74% 19.48%
Domain (ch) 32.47% 30.74% 41.85% 41.41% 59.31% 58.44% 63.64% 60.17% 62.28% 58.33% 18.61% 18.61%

(en) 36.32% 35.78% 90.53% 89.09% 94.09% 93.54% 79.33% 78.73% 59.59% 58.80% 77.27% 76.12%
triviaQA

(ch) 21.33% 35.94% 54.60% 89.15% 82.77% 93.22% 59.43% 78.18% 41.53% 58.41% 43.92% 74.92%

(en) 28.51% 44.38% 59.08% 59.90% 67.70% 70.81% 57.07% 73.72% 49.48% 67.70% 50.00% 46.48%
WebQA

(ch) 48.69% 46.99% 57.35% 58.88% 72.52% 71.61% 76.93% 74.22% 71.12% 69.25% 37.02% 41.15%

Table 8: Six LLMs’ performance on the setting without language selection.
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Figure 8: Performance percentage of LLMs across different datasets. ‘All correct’ indicates that the LLMs answered
correctly in both the Chinese and English datasets. ‘All wrong’ signifies that the LLMs answered incorrectly in both
datasets. ‘Half’ denotes that the LLMs answered correctly in only one of the datasets.

Prompt Template

Next, I will provide you with a topic, and you will assist me in generating data based on this topic. I need you to generate
three categories: questions with an English background, questions with a Chinese background, and questions with no
specific language.
I will provide you with some examples:
Question: Piaget believes that communication has two functions, one is the egocentric function, and the other is?
Category: English knowledge
Question: With one byte, how many different codes can be generated at most?
Category: Knowledge with no specific language
Question: What are some famous dishes from Guangdong?
Category: Chinese knowledge
For each type of question, you need to generate ten, a total of thirty.
You need to return the data in JSON format, as follows:

{
"Question": "Category",
"Question": "Category",
"Question": "Category",
"Question": "Category",
...
}

Please generate the corresponding data in Chinese.
The topic I provide is: [TOPIC]

Figure 9: Prompt template for the generated dataset.
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Prompt Template

As a helpful assistant, your task is now to help me assess the correctness of the provided answers. I will present a question
along with its correct answer. Subsequently, I will also provide you with the answer you need to evaluate. If the answer
to be evaluated correctly expresses the same meaning as the correct answer or contains the correct answer, then it is right.
Ignore case errors. Although there are some errors in certain explanations within the answer, as long as the core answer is
correct, the response is considered correct. Return me only one word: ’correct’ or ’wrong’.
Here is the question and its correct answer:
Question: [QUESTION]
Answer: [ANSWER]
Here is the answer you should evaluate: [RES]

Figure 10: Prompt template for LLM-as-a-Judge.

Prompt Template

You are a very helpful assistant. I will provide you with a question and the answers in both Chinese and English. You
need to integrate the Chinese and English answers to provide the final answer. During the integration process, you need
to follow these rules:
1. You should primarily refer to the Chinese answer, appropriately integrating parts of the English answer.
2. If there is a factual conflict between the English and Chinese answers, you must refer to the Chinese answer.
3. The integrated answer should be of higher quality than the individual answers and better address the corresponding
question.
4. The integrated answer must be all in English
Question: [[Q]]
Chinese answer: [[CH_RES]]
English answer: [[EN_RES]]

Figure 11: Prompt template for integration (For the situation when the selected language is English).

Prompt Template

你是一个非常有帮助的助手。我将给你提供一个问题，以及该问题的中英文的答案。你需要融合中英文答
案，给出最终的答案。在融合答案的过程中，你需要遵循下面的规则：
1. 你需要着重参考英文的答案，适当融合部分中文的答案。
2. 如果英文的答案与中文的答案发生事实性冲突，你必须参考英文的答案。
3. 融合后的答案应该比融合前的答案具有更高的质量，更好地回答对应的问题。
4. 融合后的答案必须全都是中文。
问题：[[Q]]
中文答案：[[CH_RES]]
英文答案：[[EN_RES]]

Figure 12: Prompt template for integration (For the situation when the selected language is Chinese).

Prompt Template

As a helpful assistant, you need to categorize an English question, considering that the background of this question is not
common in an English environment. Therefore, you need to choose the most suitable language for this question. You
need to analyze the required language context for the question first, and then tell me at the end which language you think
is most suitable to answer the question. The question is as follows:

Figure 13: Prompt template for language selection (For the query in English).
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Prompt Template

作为乐于助人的助理，您需要将一个中文问题进行分类，考虑到该问题背景在中文环境中并不常见，因此您
需要返回最适合该问题的语言。你需要首先对问题所需要的语言环境进行分析，然后在最后告诉我你返回的
最适合回答该问题的语言。问题如下：

Figure 14: Prompt template for language selection (For the query in Chinese).

Figure 15: Screenshot of human annotation (1).
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Figure 16: Screenshot of human annotation (2).
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Table 9: Topics used for data generation.

Topic Word

History Literature Science Art

Social Sciences Technology Philosophy Geography

Culture Health Artificial Intelligence Machine Learning

Big Data Blockchain Internet of Things Environmental Protection

Sustainable Development Energy Finance Education

Human Genetics Artificial Life Space Exploration Food Science

Sports Psychology Political Science Economics

Sociology Law
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