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ABSTRACT 
The quality and efectiveness of psychotherapy sessions are highly 
infuenced by the therapists’ ability to meaningfully connect with 
clients. Automated assessment of therapist empathy provides cost-
efective and systematic means of assessing the quality of therapy 
sessions. In this work, we propose to assess therapist empathy us-
ing multimodal behavioral data, i.e. spoken language (text) and 
audio in real-world motivational interviewing (MI) sessions for 
alcohol abuse intervention. We frst study each modality (text vs. 
audio) individually and then evaluate a multimodal approach using 
diferent fusion strategies for automated recognition of empathy 
levels (high vs. low). Leveraging recent pre-trained models both 
for text (DistilRoBERTa) and speech (HuBERT) as strong unimodal 
baselines, we obtain consistent 2-3 point improvements in F1 scores 
with early and late fusion, and the highest absolute improvement of 
6–12 points over unimodal baselines. Our models obtain F1 scores 
of 68% when only looking at an early segment of the sessions and 
up to 72% in a therapist-dependent setting. In addition, our results 
show that a relatively small portion of sessions, specifcally the 
second quartile, is most important in empathy prediction, outper-
forming predictions on later segments and on the full sessions. Our 
analyses in late fusion results show that fusion models rely more 
on the audio modality in limited-data settings, such as in individual 
quartiles and when using only therapist turns. Further, we observe 
the highest misclassifcation rates for parts of the sessions with 
MI inconsistent utterances (20% misclassifed by all models), likely 
due to the complex nature of these types of intents in relation to 
perceived empathy. 
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1 INTRODUCTION 
Empathy in psychotherapy, which is described as the therapist ex-
periencing an accurate understanding of the client’s awareness of 
their own state [49], is essential in reaching desired therapeutic 
outcomes [51, 57]. Due to its importance and efect on behavioral 
outcomes, therapist empathy is commonly used to assess the qual-
ity of therapy sessions. In this work, we focus on Motivational 
Interviewing (MI), which is an evidence-based therapeutic style of 
communication with particular attention to the language of change. 
It is designed to strengthen personal motivation for a specifc goal 
by exploring and resolving ambivalence [39] and the therapist’s 
ability to understand and elicit the client’s own reasons for change 
is crucial. Therefore, empathy is a consistent evaluation metric in 
MI, commonly provided by standardized MI coding systems like 
the Motivational Interviewing Skill Code 2.5 (MISC) [40] and the 
Motivational Interviewing Treatment Integrity 3.1 (MITI) [42]. 

Following these coding systems, empathy along with other gestalt 
measures (i.e. MI spirit) are annotated by trained third-party coders 
who listen to the entire session’s audio recordings to provide be-
havioral codes for both the client and therapist. This process is 
time-consuming, costly and therefore hard to scale. For example, 
obtaining the session-level quality ratings requires trained coders to 
listen to, review, and rate the session following the aforementioned 
standardized codings, MISC and MITI, on 7-point or 5-point Likert 
scales, respectively. Typical MI sessions are 45-60 minutes long, so 
the annotation process is labor-intensive. 

The focus of our work is to build models that utilize therapist 
(and client) speech for estimating the session-level empathy ratings 
(standardized across datasets). For this goal, we use two clinical 
datasets consisting of real-world MI sessions on alcohol-related 
issues [4, 11]. Motivated by past work showing the potential rele-
vance of certain temporal segments to outcomes [18, 24], we model 
empathy by taking the input content from certain segments, roughly 
associated with diferent stages of the session, and diferent topics 
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elicited by the therapist. To this end, we divide a therapy session 
into four equal-length sequential segments (quartiles) and focus on 
the segments hypothesized to have a higher salience for estimating 
empathy or behavioral outcome. Specifcally, we focus on (1) the 
second quartile where the client discusses problematic behaviors, 
potentially with more opportunities for the therapist to provide an 
empathetic understanding; and (2) the last quartile based on prior 
evidence indicating the importance of the session’s fnal segment in 
association with subsequent behavioral outcomes [1], in addition 
to the potential recency bias of annotators. 

Our work leverages recently proposed language and audio pro-
cessing methods for multimodal understanding and modeling of 
empathy. Our analyses provide insights into the utility of each 
modality, individually and in combination, i.e. how they are fused 
in empathy level classifcation. Our contributions are as follows. 

• We present a comprehensive study of using speech transcript 
and audio in unimodal and multimodal empathy estimation, 
showing the benefts of each modality and fusion methods. 

• We show that our multimodal fusion methods outperform 
both unimodal approaches, including the text modality that 
often dominates learning in prior multimodal work, and pro-
vide analyses on how each modality is used in each setting. 

• Our fndings show that the second quartile of MI sessions, 
i.e. an early phase in the conversation after introduction but 
before detailed strategy discussion, is most informative for 
empathy estimation in all models, including the larger-data 
setting of using full sessions. 

• We perform error analysis and show that our models seem to 
learn and rely on important aspects of audio complementary 
to the text modality. In addition, we observe the highest 
misclassifcation rates for parts of the sessions with higher 
MI inconsistent utterances, likely due to the complex nature 
of these types of intents in relation to perceived empathy. 

2 RELATED WORK 
Quality assessment of therapy sessions can provide valuable in-
sights into how a competent therapist operates and what kind 
of therapist-client interactions are productive. Researchers have 
explored approaches to building automatic systems for quality as-
sessment in diferent types of therapy. For example, Xiao et al. 
[61] trained a model to predict empathy levels (high vs. low) using 
session-level lexical features, showing a signifcant correlation with 
expert-coded empathy scores. To model empathy in a temporally 
dynamic way, Chakravarthula et al. [8] integrated the language 
model features into a Hidden Markov Model (HMM) in order to 
allow for behavioral transitions throughout the session, showing 
performance improvements over static models. Researchers have 
also used the psycholinguistically-motivated Linguistic Inquiry and 
Word Count (LIWC) [45] features for the estimation of empathy 
levels. They showed that LIWC features provide performance gains 
for modeling empathy compared to the standard n-gram features. 
LIWC features were also efective for recognizing client intent 
(change vs. sustain talk) [56]. Lord et al. [30] used LIWC features 
to compute language style synchrony between clients and thera-
pists, showing that client-therapist style synchrony is predictive of 
empathy ratings. 

In addition to using session transcripts, Can et al. [5] used Con-
ditional Random Fields (CRF) in a sequence tagging framework 
for utterance-level behavioral coding as an intermediate step to 
predict session-level quality measures like empathy. Leveraging the 
advances in neural network models, a series of more recent work 
have focused on using word embeddings, from non-contextualized 
representations such as GloVe [46] and word2vec [37], to newer 
large contextualized models such as BERT [13], for natural lan-
guage understanding in therapy assessment. For example, Gibson 
et al. [20] modeled MI sessions using a recurrent neural network 
(RNN) applied to word2vec embeddings to obtain utterance-level 
representations, which are then used as features to predict empathy 
level. Additionally, Flemotomos et al. [17] used GLoVe embeddings 
as well as LIWC features to estimate Cognitive Behavioral Therapy 
(CBT) session quality as measured by the Cognitive Therapy Rating 
Scale (CTRS) scores. They found that the therapist’s language has 
higher predictive power than client’s language, which is intuitive 
given the ratings are provided based on the therapist’s behaviors. 
In their follow-up study, Flemotomos et al. [16] incorporated highly 
contextualized representations, i.e. by using BERT-based embedding 
in their classifers, achieving consistent improvements for session 
quality assessment. 

Beyond transcripts of therapy sessions, speech is an important 
modality that has the potential to improve empathy assessment in 
ways complementary to text. Xiao et al. [62] studied empathy in 
connection to similarity or entrainment in interpersonal interac-
tions. They used speech prosody features, including Mel Frequency 
Cepstral Coefcients (MFCCs) and pitch, to measure the similarity 
between speaker turns in terms of Kullback-Leibler (KL) divergence, 
showing a signifcant correlation with session-level empathy. In 
their follow-up work, Xiao et al. [60] used prosodic features like 
pitch, vocal energy, etc. for automatic prediction of empathy level. 
They showed that the therapist’s use of high energy and pitch in 
their voice is associated with low empathy. Additionally, Xiao et al. 
[63] demonstrated that speech rate cues provide complementary in-
formation to speech prosody features in recognizing empathy. They 
also showed that the degree of turn-level entrainment of speech rate 
between the therapist and client correlates with the therapist’s em-
pathy rating. More recent work has also focused on modeling vocal 
entrainment in dyadic interactions using neural networks. Focusing 
on interactions involving individuals with Autism Spectrum Dis-
orders, Lahiri et al. [27] utilizes conformers to capture both short-
and long-term conversational context to model vocal entrainment 
patterns while using cross-subject attention to model intra- and 
inter-personal signals for modeling entrainment patterns through-
out the interaction. In addition to modeling empathy in counseling 
sessions, other work developed models of empathy to facilitate em-
pathetic human-machine interactions [35, 36]. For instance, Tavabi 
et al. [53] proposed multimodal models for identifying opportuni-
ties for expressing empathy in human-agent interactions, while 
Mathur et al. [34] modeled user empathy elicited by a story-telling 
robot using facial features. 

Past work on computational analysis of therapy sessions for 
diagnosis [48] and quality assessment [54] demonstrated large dif-
ferences in performance across diferent modalities, with language 
outperforming audio by a wide margin. This phenomenon has 
also been observed in other human-centered multimodal learning 
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problems such as multimodal sentiment analysis [22, 64]. Superior 
performance from the text modality is due to its higher level of 
abstraction and the natural communicative afordances language 
provides over other modalities. Moreover, large language encoders 
are pre-trained with a vast amount of data, further enhancing lan-
guage’s advantage in multimodal analysis. This large performance 
gap between unimodal performances results in suboptimal learning 
in multimodal fusion where the unimodal encoder of the dominant, 
high-performing modality converges faster, resulting in underft-
ting in the other modalities [19, 28]. 

Most existing work on the recognition of therapist empathy 
focuses on unimodal language or audio models, leaving the multi-
modal analysis relatively less explored. In this work, we follow a 
multimodal approach, using both language and audio, while focus-
ing on specifc session stages for modeling therapist empathy. 

3 DATASET 

3.1 Dataset Overview 
This work uses two clinical datasets of real-world Motivational 
Interviewing (MI) sessions. Our datasets come from MI sessions 
recorded from two populations: (1) College students mandated to 
take part in MI sessions due to alcohol-related problems [4] (denoted 
as ‘Dataset1’ in the rest of this paper) and (2) Community-based 
underage (ages 17-20) heavy drinkers transitioning out of high 
school who were not immediately planning to enroll in a 4-year 
college (denoted as ‘Dataset2’ in the rest of this paper). These partic-
ipants, unlike in Dataset1, were volunteers who were recruited via 
advertisement held at local high schools, community colleges, etc. 
[11]. Both populations participated in single-session face-to-face 
MI meetings, which were approximately 50-60 minutes long. 

Dataset1 contains 219 taped MI sessions with manual transcrip-
tions. These sessions are coded following the MISC 2.5 guidelines 
[40] for local utterance-level behaviors, as well as global ratings 
of empathy and other MI-related measures like therapists’ accep-
tance and MI spirit. The recordings were at 16 kHz mono, and we 
used a forced aligner, Speechmatics,1 to obtain time stamps for 
each turn. Dataset2 comprises 82 MI sessions with digital audio 
recordings but no manual transcripts. The sessions were recorded 
at 44.1 kHz in stereo. We used the Google Cloud automatic speech 
recognition (ASR) service to automatically transcribe the sessions. 
The turn-level time stamps were extracted from the speech recog-
nition output. We manually verifed the ASR quality of a subset 
of sessions and found the transcriptions have only a few minor 
issues that do not afect this work, e.g. misrecognition of proper 
names associated with the sites, missing or inserting disfuencies 
(such as ‘uh’s and ‘um’s). Dataset2 sessions are also annotated with 
utterance-level codes and global session-level ratings of therapist 
skills like empathy and acceptance, following the MITI 3.1 coding 
system. During coding, an expert clinician listens to a session and 
marks where an utterance associated with an MI code starts and 
ends on the MITI software [42]. 

In each dataset, 20% of the sessions were randomly selected and 
double-coded to verify interrater reliability. Intraclass correlation 
coefcients (ICCs; two-way mixed, single measure) were calculated 

1https://www.speechmatics.com/ 

Table 1: Dataset statistics: session length (in minutes) and av-
erage number of turns; numbers in parentheses are standard 
deviations. 

# Sess. Avg. Duration Avg. # Turns 

Dataset1 219 49.9 (±13.7) 422 (±128.2) 
Dataset2 82 54.3 (±12.1) 600 (±138.5) 

Figure 1: Histogram of scaled empathy ratings in our com-
bined dataset. 

based on these double-coded sessions; ICCs range from 0.47 to 
0.83 in both datasets, which is considered “fair” to “excellent” [10]. 
Dataset1’s sessions were run by 13 therapists (min=1, max=44 ses-
sions), Dataset2 has 3 therapists (min=5, max=53 sessions). Other 
data statistics are presented in Table 1. 

Since our two datasets follow empathy rating systems on difer-
ent Likert scales (5-point in Dataset1 and 7-point in Dataset2), we 
scale the empathy ratings between 0 and 1. In addition, following 
previous work in empathy prediction, we binarized these scaled 
empathy scores, mapping sessions with the scaled empathy score 
> 0.5 to “high” and the rest (≤ 0.5) to “low.” This quantization 
resulted in a slightly skewed combined dataset, with 58% of positive 
(high) empathy sessions. Per-therapist scaled empathy scores’ de-
noted as [mean range] ± [sdev range] are [0.36-0.83] ± [0.09-0.22] 
for Dataset1, [0.64-0.90] ± [0.14-0.17] for Dataset2. Figure 1 shows 
the score distribution of the overall dataset. 

3.2 Session Quartiles 
MI therapists are trained to follow a common (but fexible) struc-
ture, which can be studied in diferent temporal segments [1, 25]. 
Given the format of the intervention commonly following four 
stages with four high-level topics, we decided to divide the session 
into quartiles. Sessions typically start (Q1) with the therapist and 
client introducing themselves and the therapist providing details 
about the session’s structure and asking questions about the client’s 
life, for example, school. This part of the session is in accordance 
with the MI process of engagement, in which the context for a 
collaborative discussion is established [39] and therefore provides 
an early opportunity for rapport building. The second quartile (Q2) 
involves a discussion about the role of alcohol in the client’s life and 
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their experiences around drinking. The third quartile (Q3) focuses 
on personalized feedback [38, 58, 59], during which the client is 
provided information about personal alcohol use and consequences, 
e.g. statistics and quantitative assessment of drinking behaviors of 
the client compared to their peers. In the fnal quartile (Q4), the 
therapist initiates a collaborative conversation about a personalized 
plan for change. This segment of the session is where the thera-
pist can best express empathy, as one uses the knowledge from 
the earlier parts of the sessions to evoke and strengthen client’s 
commitment to change [3]. Previous clinical studies also support 
the use of the fnal quartile for empathy analysis [7, 14, 33, 43]. 

Motivated by this session structure, we aim to explore how our 
models can estimate empathy levels by focusing on individual seg-
ments. We are specifcally interested in Q2, since the topic of discus-
sion may be an opportunity for the therapist to build an empathetic 
relationship, and Q4 based on evidence from the literature for its 
saliency regarding empathy and behavioral outcome. The impor-
tance of Q2 in estimating empathy has also been suggested in recent 
work [55]. We compare results from these two quartiles with pre-
dictions using the whole session. Since we do not have precise 
annotations of the start or end points of each stage in the sessions 
(in addition to the fact that the session might be more fuid without 
concrete stage boundaries), we divide the session into four quar-
tiles by time. Quartile level analysis is consistent with previous 
work [6], i.e. a thin “slice” of contiguous segments in the session (of 
approximately 10 minutes) is sufcient to give MI fdelity assess-
ment similar to human annotators. Following this fnding, we use 
a window of 20 consecutive turns as the input to our model. 

4 METHOD 
In this section, we formulate the problem of multimodal empathy 
prediction (Section 4.1). We then describe the machine learning 
models (Section 4.2). 

4.1 Problem Formulation 
Let � be an MI session with a binary empathy label �; � = 1 for 
high empathy and 0 otherwise. � consists of � turns �� , � ∈ [1, � ]. 
Each turn �� has its two modalities ��,� and ��,� , denoting text and 
audio, respectively, and an optional learnable speaker representa-
tion ��,� . Given a quartile (or the full session) consisting of turns 
[�� , ��+1, . . . ��+� ], where � is the total number of turns in the seg-
ment (� ≤ � ), we extract overlapping context windows of fxed 
size � , hop (i.e. shift) factor � , obtaining ⌊�/�⌋ (sub)samples of 
length � turns. Each subsample 

�� = [�� , ��+1, . . . ��+� −1], 
��+� = [��+� , ��+� +1, . . . ��+�+� −1], 

. . . 

then receives the same empathy label of the session � , i.e. �� = 
��+� = . . . = �� . In our experiments, we set � = 20 and � = 10. We 
have also experimented with� = 10, � = 5 and� = 40, � = 20; the 
results were not signifcantly diferent. Hence, we fxed these hyper-
parameters as � = 20 and � = 10. Our model is trained to learn a 
function F(·) to predict binary empathy labels � given an instance 
�� , i.e. �̂ = F(�� ). The model F(�� ) consists of feature encoding 

modules for each modality and a fusion function to combine the 
modalities as described below. 

4.2 Model 
Figure 2 gives an overview of our model architectures. The model 
consists of separate encoders for each modality (text or audio) and 
an optional encoder for indicating the speaker of a turn (when both 
client and therapist talks are used). We considered both early and 
late multimodal fusion schemes. 

Each data instance is a sequence of � = 20 turns in the Q2, Q4, 
or the whole session, using turns from only the therapist or both 
client and therapist. The encoders for each modality operate on 
the turn level, and a sequence of turn-level features are fed to a 
recurrent neural network, specifcally Gated Recurrent Unit (GRU) 
[9] to obtain the sequence-level representation, i.e. the last hidden 
state of the GRU layer. 

4.2.1 Feature Encoders. 
Text. We use Distil-RoBERTa-Emotion [21] as the text encoder to 
extract the turn embeddings. Distil-RoBERTa-emotion is a distilled 
version of RoBERTa [29] which has been pretrained on multiple 
emotion datasets [12, 41, 47, 50, 52]. Our early experiments show 
that the distilled version has comparable performance with the orig-
inal RoBERTa model for this task, likely due to our small dataset 
size. Additionally, the pre-trained language encoder fne-tuned on 
emotion recognition can improve empathy estimation due to its 
afect-related nature. For each turn, the input utterance is passed 
through the text encoder to extract the [CLS] token (the frst hid-

∈ R� ×�� ,den state) of the output as the utterance level feature �� 
where � = 20 turns in the sequence, and �� = 768 as standard 
BERT-* encodings. 

Audio. We extract the acoustic features for each turn using HuBERT 
[26]. HuBERT is the state-of-the-art method for speech representa-
tion learning, pre-trained in a self-supervised manner. Specifcally, 
HuBERT frst generates pseudo-labels for each frame by perform-
ing K-means clustering on the pre-extracted features, i.e. MFCCs. 
The model then learns in a self-supervised manner through the 
task of predicting pseudo-labels for randomly masked frames. For 
Dataset1, the mono recording sampling rate 16 kHz is consistent 
with HuBERT feature extractors; for Dataset2 we converted the two 
channels into mono by averaging samples across channels. We then 
resample these recordings to 16 kHz using librosa.2 In this work, to 
better capture the afective content in speech, we frst fne-tune a 
HuBERT-base model on the MSP-Podcast corpus [32]. MSP-Podcast 
is the largest publicly available corpus for speech emotion recog-
nition in English, containing emotionally rich podcast segments 
retrieved from audio-sharing websites. The HuBERT-base model 
is fne-tuned with the multitask objective for valence, arousal, and 
dominance estimation. For each turn, the input audio is passed to 
the audio encoder to obtain the temporal frame-level hidden states. 
To summarize the frame features for each turn, we concatenate the 
mean- and max-pooled temporal hidden states in the feature di-
mension and use these as the acoustic representations �� ∈ R� ×�� , 
where � = 20 turns in the sequence, and �� = 2 ∗ 768 for the 

2https://librosa.org/ 
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Figure 2: Model overview, including encoders and feature extraction process (left) and the fusion method (right). Light gray 
shade denotes client talk, and dark gray shade denotes therapist talk. Dash lines represent optional inputs, i.e. we studied 
models where both client and therapist turns are used vs. only therapist turns. Similarly, the speaker encoder block is optional. 

concatenation of 768-dimensional HuBERT features. 

Speaker Encoding. The optional speaker encoding module is used 
in settings where both therapist and client turns are included in 
the data, inspired by work in [23] showing improvements when 
the model has access to indication of turn change. Our speaker 
encoder is a learnable embeddings matrix that projects the ther-
apist/client category to an embedding vector of dimension �� . In 
our preliminary experiments, the models with speaker encodings 
slightly outperform those without, so we use speaker encodings 
in the rest of the experiments with both speakers; we set �� to the 
same dimension as ℎ� and ℎ� . 

Sequence Representation. For both text and audio modalities, 
we frst apply a linear layer to project the features to a lower di-
mensional space. These features are then passed to a two-layer Bi-
directional Gated Recurrent Unit (Bi-GRU) [9]. For each modality, 
the fnal representations ℎ� and ℎ� are obtained by their respective 
pooling modules. For the text modality, ℎ� = [MeanPool(Attn(�� )), 
MaxPool(Attn(�� ))], where Attn is a two-head self-attention mod-
ule, and the outputs are mean- and max-pooled to obtain ℎ� . For the 
audio modality, ℎ� = FF(�� ), where FF is a two-layer feedforward 
network operating on the last hidden state of the audio Bi-GRU. 

4.2.2 Unimodal Classifier. 
Unimodal representations from pre-trained models are used as 
features for our empathy classifers. Specifcally, we input the uni-
modal features (ℎ� or ℎ�) to a multilayer perceptron (MLP with two 
linear layers) and output the prediction. 

�̂ = MLP(ℎ� ), � ∈ {�, �}. (1) 

4.2.3 Multimodal Classifier. 
We experiment with early and late fusion schemes to combine the 
representations from both modalities. 

Early Fusion. With the encoded hidden representations ℎ� and ℎ� , 
we concatenate them together and input the concatenated features 
into an MLP (two linear layers) for the fnal prediction. 

Late Fusion. Given the feature representations ℎ� and ℎ� , we in-
put them into two MLPs (each has two linear layers) for separate 
unimodal prediction and calculate the weighted average of outputs 
as the fnal result. 

�� = MLP� (ℎ� ), � ∈ {�, �}, (3) 
�̂ = (1 − �) ∗ �� + � ∗ ��, (4) 

� is a learnable parameter; we look at � in our experiments to see 
which modality contributes more to the prediction. 

4.2.4 Training. 
The training objective is the binary cross entropy (BCE) loss be-
tween the prediction �̂� and the ground truth �� . ∑ 

L = 
1 � 

BCELoss(�̂� , �� ), (5)
� 

�=1 

5 RESULTS AND DISCUSSION 

5.1 Implementation Details 
All methods are implemented in PyTorch [44]. We make all our 
code and model weights available.3 At the feature encoding stage, 
to get better text representations, we fne-tune the last two layers 
of the text encoder while the audio encoder is fxed in all of our 
experiments since the time steps of audio are much longer than 
text, making it prohibitively expensive to fne-tune. The hidden 
dimensions for all the GRU and linear layers are 128. Each linear 
layer is followed by a batch normalization layer. A 10% dropout is 
applied to linear layers. We optimize the network weights using the 
AdamW optimizer [31] with a batch size of 8 on a single NVIDIA 
Quadro RTX8000 GPU. The weight decay is 1�−4. The gradient 
clipping is 1.0. We train the unimodal methods for 15 epochs with 
a learning rate of 1�−5. For multimodal methods, we frst initialize 
them with the unimodal weights and then fne-tune them with 5 
epochs and a learning rate of 1�−6. 

ℎ = Concat(ℎ� , ℎ� ), �̂ = MLP(ℎ) (2) 3https://github.com/ihp-lab/mm_analysis_empathy 
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Table 2: Therapist prediction results in terms of Turn-level F1 score (% ↑). Results are computed from aggregated test fold 
predictions, per turn. “Both” means using both therapist and client turns while “Ther.” denotes using therapist utterances only. 

(a) Therapist-independent evaluations. Random baseline gets 48.83.

Second quartile Last quartile Full session 
Both Ther. Both Ther. Both Ther. 

Text only 57.61 61.33 56.21 57.13 56.89 58.76 
Audio only 51.14 51.93 56.31 53.13 53.81 53.87 
Early fusion 57.27 60.31 57.40 58.25 58.41 59.09 
Late fusion 60.31 62.30 58.73 57.95 58.94 60.15 

 (b) Therapist-dependent evaluations. Random baseline gets 48.16. 

Second quartile Last quartile Full session 
Both Ther. Both Ther. Both Ther. 

Text only 63.97 66.91 63.14 63.50 62.59 63.96 
Audio only 59.14 59.33 60.67 58.12 62.66 61.42 
Early fusion 62.29 66.49 61.57 63.51 62.95 64.81 
Late fusion 64.36 66.79 63.44 63.60 62.97 64.53 

Table 3: Therapist prediction results in terms of Voted F1 score (% ↑). Results are computed from aggregated test fold predictions. 
“Both” means using both therapist and client turns while “Ther.” denotes using therapist utterances only. 

(a) Therapist-independent evaluations. Random baseline gets 50.94. 

Second quartile Last quartile Full session 
Both Ther. Both Ther. Both Ther. 

Text only 61.02 66.02 60.26 60.03 61.39 63.30 
Audio only 53.15 54.32 61.04 55.53 56.73 57.18 
Early fusion 62.46 65.03 64.36 64.81 61.36 65.45 
Late fusion 67.34 68.12 64.96 62.46 65.95 66.34 

(b) Therapist-dependent evaluations. Random baseline gets 48.52. 

Second quartile Last quartile Full session 
Both Ther. Both Ther. Both Ther. 

Text only 68.06 70.12 68.38 65.71 69.42 67.89 
Audio only 65.63 64.43 66.86 64.66 67.25 67.54 
Early fusion 68.23 70.15 69.29 72.61 71.09 69.90 
Late fusion 67.87 69.54 67.61 67.24 70.44 69.44 

5.2 Experiment Setup 
We use fve-fold cross-validation for training and evaluation of 
the overall dataset, and obtain the test results by applying the 
model with the highest validation performance. We report the 
aggregated F1 score (↑) for the whole sessions, where the predictions 
are aggregated from the fve test folds. 

We perform both therapist-independent and dependent cross-
validation. In therapist-independent cross-validation, sessions from 
the same therapist do not appear in both training and testing data. 
While in therapist-dependent cross-validation, the splits are not 
disjoint by therapists but by sessions. In each confguration, we 
conduct experiments using only therapist utterances and using both 
therapist and client utterances. Additionally, we report the results 
of our models when trained and tested on the second quartile, last 
quartile, and the whole sessions, as mentioned in 3.2. 

Since the prediction is assigned to a sequence of � turns, we 
report two metrics: Turn F1 and Voted F1. Turn F1 is the macro F1 
score computed on the turn level, i.e. each set of � turns in the
session (or quartile) is considered a sample in computation. Voted 
F1 is the macro F1 score computed on the session level, where 
we frst assign the most “voted” for in the samples to the session 
in consideration. The score is then computed from these voted 
predictions with respect to session-level empathy ground truth. 

5.3 Experiment Results 
5.3.1 Classification Results. 
Tables 2a and 2b show the turn-level F1 scores of our models; Tables 
3a and 3b show the Voted F1 prediction results of our models in 
the therapist-independent and therapist-dependent confgurations, 
respectively. First, it is clear that the therapist-dependent setting 
shows better F1 scores on all settings and models. This is likely 
because of the variations in therapist ratings, as the 5-fold splits 
might have resulted in skewed label distributions. Specifcally, the 

Table 4: Fusion weights � learned in our late fusion mod-
els. We report the averages of weights across fve folds and 
their standard deviations. Top two rows show results from 
therapist-independent settings, bottom two for therapist-
dependent settings. 

Second quartile Last quartile Full Session 

ep
.

Both 0.21 ± 0.14 0.21 ± 0.12 0.08 ± 0.06 

In
d Ther. 0.39 ± 0.10 0.41 ± 0.15 0.21 ± 0.36 

. Both 0.08 ± 0.09 0.23 ± 0.39 5�−3 ± 5 3

D
ep � −

Ther. 0.13 ± 0.13 0.39 ± 0.15 0.06 ± 0.10

therapist-independent folds have a proportion of positive labels 
ranging from 37% to 73%, while the label distribution is more uni-
form in the therapist-dependent setting: all folds have 58%-60% 
positive labels. 

Between turn-level F1 and voted F1, we observe higher scores 
in voted F1 across the board, which suggests that while individ-
ual data instances were classifed incorrectly, in aggregate all the 
models are more often correct. The gap between turn-level F1 and 
voted F1 is larger when using both therapist and client utterances 
compared to when using only therapist turns, i.e. the diferences in
corresponding models for both speakers are as high as 7 points in 
Q2, and up to 6.5 for therapists in Q4. The largest diference is seen 
in Q4, i.e. the last quartile, suggesting that the last quartile contains
information useful for empathy prediction in aggregate, especially 
when client talk is included. Since empathy is a dyadic construct, 
i.e. perceived empathy is observed in conversational contexts so
monologues may not alone exhibit empathy.

Between unimodal-text and unimodal-audio, unimodal-text out-
performs unimodal-audio in all settings except for the therapist-
independent, using both speakers in the last quartile, although the 
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Figure 3: Confusion matrices of our models. The x-axes indicate model predictions, e.g. “Text:0” denotes the fraction of samples 
classifed as 0 correctly (top row) and incorrectly (bottom row) by the unimodal-text classifer. Similarly, “Text:1” denotes the 
fraction of samples classifed as 0 incorrectly (top row) and correctly (bottom row) by the unimodal-text classifer. “Early” and 
“Late” denote early and late fusion, respectively. 

diference is small (56.31 for text and 56.21 for audio in terms of 
turn-level F1; 60.26 for text vs. 61.04 for audio in terms of Voted F1). 
One likely explanation for this is that the text encoder had a slight 
fne-tuning advantage (last two layers) while our audio encoder was 
used as a feature extractor only (due to computational limitations). 
However, while unimodal-audio underperforms unimodal-text by at 
least 5 points in most therapist-independent settings, this diference 
is narrowed in the therapist-dependent setting, where unimodal-
audio is behind unimodal-text by at most 2 points; it even reaches 
almost parity in the full session, therapist-only setting in voted F1 
and the full session, both speakers in turn-level F1. 

All multimodal methods outperform unimodal ones, with a larger 
margin in the therapist-independent setting (by 2–6 points over 
unimodal-text, 4–14 points over unimodal-audio) compared to the 
dependent setting (by 0.1–6.9 points over unimodal-text, 2.4–7.9 
points over unimodal-audio). We hypothesize this is due to the 
therapist efects, since it is likely that the therapist audio character-
istics might be learned for common therapists in the non-disjoint 
splits. One exception is in the Q2, therapist-only setting (indepen-
dent evaluation), where unimodal-text beats early fusion slightly 
(1 point for both turn-level and voted F1). 

Among multimodal methods, late fusion achieves the best scores 
in most cases. Early fusion achieves the best voted F1 scores in the 
therapist-dependent evaluation. The results suggest that using the 
more powerful acoustic representations (HuBERT), we were able 
to alleviate the problem of having the language modality dominate 
as in previous work, e.g. [22, 54]. Overall, however, the discrepan-
cies in fusion models are relatively small, with at most a 3 point 

diference (68.12 vs. 65.03) in therapist-independent evaluations. 
In therapist-dependent experiments, the diference is even smaller, 
with at most 1 point diference, except for the evaluations on Q4 
(largest diference between 72.61 and 67.24 in the therapist-only 
setting). The diferences between multimodal and unimodal results 
in the therapist-independent settings are statistically signifcant at 
� < 0.01, using the bootstrap test with 10,000 samples [15], as de-
scribed in [2]. In the therapist-dependent settings, these diferences 
are not statistically signifcant. 

Regarding the predictive signifcance of diferent quartiles, using 
Q2 achieves the best F1 scores in all settings except for the therapist-
dependent cross-validation in terms of voted F1, where using a full 
session seems to be more useful. As noted in Section 3.2, Q2 is 
where the frst opportunity to show empathy occurs, so this result 
is consistent with the general MI structure clinicians follow. It is 
not clear why early fusion was the best model in this exception, 
though we note that the diferences here are small, i.e. within a 1 
point diference in most cases. 

5.3.2 Modality Weights. 
We examine how the learned modality fusion weight, �, difers 
among the settings. Table 4 show these weights. First, we observe 
that in both therapist-independent and dependent settings, the 
audio modality is assigned a larger weight when using therapist-
only turns than when using both speakers. More weight on the 
audio modality is also seen in quartiles vs. in the full session. A 
likely explanation for this is that audio (including the speakers’ 
prosody and speaking styles) is more important in the limited data 
scenarios (individual quartiles, therapist-only) vs. when the model 
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T: ... and sounds to me like right now you’re pretty happy but 
would you like to know [strategies] to avoid risks... 

T: but these are just some things to keep in mind (0 → 1) 
... ... 
T: sound like you have a solid plan (0 → 1) 
C: yeah ... 
... ... 
T: also they say don’t take your card with you so if you 

want to get more you can’t (1 → 0) 
C: exactly 
... ... 
C: while driving that was a bad bad decision 
T: the driving 
T: yeah that was a bad decision (1 → 0) 

Figure 4: Example dialog with incorrect classifcations. 
T=therapist; C=client; blue (true → pred.) denotes misclassif-
cation by unimodal-text but correctly classifed by unimodal-
audio. brown (true → pred.) denotes misclassifcation by 
unimodal-audio but correctly classifed by unimodal-text. 

has access to larger contexts (full session, both speakers). Overall, 
however, this weight never exceeds 0.5, suggesting that the fusion 
models still rely more on the text modality. 

We also look at the proportion of samples for which the early 
and late fusion models produce the same predictions with those 
by the text vs. audio modality. For early fusion, 89% of the samples 
receive the same classifcation as unimodal-text, and 59% same as 
unimodal-audio. Similarly, in late fusion, 89% of the samples also 
have the exact same prediction as unimodal-text, and 58% with 
unimodal audio. This result corroborates what we observe in the 
modality weights above. 

5.3.3 Error Analysis. 
Since the diferences in multimodal vs. unimodal results were larger 
and statistically signifcant in the therapist-independent settings, all 
the following analyses are based on this setup. To understand how 
our models used each modality in the prediction, we looked at where 
a certain model fails while others do not. Figure 3 shows the confu-
sion matrices for all models in all settings, therapist-independent 
evaluation. In almost all settings and models, the fraction of false 
negative is larger than the fraction of false positive, sometimes 
twice as much (e.g. 0.32 vs. 0.16 in Q1, both speakers for unimodal-
audio and 0.30 vs. 0.15 for a full session). The diference between 
false positives and false negatives is similar and sometimes reversed 
in late fusion models, especially in the therapist-only settings. 

Figure 4 shows some excerpts of the MI sessions in our data. We 
look at examples where one modality misclassifed but another got 
it right. For example, in the misclassifed instance by unimodal-text 
(“but these are just some things to keep in mind”), the utterance’s 
language is an advice without permission (an MI inconstant code). 
However, the prosody of the therapist might have refected an un-
derstanding and therefore perceived empathy, resulting in a correct 
classifcation by unimodal-audio. On the other hand, the instance 
misclassifed by unimodal-audio as not empathetic (“sounds like 
you have a plan”) might have gotten this prediction because the 
utterance is relatively short, and the audio has less information to 

rely on. Conversely, while the utterance “yeah that was a bad deci-
sion” by the therapist might have empathetic intonation refected 
in audio, the MI code of this utterance is “confrontation,” i.e. an MI 
inconsistent intent and discouraged by clinicians. 

Finally, we also examine which types of MI codes are associated 
with correct vs. incorrect predictions. We observe the highest mis-
classifcation rates for parts of the sessions with MI inconsistent ut-
terances (25% misclassifed by all models), likely due to the complex 
nature of these types of intents in relation to perceived empathy. 
Conversely, utterances associated with refections and facilitation 
have higher correct classifcation rates (30% correctly classifed 
by all models). This is likely because refections and facilitation 
utterances are representative of therapist empathy, both in terms 
of what they say (in text) and how these intents are conveyed (via 
speech). Looking further into the original empathy labels for these 
particularly difcult examples, i.e. where all models gave wrong 
predictions, we fnd that, surprisingly, most of these instances be-
long to the high-empathy label as opposed to having “ambiguous” 
empathy rating of 0.5. In fact, 59% of these samples have an original 
empathy rating higher than 0.6, and 32% have an empathy rating 
right at 0.5. These fndings suggest that perceived high empathy
remains challenging to defne, and changing the task to empathy 
score regression is a promising future direction. 

6 CONCLUSION 
In this work, we present a comprehensive study of using speech 
transcript and audio in unimodal and multimodal binary empa-
thy prediction. Our multimodal models outperform both unimodal 
models, including the text modality that often dominates learning 
in prior multimodal work. Our results demonstrate that the second 
quartile of MI sessions, i.e. an early phase in the conversation after 
introduction but before detailed strategy discussion, is the most 
informative segment for empathy prediction in all models, includ-
ing the larger-data setting of using full sessions. In examining the 
learned weights in multimodal fusion, we fnd that a larger weight 
is put on the audio modality when only therapist turns are used 
and in shorter quartiles, suggesting that the model relies on audio 
more in limited-data settings. 

Our error analyses suggest that our models do seem to learn 
and rely on important aspects of audio complementary to the text 
modality, e.g. detecting “empathetic” prosody when the transcript 
may suggest low empathy. In addition, we observe the highest 
misclassifcation rates for parts of the sessions with higher MI in-
consistent utterances, likely due to the complex nature of these 
types of intents in relation to perceived empathy. Empathy is con-
sidered one of the key ingredients in establishing a good therapeutic 
relationship and, therefore, essential for facilitating successful be-
havioral outcomes. Our work contributes to a better understanding 
of empathy with potential applications in training therapists and 
assessing treatment fdelity. 
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