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Abstract

As large language models (LLMs) become in-001
creasingly integral to digital interactions, their002
susceptibility to generating inaccurate or non-003
sensical content, called hallucination, poses sig-004
nificant challenges. Retrieval-Augmented Gen-005
eration (RAG) has emerged as a promising006
technique to curb hallucinations by leveraging007
external databases to inform response genera-008
tion. However, the RAG framework is not with-009
out limitations, often requiring computation-010
ally expensive methods like domain-specific011
retrieval-augmented finetuning. We introduce012
a novel and efficient enhancement RAG frame-013
work, RAG-EF (RAG with Expert Feedback),014
which incorporates expert-provided feedback015
composed of problematic Q&A and context016
pairs. Also, we present a new retrieval strategy017
that utilizes contexts alongside Q&A pairs to018
optimize information selection and prevent in-019
correct responses. To show the effectiveness020
of RAG-EF, we establish three new benchmarks021
with three datasets, and demonstrate adding022
relevant feedback into the database greatly im-023
proves the performance.024

1 Introduction025

The growth of data on the internet has spurred026

the advancement of large language models027

(LLMs) (Dubey et al., 2024; Achiam et al., 2023;028

Team et al., 2024). These models are transform-029

ing our interaction with digital content, proving030

invaluable in various domains, such as personaliza-031

tion (Bang et al., 2024), text summarization (Basyal032

and Sanghvi, 2023), etc. Despite their advanced ca-033

pabilities, LLMs are prone to producing content034

that are inaccurate or nonsensical, an issue referred035

to as hallucination (Ji et al., 2023).036

To alleviate this problem, Retrieval-Augmented037

Generation (RAG) (Lewis et al., 2020) has been038

introduced, which is a technique that improves039

LLMs by incorporating information from external040

databases (e.g., Wikipedia) during the inference.041
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Figure 1: Overall system of RAG-EF. For enhancing the
model for failure cases, standard RAG system trains
the LLM with training set augmented with feedbacks
for failure cases, yet it is inefficient. RAG-EF is the new
RAG system for enhancing the feedback (q, a, c) from
the experts without model training.

This approach has been effective in reducing hallu- 042

cinations by providing a factual basis for response 043

generation. However, it is inevitable for a retriever 044

to select the irrelevant (i.e., noisy) context to the 045

user query. Additionally, the prior work (Liu et al., 046

2024a) found that ordering retrieved contexts can 047

severely affect the RAG performance (i.e., lost- 048

in-the-middle). As such, many works (Yan et al., 049

2024; Yu et al., 2024c; Dong et al., 2024) proposed 050

the methods for reranking retrieved contexts using 051

LLM, but it still has difficulties for specific domain 052

that the LLM struggles with. 053

To adapt the model for the specific domain, fine- 054

tuning methods have been revealed. RAFT (Zhang 055

et al., 2024) was proposed to make the robust gen- 056
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erator in irrelevant contexts for a specific domain.057

Additionally, the paper (Siriwardhana et al., 2023)058

was introduced to adapt both a retriever and a gener-059

ator into the domain-specific document. Although060

they improve the performance for the specific do-061

main, those kind of methods require to train the062

model whenever updating the database, and it is063

impractical framework for maintaining the model.064

This paper aims to address the efficient RAG en-065

hancement framework without additional extensive066

training when the database is updated. Inspired by067

the paper that argues LLM cannot correct reason-068

ing itself and need external feedback (Huang et al.,069

2024), we firstly propose the novel RAG frame-070

work based on feedback from the experts, as illus-071

trated in Fig. 1. More specifically, when the LLM072

generates the incorrect answer for the user query,073

the experts (e.g., human or LLM) generate the feed-074

back to correct the answer for the user query, and075

this feedback is inserted into the database. In this076

context, we also introduce a new retrieval strategy077

that utilizes both the contexts and the Q&A pairs078

(i.e., feedback) in the database to refine the RAG079

process. The contributions are three folds:080

• We firstly propose RAG-EF, a novel efficient081

RAG enhancement framework by updating082

the database (i.e., feedback) without training.083

• We develop a unique retrieval method consid-084

ering both context and Q&A that are stored085

pairly in the database for effective sampling086

information in our framework.087

• We demonstrated that as the relevant feed-088

back set in RAG-EF becomes more structured,089

it boosts performance more significantly com-090

pared to the standard RAG, and it also outper-091

forms the baselines using the larger models.092

2 Methodology093

2.1 Overview of Existing RAG094

Typically, RAG utilizes two models; Retriever(R)095

and Generator(G). At first, given a document d,096

we need to split it into several chunks(C =097

{c1, c2, ..., cn}) due to max token constraint of098

LLM. Then, retriever R generates the embeddings099

for each chunk and the user query, and selects the100

top-K chunks from C that are most relevant chunks101

to the given user query q by calculating the simi-102

larity. The similarity si between each chunk ci and103

user query q as below:104

si = e⊤q eci , eq = R(q), eci = R(ci) (1) 105

Then, both a query and selected chunks are fed into 106

the prompt as the input of the generator G. 107

2.2 Configuration of RAG-EF Database 108

Different from conventional RAG, RAG-EF 109

database (DB) consists of both Q&A and chunk 110

that contains the answer the question. There are 111

two approaches to collect the Q&A-Chunk pairs. 112

Feedback from Expert. In some cases, RAG may 113

generate the wrong responses by several reasons. 114

For failure cases, the experts can annotate the an- 115

swer a and golden chunk c for the user query q, 116

where c is part of the document d but is not neces- 117

sary to be same as one of the ci. After constructing 118

the (q, a, c) pair, it is inserted into the database. 119

Generation from LLM. When the chunk ci is 120

given, we can ask the LLM to generate the Q&A 121

pairs to validate the understanding of ci. By doing 122

so, we can collect the set of Q&A and chunk ci 123

pairs (i.e., {(qj , aj , ci)|j ∈ [1,mi]}, and add them 124

into the database (see Appendix A for details). Gen- 125

erally, we utilize this approach when building the 126

database at the initial stage. 127

2.3 Retrieval Method of RAG-EF 128

Different from standard RAG solutions, we need 129

to consider Q&A and chunk pair pi = (qi, ai, ci) 130

that is stored in the database. To do so, we pro- 131

pose a new retrieving method by reformulating the 132

similarity from Eq. 1. 133

si = (e⊤q eqi)
γ(e⊤q eci)

1−γ (2) 134

where eq = R(q), eqi = R(qi), eci = R(ci) and 135

hyperparameter γ ∈ [0, 1]. Given similarities si for 136

all the pairs pi from Eq. 2, we select top-K pairs. 137

After sampling the Q&A-Chunk pairs pi, both a 138

user query q and selected pairs pi are added into the 139

input of the generator G. Since the chunks can be 140

duplicated, the number of chunks can be less than 141

the number of pairs (See Appendix B for details). 142

3 Experiment 143

3.1 RAG-EF Database Benchmark 144

Database. This work is the first to suggest the use 145

of feedback (i.e., Q&A-Chunk pairs pi) to enhance 146

the RAG system. Since there is no standard for 147

evaluating the efficacy of RAG-EF, we introduce 148

three benchmarks to assess its performance. Based 149
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Method Model NQ TriviaQA HotpotQA Average

Standard RAG Llama-3 8B 28.7 67.1 28.5 42.1
Self-RAG (Asai et al., 2024) Llama-3 8B 36.4 38.2 29.6 34.7
Auto-RAG (Yu et al., 2024a) Llama-3 8B 37.9 60.9 44.9 47.9
ChatQA-1.5 (Liu et al., 2024b) Llama-3 8B 42.4 61.0 44.6 49.3
RankRAG (Yu et al., 2024c) Llama-3 8B 50.6 82.9 46.7 60.1

Standard RAG Llama-3 70B 42.7 82.4 43.3 56.1
ChatQA-1.5 (Liu et al., 2024b) Llama-3 70B 47.0 85.6 54.4 62.3
RankRAG (Yu et al., 2024c) Llama-3 70B 54.2 86.5 55.4 65.4

RAG-EF (Ours) Llama-3 8B 76.6 96.5 84.5 85.9

Table 1: Performance comparison of RAG-EF and baseline RAG methods. We compare RAG-EF with various
RAG-based approaches using Llama-3 8B and Llama-3 70B models on Natural Question (NQ), TriviaQA, and
HopotQA benchmarks. Note that RAG-EF utilizes bge-m3 retriever with S ∪ E ∪ O feedback databases.

R Database NQ TriviaQA HotpotQA Average

B
M

25

S 26.0 75.6 30.1 43.9
S ∪ E 27.0 77.8 30.8 45.2
S ∪ E ∪ O 27.1 90.1 31.2 49.5

D
PR

S 36.9 74.7 43.8 51.8
S ∪ E 50.0 81.6 52.7 61.4
S ∪ E ∪ O 77.9 93.2 81.3 84.1

bg
e-

m
3 S 36.2 76.8 44.8 52.6

S ∪ E 49.8 83.9 53.2 62.3
S ∪ E ∪ O 76.6 96.5 84.5 85.9

Table 2: Comparison of RAG-EF performance with
incrementally added feedback sets. We compare the
performance of RAG-EF across various retrievers by se-
quentially incorporating feedback sets in ascending or-
der of relevance to the user query q (S < E < O)

on Sec. 2.2, these benchmarks include one for gen-150

eration using LLM (S) and two that incorporate151

feedback from the expert (E and O), to demonstrate152

the performance improvement when feedback is in-153

cluded in the database (See Appendix C).154

Synthesis(S) - It is created with the generative155

method described in Sec. 2.2, utilizing the Llama-3156

8B with each chunk. As it is created without a test157

set, it is hard to collect the relevant Q&A-Chunk158

pairs to the user query q within a test set compared159

to the other benchmarks using the test set.160

Expert(E) - Adhering to the expert feedback161

method detailed in Sec. 2.2, it is generated by the162

expert (employing a GPT-4 turbo) with a test set.163

Initially, the LLM rephrases the user query q, fol-164

lowing which it generates answers for the rephrased165

query using a golden chunk. Consequently, each166

Q&A-Chunk pair pi is composed of the rephrased167

query, the LLM’s response, and a golden chunk.168

Omniscient(O) - It also constitutes of the feedbacks169

from the expert, but it is totally same as a test set.170

Therefore, it is the most relevant to the test set171

among three benchmarks, but impractical.172

Implementation Details. To show the effective-173

ness of RAG-EF for various retrievers, we adopt174

three retrievers R that are BM25 (Robertson et al., 175

2009), DPR (Karpukhin et al., 2020), and bge- 176

m3 (Chen et al., 2024). All the retrievers select 177

five pairs in the database using Eq. 2 with γ = 0.5. 178

As a generator G, we utilized Llama-3 8B (Dubey 179

et al., 2024), and we adopted GPT-4 turbo as an 180

expert. Note that we evaluate all experiments using 181

Exact Match (EM) for Natural Language (NQ) and 182

TriviaQA datasets, while the HotpotQA dataset was 183

evaluated using the F1 score (See Appendix D). 184

3.2 Experimental Results 185

Effectiveness of RAG-EF. RAG-EF demonstrates 186

notable performance improvements over existing 187

RAG-based methods across all evaluated bench- 188

marks. As shown in Tab. 1, RAG-EF achieves an 189

average score of 85.9, surpassing the best base- 190

line, RankRAG, by nearly 26 points with the same 191

model size. Even when RankRAG leverages a 192

larger model, RAG-EF still outperforms it by almost 193

19 points. These results highlight the effectiveness 194

and efficiency of RAG-EF, particularly when rele- 195

vant question-and-answer pairs for the user query 196

q existed in the database. In such cases, RAG-EF 197

consistently demonstrates superior RAG capabili- 198

ties compared to models with significantly larger 199

parameters. 200

Various Retrievers. Tab. 2 illustrates the impact 201

of different retrievers and feedback set configura- 202

tions on RAG-EF’s performance. The results reveal 203

a clear trend: as the feedback set becomes more 204

relevant (S −→ S ∪ E −→ S ∪ E ∪ O), the overall 205

performance improves significantly. Across all re- 206

trievers, incorporating E and O in addition to S 207

consistently enhances both retrieval and generation 208

quality. The bge-m3 retriever, for example, attains 209

an average score of 85.9 when all three sets are 210

combined, compared to only 52.6 when using S. 211

3



Database / Training set
Add more relevant feedback

EM

Figure 2: Performance comparison between
RAG-EF(ours) and train-based RAG in TriviaQA.
Despite of necessities of extra computational resources,
train-based RAG (See Appendix D.3) fails to meet
RAG-EF after adding feedback sets into the database.

3.3 Further Analyses212

We conducted various additional analyses to fur-213

ther demonstrate the superiority of RAG-EF. For214

the sake of space, we present only two key analy-215

ses, which are comparison of train-based RAG and216

component-wise analysis of RAG-EF, while the rest217

can be found in Appendix E.218

Comparison of train-based RAG. As shown219

in Fig. 2, RAG-EF significantly outperforms train-220

based RAG methods such as RAFT and Golden-221

Only when the database contains more relevant222

feedback pairs pi. The retrieval mechanism pro-223

posed from Eq. 2 plays a crucial role in this per-224

formance boost by efficiently selecting relevant225

feedback. Furthermore, the retrieved question-and-226

answer pairs are directly incorporated into the gen-227

erator’s input prompt, creating an effect similar to228

in-context learning. As a result, RAG-EF leads to a229

noticeable performance gap as we move from S to230

S ∪E ∪O, highlighting the unique advantage when231

the database closely matches the test set.232

Component-wise analysis. Tab. 3 presents an abla-233

tion study where we progressively replace compo-234

nents of Standard RAG with our proposed methods235

to measure their impact on performance. The base-236

line achieves an average score of 45.0 across three237

datasets. First, applying our revised similarity met-238

ric from Eq. 2 improves the performance with 12239

points, demonstrating the effectiveness of balanc-240

ing query-to-question and query-to-chunk similari-241

ties. Moreover, incorporating selected Q&A pairs242

into the input prompt boosts performance to 61.4,243

highlighting the benefit of providing richer contex-244

tual knowledge for the generator.245

Method NQ TriviaQA HotpotQA Average

Standard RAG 28.7 67.1 39.1 45.0
+ Retr. Eq. 2 45.6 77.8 47.6 57.0
+ Add Q&A (ours) 50.0 81.6 52.7 61.4

Table 3: Ablation Study of RAG-EF. Our proposed ap-
proach, which integrates the revised retrieval method
from Eq. 2 and the addition of Q&A pairs into the input
prompt, achieves the highest average performance.

4 Related Works 246

Train-based RAG. Several papers (Lin et al., 2024; 247

Wang et al., 2024) have been proposed in terms of 248

improving RAG performance with training. They 249

focused on instruction tuning pretrained LLM to 250

be familiar with RAG tasks, preparing the train- 251

ing set with several domains for generability. On 252

the contrary, RAFT (Zhang et al., 2024) focused 253

on finetuning the generator(i.e., LLM) for adapt- 254

ing the specific domain, and RAG-end2end (Siri- 255

wardhana et al., 2023) introduced the joint training 256

method of the retriever and the generator. Recently, 257

Chain-of-Note (Yu et al., 2024b) proposed the rea- 258

soning method by training the generator to generate 259

both summaries for each context and an answer in- 260

spired by Chain-of-Thought (Wei et al., 2022), and 261

showed the performance improvement. 262

Train-free RAG. While RAG mostly solves the 263

hallucination of pretrained LLM, RAG has the se- 264

vere problem called lost-in-the-middle (Liu et al., 265

2024a), which LLM generates the wrong answers 266

with high probability when the golden context 267

is located in the middle of the prompt. To solve 268

this problem, Reranking concept was proposed. 269

CRAG (Yan et al., 2024) proposed a retrieval eval- 270

uator, which decides whether to put contexts se- 271

lected from the retriever into the LLM’s prompt or 272

not. Rank-RAG (Yu et al., 2024c) proposed unified 273

LLM that can conduct ranking the contexts and gen- 274

erating the answer, and G-RAG (Dong et al., 2024) 275

proposed graph-based reranking system. Similarly, 276

Self-RAG (Asai et al., 2024) proposed critique to 277

determine whether each context is dropped or not. 278

5 Conclusions 279

We introduced RAG-EF, a novel RAG enhancement 280

system by integrating feedback mechanisms with 281

an updated database. Our unique retrieval method 282

utilizes context and Q&A to effectively select pairs 283

in the database. The efficacy of RAG-EF was val- 284

idated, making it the optimal RAG enhancement 285

system for handling updated databases. 286
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6 Limitations287

While RAG-EF achieves strong performance, there288

are some minor, yet addressable, aspects to con-289

sider. The input length of the generator G increases290

in our method compared to conventional RAG sys-291

tems because the RAG-EF database incorporates292

both Q&A pairs and contexts; however, most Q&A293

pairs are under 100 tokens—much shorter than294

the retrieved contexts—so the overall increase re-295

mains manageable. Additionally, as the volume of296

feedback grows, the size of the vector database297

also increases. For instance, with the DPR re-298

triever, each feedback entry is represented as a299

1024-dimensional embedding in float16 format,300

requiring roughly 2KB per entry (approximately301

500,000 entries per GB). Notably, a larger database302

significantly boosts the likelihood of retrieving303

highly relevant Q&A chunk pairs and enhances304

performance. To further optimize storage usage for305

resource-constrained settings without compromis-306

ing these benefits, future work will explore efficient307

database management strategies—such as cache308

management or scheduling to replace infrequently309

accessed feedback with new entries.310

7 Potential Risks311

Retrieval-Augmented Generation (RAG) models312

pose potential privacy risks when the document313

incorporates the sensitive information such as per-314

sonal information. RAG-EF focuses on enhancement315

of RAG system for failure cases, and it is not di-316

rectly related to the negative ethical and societal317

impacts. Nonetheless, when RAG-EF is applied to318

the application service, it needs to consider care-319

fully whether external database (i.e., document)320

contains the private information or not.321
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-Supplementary Material-

RAG-EF: Train-free RAG Enhancement from Expert Feedbacks

A Q&A Generation from LLM467

To build the synthesis dataset S, we ask LLM468

(i.e., Llama-3 8B) for each chunk from the docu-469

ment by utilizing following prompt template. After470

getting responses from Llama-3 8B, we parse them471

into the question-and-answer pairs. In other words,472

we can get the Q&A-Chunk pairs pi for synthesis473

set S by conducting those process.474

Prompt template for Q&A Generation from LLM

please generate quest ion and answer pa i r s to check
the u n d e r s t a n d a b i l i t y o f f o l l o w i n g contex t .
Format should be Q: quest ion A: answer .
{CONTEXT}

475

B Prompt Template for RAG476

Prompt engineering with retrieved chunks or477

Q&As is the another important factor to improve478

the performance. For fair comparison between479

RAG-EF and conventional RAG, we tried to unify480

the prompt template as shown below. Especially,481

RAG-EF retrieves not only chunks but also ques-482

tion and answer pairs, they added Q&As into the483

prompts before the contexts. Since it can be pos-484

sible to duplicate the chunks, the number of re-485

trieved contexts, denoted as N , can be five or fewer.486

Aside from this difference, the prompt templates487

employed by RAG-EF and the conventional RAG488

remain largely consistent.489

Prompt template for RAG-EF

Question : {QUESTION #1}
Answer : {ANSWER #1}
Question : {QUESTION #2}
Answer : {ANSWER #2}
. . .
Question : {QUESTION #5}
Answer : {ANSWER #5}
Context1 : {CONTEXT #1}
Context2 : {CONTEXT #2}
. . .
ContextN : {CONTEXT #N}
Please answer the below quest ion based on given
above quest ion and answer pa i r s and contex ts .
Note t h a t you should generate the response only
f o r answering the quest ion w i t h i n a few words .
Do not con ta in ex t ra comments .
Question : {TARGET QUESTION}

490

Prompt template for conventional RAG

Context1 : {CONTEXT #1}
Context2 : {CONTEXT #2}
. . .
Context5 : {CONTEXT #5}
Please answer the below quest ion based on given
above contex ts . Note t h a t you should generate
the response only f o r answering the quest ion
w i t h i n a few words . Do not con ta in ex t ra comments .
Question : {TARGET QUESTION}

491

C RAG-EF Database Benchmark 492

C.1 Examples in Three Types of Database 493

Tab. 4 shows the examples of three database bench- 494

marks S , E , and O that are most relevant examples 495

to the test set example using the DPR retriever. As 496

described in Sec. 3.1, since S is built by LLaMA- 497

3 8B with the chunk ci, it is hard to generate the 498

Q&A that are exactly same as the test set exam- 499

ple. Nonetheless, the example from S shows the 500

correlation of test set example, and it is sufficient 501

to generate the correct answer for the question of 502

the test set by referring the Q&A of S. In E , the 503

only difference from the test set example is the 504

question, and you can observe that they have the 505

same meaning. Sometimes, it can get the different 506

(i.e., incorrect) answers due to answer generation 507

from LLM (See the LLM’s performance in below 508

section). Lastly, the example of O is same as the 509

test set example. 510

C.2 Performance of LLM when Building E 511

To build the dataset E that is relevant and real- 512

istic, we make GPT paraphrase the question and 513

generate the answer given rewritten question and 514

whole document to regard the GPT as a human. As 515

such, Tab. 5 shows the results of GPT for various 516

datasets. Due to constrained performance of GPT, 517

Tab. 1 shows that there is a gap between S ∪ E and 518

S ∪ O. We believe that the results of S ∪ E can 519

significantly be improved when the performance of 520

GPT increases (The humans can have more accu- 521

rate results than GPT). 522

D Implementation Details 523

D.1 Datasets 524

TriviaQA (Joshi et al., 2017). It offers a com- 525

plex question answering dataset featuring 950,000 526
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Set Question Answer Chunk

test
Who was known by his stage name Aladin
and helped organizations improve their
performance as a consultant?

Eenasul Fateh

Eenasul Fateh (born 3 April 1959), also known by his
stage name Aladin, is a Bangladeshi-British cultural
practitioner, magician, live artist and former
international management consultant.

S Who is Eenasul Fateh also known as? Aladin

Eenasul Fateh (born 3 April 1959), also known by his
stage name Aladin, is a Bangladeshi-British cultural
practitioner, magician, live artist and former
international management consultant.

E
Who was recognized under the stage name
Aladin and provided consultancy services to
enhance organizational performance?

Eanasul Fateh

Eenasul Fateh (born 3 April 1959), also known by his
stage name Aladin, is a Bangladeshi-British cultural
practitioner, magician, live artist and former
international management consultant.

O
Who was known by his stage name Aladin
and helped organizations improve their
performance as a consultant?

Eenasul Fateh

Eenasul Fateh (born 3 April 1959), also known by his
stage name Aladin, is a Bangladeshi-British cultural
practitioner, magician, live artist and former
international management consultant.

Table 4: Examples of three database benchmarks that are the most relevant to ground truth in HotpotQA.

Dataset EM F1

Natural Question 54.64 72.98
TriviaQA 72.05 82.57
HotpotQA 35.10 46.18

Table 5: Expert (i.e., GPT-4 turbo) performance in
various datasets given whole document. Since some
examples do not have the key passages that contain the
answers, the expert has especially poor performance in
HotpotQA.

pairs of questions and answers sourced from over527

662,000 documents on Wikipedia and the internet.528

Unlike simpler QA benchmarks like SQuAD, Trivi-529

aQA presents a tougher challenge because answers530

often require more than just predicting a text span531

from lengthy contexts. The dataset includes both532

subsets that are verified by humans and those cre-533

ated by machines, and we only utilized verified534

datasets in this experiment.535

Natural Questions (Kwiatkowski et al., 2019). It536

is designed for training question answering sys-537

tems, featuring over 300,000 training, nearly 8,000538

development, and approximately 8,000 test exam-539

ples, each pairing a Google search query with a540

relevant Wikipedia article. These articles include541

marked sections that provide a detailed response to542

the query, as well as shorter snippets that directly543

answer the question, although some annotations544

may be absent, indicating no answer is available.545

Additionally, a small fraction of the dataset, about546

1%, contains binary "yes" or "no" answers instead547

of detailed excerpts.548

HotpotQA (Yang et al., 2018). It is a dataset fea-549

turing roughly 113,000 questions based on English550

Wikipedia, designed to need the lead sections from551

two articles for answers. Accompanying each ques-552

Parameters Value

Rank 8
Alpha 16
Train on Inputs True
LoRA Modules Q, K, V, O
Dropout 0.05
Batch Size 128
Loss Function Cross Entropy Loss
Learning Rate 3e-4
Scheduler Cosine Annealing
Optimizer AdamW
Epochs 1

Table 6: Training hyperparameters.

tion are the key paragraphs and a selection of sen- 553

tences marked by crowdworkers as essential facts 554

for responding. However, there are several exam- 555

ples that are missing some key paragraphs, and it 556

causes the performance drop in RAG. 557

D.2 Evaluation Metrics 558

EM. Exact Match is a strict metric that measures 559

the percentage of predictions that match the ground 560

truth exactly. It is often used in the context of ma- 561

chine comprehension and question answering tasks 562

where the goal is to produce an exact answer. For 563

a given dataset, the Exact Match score is calcu- 564

lated by dividing the number of predictions that are 565

exactly the same as the true answers by the total 566

number of predictions made. 567

F1. The F1 score is a more nuanced metric that con- 568

siders both precision and recall. It is the harmonic 569

mean of precision and recall, providing a balance 570

between the two. 571

D.3 Training Configuration 572

To validate the superiority of our method com- 573

pared to train-based RAG, RAFT and golden-only 574

finetuning methods followed the parameters as de- 575
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Question: What do you practice in a dojo? Answer: martial art

Method Type Contents

Standard
RAG

context

Sport Gichin Funakoshi said, "There are no contests in karate." In pre–World War II Okinawa, kumite was not part of
karate training. Shigeru Egami relates that, in 1940, some karateka were ousted from their dojo because they adopted
sparring after having learned it in Tokyo. Karate is divided into style organizations. These organizations sometimes
cooperate in non-style specific sport karate organizations or federations. Examples of sport organizations include
AAKF/ITKF, AOK, TKL, AKA, WKF, NWUKO, WUKF and WKC. Organizations hold competitions (tournaments)
from local to international level. Tournaments are designed to match

context

and in some rare cases even time-limited grappling on the ground are also allowed. Free sparring is performed in a
marked or closed area. The bout runs for a fixed time (2 to 3 minutes.) The time can run continuously (iri kume) or
be stopped for referee judgment. In light contact or semi contact kumite, points are awarded based on the criteria:
good form, sporting attitude, vigorous application, awareness/zanshin, good timing and correct distance. In full
contact karate kumite, points are based on the results of the impact, rather than the formal appearance of the scoring
technique.

RAG-EF

context

Karate appeared in the Soviet Union in the mid-1960s, during Nikita Khrushchev’s policy of improved international
relations. The first Shotokan clubs were opened in Moscow’s universities. In 1973, however, the government banned
karate—together with all other foreign martial arts—endorsing only the Soviet martial art of sambo. Failing
to suppress these uncontrolled groups, the USSR’s Sport Committee formed the Karate Federation of USSR in December
1978. On 17 May 1984, the Soviet Karate Federation was disbanded and all karate became illegal again. In 1989, karate
practice became legal again, but under strict government regulations, only after the dissolution of the Soviet Union
in 1991 did independent karate schools resume functioning, and so federations were formed and national tournaments in
authentic styles began.

context

Shigeru Egami, Chief Instructor of Shotokan Dojo, opined that "the majority of followers of karate in overseas
countries pursue karate only for its fighting techniques...Movies and television... depict karate as a mysterious way
of fighting capable of causing death or injury with a single blow... the mass media present a pseudo art far from the
real thing." Shoshin Nagamine said, "Karate may be considered as the conflict within oneself or as a life-long marathon
which can be won only through self-discipline, hard training and one’s own creative efforts.

Q&A Question: When did karate practice become legal again in the Soviet Union?
Answer: In 1989

Q&A Question: What do Shigeru Egami think is the main reason why people in overseas countries practice karate?
Answer: They practice karate only for its fighting techniques.

Q&A Question: What did the JKA do for Bell’s grades?
Answer: They ratified his black belt on February 5, 1964, but he had to relinquish his Yoseikan grade

Q&A Question: What do organizations hold?
Answer: Organizations hold competitions (tournaments) from local to international level.

Q&A Question: What is a useful tool to understand a kata?
Answer: Bunkai

Table 7: Qualitative results in bad scenario. For the sake of space, we only selected top-2 context for both methods.
Note that yello highlight indicates the answer for the given question, and it means that context or Q&A are relevant
to the user query q.

scribed in Tab. 6. We adopted LoRA tuning (Hu576

et al., 2022) that is one of the parameter efficient577

finetuning methods. As a training set, we utilized578

S, E , and O of which sizes are 147,160, 725, and579

725, respectively. Despite of imbalance problem of580

three datasets, both RAFT and golden-only meth-581

ods get higher EM as using more relevant dataset582

as a training set, but they have lower performance583

than RAG-EF that is only updating the dataset into584

the database. Lastly, all the experiments for training585

are conducted on two Nvidia A5000s.586

E Further Analysis587

E.1 Inference Computation Cost588

To assess the inference computation cost, we mea-589

sured the inference time of RAG-EF and train-based590

RAG (i.e., RAFT) using dense retrieval with DPR.591

The inference time was averaged over 100 exam-592

ples after a warm-up run with another 100 exam-593

ples, conducted on a server equipped with two594

NVIDIA A5000 GPUs and an Intel Xeon Gold 595

6342 CPU @ 2.80GHz. As shown in Tab. 8, while 596

train-based RAG achieves faster retrieval (23.7 ms 597

vs. 24.6 ms), it incurs higher generation latency 598

(459.4 ms vs. 450.5 ms), leading to a slightly higher 599

total inference time (483.2 ms vs. 475.2 ms). This 600

increased generation time stems from the integra- 601

tion of LoRA into the base LLM in our setup. Al- 602

though train-based RAG benefits from marginally 603

faster retrieval, the overall time difference is negli- 604

gible. Given the significant performance improve- 605

ment of RAG-EF, this minor retrieval overhead is 606

justifiable. 607

E.2 Bad Scenario in RAG-EF 608

We investigate the bad scenario where the retrieved 609

question-answer pairs may be irrelevant to the final 610

query, even when applying the retrieval strategy 611

described in Eq. 2. As shown in Tab. 7, we observe 612

that the retrieved chunks from RAG-EF still contain 613

more relevant information related to the final query 614
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Method Retrieval Generation Total

RAFT 23.7 459.4 483.2
RAG-EF 24.6 450.5 475.2

Table 8: Inference time (milliseconds) comparison
between RAFT and RAG-EF.

Context Question Answer NQ TriviaQA HotpotQA

✓ ✓ 48.1 79.6 38.3
✓ ✓ ✓ 47.3 79.2 37.9
✓ ✓ ✓ 77.9 93.2 81.3

Table 9: Impact of prompt component. Note that ✓
and ✓ indicates correct and incorrect answer, respec-
tively.

compared to standard RAG, which can potentially615

guide the model toward the correct answer.616

E.3 Prompt Analysis617

As shown in Appendix B, RAG-EF consists of three618

input prompt components: context, question, and619

answer. To investigate the impact of each compo-620

nent, we conducted experiments by incrementally621

adding different components: using only context622

and question, adding an incorrect answer, and fi-623

nally adding a correct answer. Specifically, to gen-624

erate an incorrect answer, we replaced the original625

answer with one from a different Q&A pair, ensur-626

ing that it does not match the question in the prompt.627

As summarized in Tab. 9, while adding an incorrect628

answer yields performance comparable to using629

only context and question, incorporating a correct630

answer significantly boosts performance. This sug-631

gests that RAG-EF is robust against incorrect Q&A632

pairs, as it primarily relies on the provided context.633

E.4 Weighting Analysis in Eq. 2634

The motivation for adopting the geometric mean635

in Eq. 2 is to enhance robustness against outliers.636

Since feedback generated by LLMs can sometimes637

include outliers due to hallucinations, the geometric638

mean is expected to mitigate their negative impact.639

To evaluate this, we conducted additional experi-640

ments using the arithmetic mean and summarized641

the results in Tab. 10. As shown in the table, the per-642

formance differences between the arithmetic and643

geometric means are negligible: for example, on644

Natural Question, the arithmetic mean achieved645

50.5 while the geometric mean achieved 50.0; on646

TriviaQA, the scores were 81.5 and 81.6 respec-647

tively; and on HotpotQA, both methods yielded648

40.0. These results suggest that, although the ge-649

ometric weighting approach is theoretically more650

Method NQ TriviaQA HotpotQA

Arithmetic 50.5 81.5 40.0
Geometric 50.0 81.6 40.0

Table 10: Weighting analysis in Eq. 2.
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Figure 3: (a) performance and (b) distribution
changes as the number of retrieved context increases
on TriviaQA.

robust against outliers, both methods perform com- 651

parably in practice. 652

E.5 Impact of Varying Context Count 653

Unlike Standard RAG, RAG-EF allows the number 654

of retrieved contexts to vary from one to five, po- 655

tentially including duplicate contexts. This raises a 656

question regarding how the performance changes 657

as the number of retrieved contexts varies. As 658

shown in Fig. 3a, the performance decreases when 659

more contexts are retrieved. While larger retrieval 660

sets might intuitively increase the chance of in- 661

cluding a golden context, the additional noise and 662

duplicates can confuse the model and degrade over- 663

all performance. By contrast, retrieving fewer con- 664

texts tends to preserve higher-quality, high-ranking 665

documents, thus raising the probability—or cov- 666

erage—of golden contexts. Furthermore, Fig. 3b 667

illustrates that most queries retrieve between two 668

and four contexts, suggesting a practical sweet spot 669

where the coverage of golden contexts remains rela- 670

tively high without incurring excessive noise. Over- 671

all, these findings indicate that simply increasing 672

the number of retrieved contexts does not guarantee 673

better performance, underscoring the importance 674

of balancing coverage with noise reduction. 675
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