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Abstract

Social intelligence is built upon three founda-001
tional pillars: cognitive, situational, and behav-002
ioral intelligence. As large language models003
(LLMs) are increasingly integrated into our so-004
cial lives, understanding, evaluating, and de-005
veloping their social intelligence are becoming006
increasingly important. While multiple existing007
works have investigated the social intelligence008
of LLMs, (1) most focus on a specific aspect,009
and the social intelligence of LLMs has yet to010
be systematically organized and studied; (2) po-011
sition LLMs as passive observers from a third-012
person perspective, such as in Theory of Mind013
(ToM) tests. Compared to the third-person014
perspective, ego-centric first-person perspec-015
tive evaluation can align well with actual016
LLM-based Agent use scenarios. (3) a lack of017
comprehensive evaluation of behavioral intelli-018
gence, with specific emphasis on incorporating019
critical human-machine interaction scenarios.020
In light of this, we present EgoSocialArena, a021
novel framework grounded in the three pillars022
of social intelligence: cognitive, situational,023
and behavioral intelligence, aimed to systemat-024
ically evaluate the social intelligence of LLMs025
from a first-person perspective. Using EgoSo-026
cialArena, we conduct a comprehensive eval-027
uation of eight prominent foundation models.028
Our findings show that even the most advanced029
LLMs, such as O1-preview, still fall signifi-030
cantly behind human performance1.031

1 Introduction032

Social intelligence, i.e., the ability to understand033

and reason about the mental states of others (cog-034

nitive intelligence), awareness and adaptation to035

the social context (situational intelligence), and036

effective interaction with others (behavioral intelli-037

gence), is a form of advanced intelligence that nat-038

urally develops during human growth (Thorndike,039

1921; Hunt, 1928; Premack and Woodruff, 1978;040

1We will make our code and data publicly available upon
acceptance.

Hou et al., 2024; Li et al., 2024). Imagine the fu- 041

ture where robots powered by large language mod- 042

els (LLMs) enter our social world, communicating 043

with us empathetically, supporting us in living bet- 044

ter, and making great contributions to society. This 045

is a wonderful vision and highlights the importance 046

and significance of understanding, evaluating, and 047

developing the social intelligence of LLMs. 048

Numerous datasets have been curated to assess 049

the social intelligence of LLMs, such as ToMI (Le 050

et al., 2019), BigToM (Gandhi et al., 2023), Fan- 051

ToM (Fan et al., 2024), HI-ToM (Wu et al., 2023), 052

OpenToM (Xu et al., 2024), and ToMBench (Chen 053

et al., 2024b) for evaluating Theory of Mind (ToM) 054

capabilities of LLMs, focusing on reasoning about 055

the mental states of others; SocialIQa (Sap et al., 056

2022) and NormBank (Ziems et al., 2023) for evalu- 057

ating LLMs’ understanding of social contexts; SO- 058

TOPIA (Zhou et al., 2023) and LLMArena (Chen 059

et al., 2024a) for evaluating LLMs’ behavior and 060

interaction capabilities in social goal-driven and 061

gaming scenarios. However, as illustrated in Fig- 062

ure 1(A), these existing works each focus on a 063

specific aspect of social intelligence, such as ToM 064

tests corresponding to cognitive intelligence, and 065

the social intelligence of LLMs has not yet been 066

systematically organized and studied. 067

On the other hand, as illustrated in Figure 1(B), 068

these existing works evaluate LLMs’ ToM and so- 069

cial context understanding abilities by positioning 070

LLMs as passive observers from a third-person 071

perspective. We propose two key points: (1) The 072

third-person perspective involves making LLMs 073

engage in "armchair theorizing" that isn’t aligned 074

with real LLM-based Agent use scenarios. This 075

kind of evaluation isn’t accurate enough. (2) Ego- 076

centric first-person perspective evaluation can 077

align well with actual LLM-based Agent use sce- 078

narios, allowing us to better and more thoroughly 079

understand their performance in human society. 080

Moreover, as illustrated in Figure 1(C), when 081
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Figure 1: (A): Datasets related to social intelligence over time in the Era of LLMs (a non-exhaustive visualization
due to space constraints). (B): LLM acts as a passive observer to analyze mental states of characters within a story
from a third-person perspective. (C): Main direction of existing work on the behavioral intelligence of LLMs.

evaluating the behavioral and interactive capabili-082

ties of LLMs, existing work like LLMArena pro-083

pose various game environments and have dif-084

ferent LLMs interact to see who wins and loses.085

Compared to having two LLMs play games to086

determine winners and losers, exploring LLM’s087

performance in human-machine interaction is088

more meaningful. Additionally, many works, such089

as Hypothetical Minds (Cross et al., 2024) and090

SOTOPIA-Pi (Wang et al., 2024), focus on propos-091

ing various strategies, such as prompt-based meth-092

ods or behavior cloning, to enhance the perfor-093

mance of LLMs in interactive environments like094

Melting 2.0 (Agapiou et al., 2022) and SOTOPIA.095

However, there is still a lack of comprehensive096

evaluation of behavioral intelligence for current097

mainstream LLMs.098

In this paper, we present EgoSocialArena, a099

novel framework designed to systematically eval-100

uate the social intelligence of LLMs from a first-101

person perspective. The development of EgoSo-102

cialArena is grounded in the three pillars of so-103

cial intelligence: cognitive, situational, and behav-104

ioral intelligence: (1) Cognitive Intelligence: we105

propose a complete and generalizable workflow106

to transform existing static third-person ToM107

benchmarks into a first-person perspective. Ad-108

ditionally, by constructing rule-based agents and109

reinforcement learning agents with stable ca-110

pability levels and behavior strategies, we have111

newly developed a dynamic cognitive assessment112

in multi-turn interactive scenarios. (2) Situational113

Intelligence: Imagine an LLM-based Agent en-114

tering our social world - how would it respond115

emotionally when receiving praise or gifts2? We116

2This might be related to self-awareness, but the focus
could be shifted more towards the application situations.

have newly developed an assessment for such real- 117

world social situations. Additionally, we have also 118

developed assessments for counterfactual situa- 119

tions and parallel world situations. (3) Behav- 120

ioral Intelligence: we incorporate existing cooper- 121

ative and adversarial game environments, as well 122

as social goal-driven interactive dialogue environ- 123

ments, to comprehensively evaluate the behavioral 124

intelligence of LLMs. Overall, as illustrated in 125

Figure 2, EgoSocialArena encompasses the eval- 126

uation of cognitive, situational, and behavioral in- 127

telligence, with eight scenarios: static cognition, 128

dynamic cognition evolution, real-world social sit- 129

uation, counterfactual situation, parallel world sit- 130

uation, cooperative game, adversarial game, and 131

social goal-driven human-machine interactive 132

dialogue environment, comprising a total of 2245 133

data entries. 134

We conduct extensive experiments on EgoSo- 135

cialArena to evaluate 8 foundational models known 136

for their leading performance across multiple 137

tasks and domains. This set includes five API- 138

based models (i.e., o1-preview, GPT-4o, GPT- 139

4-Turbo, GPT-3.5-Turbo, and claude-3-5-sonnet- 140

20240620) and three open-source models (LLaMa- 141

3-8B-Chat, LLaMa-3-70B-Chat, and LLaMa-3.1- 142

405B-Instruct). We establish a human performance 143

baseline by engaging qualified human annotators 144

with a college degree or higher. Our experimen- 145

tal results reveal several interesting and critical in- 146

sights: (1) The o1-preview model achieved the 147

highest score of 80.6, surpassing human perfor- 148

mance in dynamic cognition and adversarial game 149

scenarios. Nevertheless, an 7.7 gap in overall accu- 150

racy remains when compared to the human base- 151

line, leaving room for improvement. Our analy- 152

sis reveals that the superiority of o1-preview is 153
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Figure 2: Examples of eight scenarios in EgoSocialArena.

mainly attributed to its powerful logical reason-154

ing and mathematical abilities (uncovering deeper155

patterns behind the data). (2) Comparing the perfor-156

mance of LLaMA3-8B and LLaMA3-70B models157

show that scaling model size does not significantly158

improve the social intelligence of LLMs. (3) Com-159

pared to the third-person perspective, LLMs show160

significantly improved ToM reasoning ability when161

operating from a first-person perspective.162

2 EgoSocialArena163

2.1 Cognitive Intelligence164

In the static cognition scenario, we convert the165

existing third-person ToMI benchmark to a first-166

person perspective. In the dynamic cognition evolu- 167

tion scenario, we construct opponents with various 168

behavioral strategies, including rule-based agents 169

at different cognitive levels and Reinforcement 170

Learning (RL) agents, to explore how LLMs can 171

form beliefs about opponents’ behavioral strategies 172

during multi-round interactions. 173

2.1.1 Static Cognition — Converting Existing 174

Third-person ToM Benchmarks to a 175

First-person Perspective 176

Foundation and Inspiration In LLM-based 177

Agent applications, system message serves as a crit- 178

ical component, functioning to pre-set the model’s 179
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role and background. As illustrated in Figure180

3(A), system message "You are name and live181

in a town..." is used. Interestingly, in the do-182

main of LLM self-awareness research (Laine et al.,183

2024), a similar linguistic construct is employed.184

As illustrated in Figure 3(B), researchers employ185

the pronoun "you" to probe LLMs’ potential self-186

awareness. Inspired by and building upon studies187

in these two domains, we systematically modify188

system message, story, question, and answer op-189

tions to transform third-person ToM benchmarks190

into a first-person perspective.191

Conversion Method As illustrated in Figure192

3(C), unlike instructing LLMs in system message193

that "you are a helpful assistant.", we inform LLMs194

in system message that they have personally ex-195

perienced certain social events, similar to deploy196

LLM-based Agent. As illustrated in Figure 3(D),197

we employ the pronoun "you" to replace specific198

characters in stories and questions, thereby situat-199

ing LLMs within particular roles. This approach200

enables the models to experience social events from201

a first-person perspective. The framing of questions202

is akin to that employed in self-awareness research.203

2.1.2 Dynamic Cognition Evolution —204

Number Guessing (G0.8A)205

Scenario: G0.8A Each player selects a number206

between 1 to 100. The objective is to select a num-207

ber that is closest to 80% of the group’s average208

choice.209

Rule-based Agents at Different Cognitive Levels210

Agents’ actions at lower cognitive levels follow211

relatively simple and fixed rules. As the cogni-212

tive level increases, agents’ actions adhere to more213

complex rule patterns, exhibiting capabilities and214

behavior strategies that approximate human cog-215

nitive models. We establish rule-based agents at216

different cognitive levels as opponents and denote217

the action of LLM Agent and rule-based Agent as218

atm and ato in round t, respectively.219

Level 1: at
o = C. In this pattern, we conduct220

experiments with the rule-based Agent’s actions221

remaining constant at 50. Level 2: at
o = f(t) =222

50 − 5(t − 1). In this pattern, we conduct ex-223

periments with the rule-based Agent’s action se-224

quence of round 1: 50, round 2: 45, ..., round 9:225

10, round 10: 5, an arithmetic sequence with the226

first term 50 and a common difference of 5. Level227

3: at
o = f(at−1

m , at−1
o ) = 0.8×

(
a
t−1
m +a

t−1
o

2

)
.228

In this pattern, we conduct experiments with the229

rule-based Agent’s action copying the gold value 230

from the previous round. 231

2.1.3 Dynamic Cognition Evolution — Limit 232

Texas Hold’em 233

Scenario: Limit Texas Hold’em The game com- 234

mences with each player being dealt two private 235

cards Five community cards are then dealt face-up 236

in a series of stages: a three-card Flop, followed by 237

a single card on the Turn and another single card on 238

the River. The player can choose from four actions: 239

Fold, Check, Call, Raise. 240

Reinforcement Learning Agents In the Limit 241

Texas Hold’em scenario, we train two reinforce- 242

ment learning agents as opponents: Deep Q- 243

network (DQN)-Aggressive (Mnih et al., 2015) and 244

DQN-Conservative (Mnih et al., 2015). By adapt- 245

ing the reward function, RL agents are given differ- 246

ent game personalities. For DQN-Aggressive, we 247

encourage the action of raising and calling during 248

the game. In contrast, for DQN-Conservative, we 249

encourage the action of folding during the game. 250

A specific example of the Limit Texas Hold’em 251

scenario can be found in Appendix B. 252

2.2 Situational Intelligence 253

2.2.1 Real-World Social Situation 254

By filtering data from SocialIQa and ToMBench 255

and using the transformation method mentioned 256

in section 2.1.1, we evaluate the mental states of 257

LLMs’ self after experiencing certain social events 258

from a first-person perspective. 259

2.2.2 Counterfactual Situation 260

The conventional rules of Rock-Paper-Scissors 261

(RPS) are: rock beats scissors, scissors beat pa- 262

per, and paper beats rock. An LLM can relatively 263

easily adapt to this situation. In contrast, we define 264

a counterfactual situation for the RPS game (scis- 265

sors beat rock, paper beats scissors, and rock beats 266

paper) to explore whether an LLM can achieve 267

situational adaptation. In addition to constructing 268

counterfactual situations like RPS games, we also 269

construct counterfactual situations based on phys- 270

ical facts, chemical facts, biological facts, traffic 271

rules, social etiquette knowledge, etc. 272

2.2.3 Parallel World Situation 273

We design narratives depicting parallel social world 274

that differ significantly from our current social 275

world. We aim to investigate whether LLMs can 276
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Figure 3: The foundation, inspiration, and detailed methods for converting the third-person ToM benchmark into a
first-person perspective.

demonstrate situational adaptation to these alterna-277

tive worlds.278

2.3 Behavioral Intelligence279

2.3.1 Adversarial Game280

Blackjack, also known as 21 points, is a card game281

that involves a dealer and a player. The player282

must decide whether to hit or stand based on own283

hand, the dealer’s face-up card, and the dealer’s284

one hidden card. The objective is to beat the dealer285

without exceeding 21 points. We evaluate the win286

rate of LLMs as a player in this scenario.287

2.3.2 Cooperative game288

Defuse Bomb: Three LLMs emulate specialists289

in a team to defuse bombs. Bombs are distributed290

across n rooms, whether the rooms are intercon-291

nected can be set manually. Each bomb exhibits292

unique phase sequences in m colors, requiring the293

correct order of wire cutters for defusing. Team294

members start with different colored cutters and295

must coordinate and synchronize efforts for effi-296

ciency. We create 5 different map environments,297

each containing 5 bombs. Following Li et al.298

(2023), each successfully defused bomb awards the299

team 10 points per processed phase. We measure300

collaboration efficiency by calculating the score a301

team composed of three LLMs can achieve within 302

10 rounds. 303

2.3.3 Social-goal Driven Human-Machine 304

Interactive Dialogue 305

With an open-ended social interaction environment 306

SOTOPIA (Zhou et al., 2023), which assigns a so- 307

cial goal and character to each agent involved. We 308

focus on a comprehensive evaluation of interactions 309

between current mainstream LLMs and humans, 310

aiming to provide a more intuitive comparison 311

of behavioral differences between humans and 312

LLMs in social goal-driven interactive dialogue. 313

We use the goal completion metric to quantitatively 314

express this difference. 315

3 Data Collection, Validation and 316

Statistics 317

The conversion of the third-person perspective to 318

the first-person perspective is achieved through 319

GPT-4o, followed by manual verification and cor- 320

rection. The game hands for Limit Texas Hold’em 321

and Blackjack card games are generated by RLcard 322

(Zha et al., 2019). Defuse bomb environment is 323

based on gym API (Brockman, 2016) and a text 324

interface. Additionally, we manually construct 325

datasets for both the parallel world and counter- 326
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factual situations. After the data collection, fol-327

lowing Chen et al. (2024b)’s method, we conduct328

two rounds of validation to ensure the data’s cor-329

rectness and quality. In 1st round, author A would330

first complete all samples created by author B. For331

stories, questions, and answer options where there332

are disagreements, authors A and B would discuss333

and modify them to reach a consensus as much334

as possible. In 2nd round, for samples where con-335

sensus is still not reached, another author C would336

discuss with authors A and B to determine the final337

answer. After two rounds of discussion, the final338

average agreement reaches 97.6%. Data statistics339

of EgoSocialArena are shown in Table 1.

Statistics Number Data Source

Cognitive Intelligence 1235
-Static Cognition 1155 Convertion
-Dynamic Cogntion Evolution-N0.8A 30 Newly Created
-Dynamic Cognition Evolution-Texas 50 Newly Created

Situational Intelligence 675
-Parallel World Situation 90 Newly Created
-Counterfactual Situation 100 Newly Created
-Real Social World Situation 485 Filter, Convertion

Behavioral Intelligence 335
-Adversarial Game 300 Existing
-Cooperative Game 15 Existing
-Social Goal 20 Existing

Table 1: Data Statistics of EgoSocialArena.
340

4 Experiments341

4.1 Experimental Setup342

We evaluate a total of eight prominent foun-343

dation LLMs, including GPT-4o3, o1-preview4,344

GPT-4-Turbo (Achiam et al., 2023), GPT-3.5-345

Turbo (Achiam et al., 2023), Claude-3.5-sonnet-346

202406205, LLaMa-3-8B-Chat6, LLaMa-3-70B-347

Chat, and LLaMa-3.1-405B-instruct-Turbo (Dubey348

et al., 2024). To account for the potential influ-349

ence of model parameters, we specifically compare350

LLaMa-3-8B-Chat with LLaMa-3-70B-Chat.351

To establish a reliable human performance base-352

line, we recruit 50 graduate students, all of whom353

have received a good education and possess ex-354

cellent cognitive abilities, to complete responses355

to the questions in EgoSocialArena. The average356

3https://openai.com/index/hello-gpt-4o/
4https://openai.com/index/

learning-to-reason-with-llms/
5https://www.anthropic.com/news/

claude-3-5-sonnet
6https://ai.meta.com/blog/meta-llama-3/

accuracy of their responses will serve as the hu- 357

man performance baseline. No extra tutorials or 358

examples are provided to ensure a fair comparison. 359

In the behavioral intelligence scenario, we simi- 360

larly have these students participate in Adversarial 361

Games and Cooperative Games, recording their 362

average performance. For Social-Goal Driven Dia- 363

logue scenario, we use the performance of human 364

interactions with GPT-4o as the baseline, given that 365

GPT-4o is the best-performing LLM for this task. 366

4.2 Evaluation Method 367

For the evaluation of static cognition and situa- 368

tional intelligence, we present LLMs with a story, 369

a question, and several options, then ask them to 370

pick the correct answer. Using the accuracy of 371

answering questions as the evaluation metric for 372

these scenarios. For the evaluation of dynamic 373

cognition evolution, these scenarios also has stan- 374

dard answers. For the adversarial and cooperative 375

game scenario, we consider the win rate and team 376

scores. For the Social-goal driven interactive dia- 377

logue, we use GPT-4 to automatically evaluate the 378

performance of humans and LLMs in terms of goal 379

completion during their interactions. 380

4.3 Main Results 381

As shown in Table 2, the o1-preview model 382

achieved the highest score of 80.6 among all mod- 383

els, surpassing human performance in dynamic 384

cognition and adversarial game scenarios. Nev- 385

ertheless, an 7.7 gap in overall performance re- 386

mains when compared to the human baseline, leav- 387

ing plenty of room for model improvement. The 388

second-best performer is the claude-3-5-sonnet 389

model, which demonstrate impressive results in the 390

static cognition and parallel world scenarios. The 391

GPT-4o model performed well in the Real Social 392

World Situation and Social Goal-Driven interactive 393

dialogue scenarios, likely due to being trained with 394

a substantial amount of human feedback. Over- 395

all, the performance of open-source models lags 396

significantly behind that of API-based models and 397

most models still exhibit a large performance gap 398

compared to humans. For instance, the LLaMa-3- 399

8B-Chat model achieved an overall score of 34.8, 400

significantly lower than the human performance of 401

88.3. 402

4.4 In-Depth Analysis 403

Performance Differences in LLMs’ ToM Capa- 404

bilities Across Third-Person and First-Person 405

6
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Methods
Cognitive Intelligence

Static Cognition Dynamic Cognition-G0.8A Dynamic Cogntion
Third-person First-person ∆ Level 1 Level 2 Level 3 Limit Texas

Open-source Models

LLaMa-3-8B-Chat 50.6 66.2 +15.6 0.0 0.0 0.0 48.0
LLaMa-3-70B-Chat 58.4 63.2 +4.8 10.0 20.0 10.0 38.0
LLaMa-3.1-405B-Instruct 58.0 65.8 +7.8 80.0 20.0 20.0 56.0

API-based Models

Claude-3-5-Sonnet 71.0 80.5 +9.5 50.0 10.0 40.0 66.0
GPT-3.5-Turbo 45.5 51.9 +6.4 10.0 10.0 0.0 56.0
GPT-4-Turbo 55.4 69.7 +14.3 10.0 20.0 10.0 60.0
GPT-4o 64.1 71.0 +6.9 10.0 40.0 10.0 62.0
o1-preview 71.9 77.5 +5.6 90.0 90.0 90.0 72.0

Human

Human Performance 97.4 97.4 0.0 90.0 89.0 85.0 94.0

Methods Situational Intelligence Behavioral Intelligence AVG
Parallel World Counterfact Real-World Adversarial Cooperative Social Goal

Open-source Models

LLaMa-3-8B-Chat 6.7 71.0 67.2 51.3 49.7 22.5 34.8
LLaMa-3-70B-Chat 13.3 59.0 73.2 45.0 53.3 25.5 37.3
LLaMa-3.1-405B-Instruct 36.7 66.0 77.3 52.3 65.2 34.0 52.1

API-based Models

Claude-3-5-Sonnet 90.0 74.0 79.8 55.0 94.8 50.5 62.8
GPT-3.5-Turbo 13.3 37.0 72.2 46.7 50.3 33.0 34.6
GPT-4-Turbo 23.3 70.0 75.7 54.7 75.6 52.0 47.4
GPT-4o 36.7 52.0 85.8 54.0 80.8 53.0 50.5
o1-preview 86.7 90.0 84.7 56.7 96.3 52.5 80.6

Human

Human Performance 96.7 97.0 96.3 56.6 100.0 69.0 88.3

Table 2: Performance of cognitive, situational, and behavioral intelligence from first-person perspective of eight
LLMs. Highest and second-highest scores among LLMs and humans in each scenario are highlighted in red and blue,
respectively. AVG represents the average value of cognitive, situational, and behavioral intelligence performance.

Perspective As shown in Table 2, all LLMs406

exhibited improved performance after the ToMI407

benchmark is converted from a third-person to408

a first-person perspective. The Llama3-8B-Chat409

model achieved the largest improvement of +15.6.410

Notably, the claude and o1-preview models demon-411

strated significantly stronger ToM capabilities in412

the first-person perspective compared to other mod-413

els. Except for GPT-3.5-Turbo, API-based mod-414

els generally outperformed open-source models,415

including the recently released LLaMa-3.1-405B-416

Instruct. However, despite these improvements,417

there remains a substantial gap between the perfor-418

mance of all LLMs and human baselines.419

The scaling up of open-source models has not420

yielded significant results By comparing the per-421

formance of LLaMa-3-8B-Chat with LLaMa-3- 422

70B-Chat in Table 2, we observe that although 423

the model size increased significantly, the overall 424

performance on social intelligence improved by 425

only +2.5. We further explore the scaling effects 426

of increasing the size of the LLaMa-3 model on 427

GSM8K (Cobbe et al., 2021) and MMLU (Chung 428

et al., 2024) tasks, finding improvements of +12.9 429

and +13.4, respectively, as illustrated in Figure 4. 430

The powerful mathematical capabilities of the 431

o1-preview model are truly surprising In the 432

dynamic cognition evolution-G0.8A scenario, al- 433

most all LLMs perform poorly, even in the sim- 434

plest level 1 situation, which poses a significant 435

challenge for humans as well. However, the re- 436

cent o1-preview model has performed exception- 437
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Figure 4: Left: performance evolution corresponding to scaling up LLaMA-3 model size across different task
domains. Right: o1-preview model’s output in dynamic cognition evolution—G0.8A scenario.

ally well, we analyze its outputs and find that it is438

highly sensitive to numbers and can capture the439

correlations between numbers and the underly-440

ing patterns behind them, as illustrated in Figure441

4. Therefore, when humans are unable to perceive442

these numerical patterns, the o1-preview model,443

based on its powerful mathematical capabilities,444

perceives things that humans have not detected.445

Mid-point Belief, Strange Guess and Get Back446

on Track As shown in Figure 5, in the scenario447

of dynamic cognition G0.8A Level 2 (Arithmetic448

sequence), we thoroughly investigate the belief449

state evolution pattern of GPT-4-Turbo regarding450

the opponent’s proposed numbers. In round 1,451

with no available information, the GPT-4-Turbo452

model thinks the opponent will choose the num-453

ber 50 within the range of 1-100. The same phe-454

nomenon is observed in the GPT-3.5-Turbo model,455

called "mid-point belief". Sometimes, the GPT-4-456

Turbo model continuously believes the opponent457

will choose progressively smaller numbers through-458

out the entire interaction, as depicted by the GPT-459

4-Turbo guess1 curve in Figure 5. Although this is460

very close to the gold number, it does not capture461

that the opponent’s chosen numbers form an arith-462

metic sequence. Another situation occurs when the463

GPT-4-Turbo model makes a "strange guess" in the464

initial rounds, thinking the opponent will suddenly465

choose larger numbers. After several rounds, it466

captures that the opponent’s chosen numbers form467

an arithmetic sequence, called Get Back on Track.468

Overall, despite the statistical results indicating469

that the GPT-4-Turbo model does not establish a470

belief regarding the Level 2 opponent in the G0.8A471

scenario, the phenomena we observed suggest that472

it has started to grasp some patterns. The belief473

information for all models across all rounds can be474

found in Appendix C.475

Figure 5: In the scenario of G0.8A Level 2 (Arithmetic
sequence), the belief state evolution pattern of GPT-4-
Turbo regarding the opponent’s proposed numbers.

5 Conclusion 476

In this paper, we propose EgoSocialArena, a 477

novel framework grounded in the three pillars of 478

social intelligence: cognitive intelligence, situa- 479

tional intelligence, and behavioral intelligence, de- 480

signed to systematically evaluate the social intel- 481

ligence of LLMs from a first-person perspective. 482

EgoSocialArena incorporates several unique de- 483

sign elements, including third-person to first- 484

person perspective transformation, constructing 485

rule-based agents and reinforcement learning 486

agents with stable capabilities levels and behav- 487

ior strategies for dynamic cognition assessment, 488

considering non-standard and atypical social sit- 489

uations, evaluating the mental states of LLMs’ 490

self after experiencing certain social events (this 491

may be related to self-awareness), and exploring 492

human-machine interaction. We conduct com- 493

prehensive experiments and observe some key in- 494

sights regarding the future development of LLMs 495

as well as the capabilities levels of the most ad- 496

vanced LLMs currently available. 497
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Limitations498

There are three major limitations in our study. (1)499

Our study only involves the text modality and does500

not utilize ego-centric images and videos. The so-501

cial intelligence of Vision-Language Models from502

a first-person perspective is very important, and we503

will leave this for future research. (2) Due to the504

constraint of computing resources and budget, we505

only evaluate eight prominent foundation LLMs,506

While we believe that the selected LLMs are rep-507

resentative. (3) Our study evaluates the social in-508

telligence of LLMs from a first-person perspec-509

tive, a deeper interpretation of these evaluation re-510

sults from the perspective of explainability research511

would be more beneficial for the development of512

LLMs’ social intelligence.513
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Appendix735

A Related Works736

Ego-centric (First-person Perspective) Research737

In the fields of computer vision and robotics, there738

has already been considerable research on a first-739

person perspective. For example, Cheng et al.740

(2023) explored whether vision-language mod-741

els can "Think from a First-person Perspective?"742

Huang et al. (2023) proposes the construction of743

embodied agents in a 3D world, which involves744

acquiring and processing first-person perspective745

images. Huang et al. (2024) built a bridge between746

third-person and first-person perspectives at the747

action level, while Dou et al. (2024) proposed a748

method designed to transform exocentric video-749

language data for egocentric video representation750

learning. However, research on first-person per-751

spectives in the field of natural language processing752

remains unexplored.753

Datasets Related to Social Intelligence Sap754

et al. (2022) proposed SocialIQA and used it to755

evaluate LLMs. SocialIQA contains many ques-756

tions related to social commonsense. Ziems et al.757

(2023) introduced NormBank, a large repository758

of social norms knowledge, which can be used to759

assess social norm-related tasks. Li et al. (2024) re-760

organized and classified existing datasets related to761

social intelligence. Xu et al. (2023) studied LLMs’762

understanding of the world and explored how dif-763

ferent persuasion strategies could modify LLMs’764

worldviews.765

Previous evaluations for the ToM of LLMs primar-766

ily focus on testing models using narrative stories,767

also referred to as reading comprehension scenar-768

ios. Specifically, Le et al. (2019) proposed the769

ToMi benchmark based on the classic Sally-Anne770

test. Wu et al. (2023) introduced the HI-ToM bench-771

mark, which focuses on higher-order belief reason-772

ing and sets up scenarios where agents can com-773

municate with each other. Gandhi et al. (2023)774

proposed BigToM, which presents a framework775

for designing a ToM benchmark from synthetic776

templates for evaluating different aspects of LLMs’777

ToM capabilities. Xu et al. (2024) introduced Open-778

ToM, which assigns personalities to agents in the779

stories and ensures that the storylines are more780

reasonable and logical. Chen et al. (2024b) pro-781

posed ToMBench, which systematically evaluates782

LLMs across all dimensions of ToM capabilities.783

Unlike the above methods that require LLMs to784

read stories and answer related questions, some 785

studies evaluate LLMs’ performance by inputting 786

dialogues to them. Kim et al. (2023) proposed Fan- 787

ToM, which tests LLMs on their ability to infer 788

the mental states of characters in everyday con- 789

versations. Chan et al. (2024) introduced Negoti- 790

ationToM, which restricts the dialogue content to 791

negotiation scenarios. 792

For the study of LLMs’ behaviors and interaction 793

capabilities, (Agapiou et al., 2022) proposed Melt- 794

ing 2.0, which encompasses various environments 795

such as cooperation and gaming, originally de- 796

signed for research in multi-agent reinforcement 797

learning. (Zhou et al., 2023) introduced an interac- 798

tive dialogue environment for large language mod- 799

els under a social goal-driven framework. (Chen 800

et al., 2024a) proposed a game-like environment 801

where different LLMs are paired for competitive 802

interactions. 803

Strategy Enhancement in Interactive Scenarios 804

Some work focuses on designing interaction strate- 805

gies to enable LLMs to gain more benefits during 806

interactions. For example, Zhang et al. (2024b) pro- 807

posed Agent-pro, Zhang et al. (2024c) introduced 808

K-level reasoning, and Guo et al. (2023) put for- 809

ward the Suspicion-Agent. Additionally, Li et al. 810

(2023) explored Multi-LLM collaboration by in- 811

forming LLMs of task rules through prompts. Park 812

et al. (2023) introduced generative agents that can 813

simulate human behavior. Bianchi et al. (2024) 814

explored the social behavior of LLMs in negotia- 815

tion scenarios. Fu et al. (2023) show LLMs can 816

improve each other in a negotiation scenario. Fan 817

et al. (2024) examined the capability of LLMs to 818

make rational decisions in game theoretic scenar- 819

ios. Zhang et al. (2024a) propose to optimize the 820

structure of thought. 821

Necessity of developing LLMs’ Social Intelli- 822

gence With LLMs becoming increasingly inte- 823

grated into our everyday lives, developing LLMs 824

with social intelligence could be better at commu- 825

nicating with us, collaborating with us, understand- 826

ing us, teaching us and learning from us. (Gandhi 827

et al., 2021, 2023; Rabinowitz et al., 2018; Shu 828

et al., 2021). 829

B Case——Limit Texas Hold’em 830

As illustrated in Figure 6. 831
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Figure 6: A Case for Limit Texas Hold’em.

C Belief Dynamic Evolution in G0.8A832

Scenario833

The following three tables correspond to the dy-834

namic evolution data of beliefs for various LLMs835

under Cognitive Levels 3, 2, and 1.836
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Model Round
1

Round
2

Round
3

Round
4

Round
5

Round
6

Round
7

Round
8

Round
9

Round
10

Accuracy

GPT-4-Turbo 50 ✓ 45 40 35 30 25 22 17 15 13 0.1
GPT-3.5-Turbo 40 20 60 55 70 90 60 45 75 85 0

GPT-4o 50 ✓ 40 30 20 15 10 8 6 5 4 0.1
o1-preview 1 20 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 0.9
Claude-3-5-

Sonnet-
20240620

65 45 35 28 20 ✓ 17 14 10 ✓ 7.5 ✓ 5.6 ✓ 0.4

Llama3-8b-
chat-hf 67 67 67 67 67 67 67 67 67 67 0

Llama3-70b-
chat-hf 50 ✓ 45 43 30 25 19 15 12 11 7 0.1

Llama3.1-405b-
Instruct-Turbo 50 ✓ 40 ✓ 35 29 23 19 14.5 11.5 9.5 7.5 0.2

Model Round
1

Round
2

Round
3

Round
4

Round
5

Round
6

Round
7

Round
8

Round
9

Round
10

Accuracy

GPT-4-Turbo 50 ✓ 45✓ 48 42 36 33 28 22 18 12 0.2
GPT-3.5-Turbo 40 20 60 35✓ 70 50 45 60 45 40 0.1

GPT-4o 50✓ 40 40 ✓ 30 25 20 15 10 10 ✓ 5 ✓ 0.4
o1-preview 1 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 0.9
Claude-3-5-

Sonnet-
20240620

65 45✓ 35 25 20 15 12 8 5 8 0.1

Llama3-8b-
chat-hf 67 67 67 67 67 67 67 67 67 67 0

Llama3-70b-
chat-hf 50✓ 45✓ 38 32 28 24 21 19 16 11 0.1

Llama3.1-405b-
Instruct-Turbo 50✓ 40 35 30 28 25✓ 22 18 15 10 0.2

Model Round
1

Round
2

Round
3

Round
4

Round
5

Round
6

Round
7

Round
8

Round
9

Round
10

Accuracy

GPT-4-Turbo 50✓ 45 48 47 48 49 48 47 46 45 0.1
GPT-3.5-Turbo 40 35 70 30 80 40 55 60 50 30 0.1

GPT-4o 50✓ 40 30 40 35 45 45 45 45 45 0.1
o1-preview 1 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 0.9
Claude-3-5-

Sonnet-
20240620

65 45 35 25 20 50✓ 50✓ 50✓ 50✓ 50✓ 0.5

Llama3-8b-
chat-hf 67 67 67 67 67 67 67 67 67 67 0

Llama3-70b-
chat-hf 50✓ 48 52 53 54 55 54 56 57 58 0.1

Llama3.1-405b-
Instruct-Turbo 50✓ 33 45 50✓ 50✓ 50✓ 50✓ 50✓ 50✓ 50✓ 0.8
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