Under review as a conference paper at ICLR 2026

UNDERSTANDING THE ROLE OF TRAINING DATA IN
TEST-TIME SCALING

Anonymous authors
Paper under double-blind review

ABSTRACT

Test-time scaling improves the reasoning capabilities of large language models
(LLMs) by allocating extra compute to generate longer Chains-of-Thoughts (CoTs).
This enables models to tackle more complex problem by breaking them down
into additional steps, backtracking, and correcting mistakes. Despite its strong
performance—demonstrated by OpenAl’s ol and DeepSeek R1, the conditions
in the training data under which long CoTs emerge, and when such long CoTs
improve the performance, remain unclear. In this paper, we study the performance
of test-time scaling for transformers trained on an in-context weight prediction
task for linear regression. Our analysis provides a theoretical explanation for
several intriguing observations: First, at any fixed test error, increasing test-time
compute allows us to reduce the number of in-context examples (context length)
in training prompts. Second, if the skills required to solve a downstream task are
not sufficiently present in the training data, increasing test-time compute can harm
performance. Finally, we characterize task hardness via the smallest eigenvalue
of its feature covariance matrix and show that training on a diverse, relevant, and
hard set of tasks results in best performance for test-time scaling. We confirm our
findings with experiments on large, nonlinear transformer architectures.

1 INTRODUCTION

Scaling test-time compute enhances inference in large language models (LLMs), by enabling reason-
ing with long chains-of-thought (CoTs). This allows models to generate more intermediate reasoning
steps for complex problems, evaluate multiple options, and backtrack to find more accurate answers,
all without changing the model’s parameters. There has been a recent body of work on this idea
(Snell et al.,[2024; Welleck et al.,[2024; Muennighoff et al., [2025; [Yeo et al.,|2025), with OpenAI’s
ol (OpenAll |2024) and DeepSeek R1 (Guo et al.,|2025) demonstrating strong reasoning performance
with consistent gains from scaling test-time compute. However, our understanding of the training
data properties that support test-time scaling remains limited.

Training on diverse and difficult data has shown to be beneficial to enable test-time scaling on complex
reasoning tasks, such as mathematical competitions (Muennighoff et al.| 2025)), medical reasoning
(Huang et al.l 2025b)), and code (Yu et al.l [2025). Difficult examples are often identified as those that
cannot be answered by the model being trained or other more powerful proxy models. However, the
precise notion of difficulty and the relation between the amount of compute at training and test time
remains unclear. In particular,

(7) Does increasing the test-time compute always improve the downstream reasoning perfor-
mance?

(74) Can increasing the test-time compute lower the requirement on training-time compute?

(747) What are difficult training examples and why are they beneficial for test-time scaling?
Addressing this question requires a rigorous understanding of the effect of training data and
its properties on the performance of test-time scaling.

In this paper, we theoretically study the performance of test-time scaling for transformers trained on
an in-context weight prediction task for linear regression, where the goal is to predict the linear weight
vector from the sequence of input prompts. This framework has been used previously for analyzing
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the mechanism underlying training CoT (Huang et al.,[2025a). During training, the model performs
direct in-context-learning and outputs its prediction of the weight vector. At test time, the transformer
performs CoT and generates multiple intermediate steps before arriving at its final prediction of the
weight vector. Our analysis yields several intriguing findings: First, fixing the test error, by increasing
the test-time compute we can decrease the number of in-context examples (context length) in training
prompts. Second, if the skills needed to solve the downstream task (corresponding to directions in
the data covariance matrix) are not sufficiently represented in the training data, increasing test-time
compute can harm performance, effectively causing the model to overthink. Finally, we characterize
hardness of a task based on the smallest eigenvalue of its feature covariance matrix and show that
training on a diverse, relevant and hard set of tasks during training yields the best performance for
test-time scaling.

Our main contributions and the organization of the paper are discussed below:

(a) In Section [3] We study in-context learning in transformers with a single linear self-attention
(LSA) layer trained via gradient descent. Despite the problem’s non-convexity, we show that
gradient descent, when initialized randomly but suitably, converges to a global minimum, which
we explicitly characterize. Our analysis allows for general feature covariance. During training, the
model engages in direct in-context learning, but at test time we employ chain-of-thought (CoT)
prompting to let the model generate intermediate reasoning steps before producing its final output.
We demonstrate that, with CoT prompting at test time, the transformer effectively implements a
multi-step (pseudo-) Newton’s method for loss optimization. Notably, this part of our contribution
extends the results of Zhang et al.|(2024)) by incorporating CoT dynamics at test time, and of[Huang
et al.|(2025a)) by accommodating general feature covariance.

(b) By analyzing the expected estimation error of in-context weights for test prompts, in Sectionwe
introduce a measure of task hardness defined by the ratio of the smallest eigenvalue of the feature
covariance matrix to its trace. We interpret the eigenvectors as representing different skills relevant
to the task, with the corresponding eigenvalues indicating the strength of those skills. Under this
interpretation, hard tasks are characterized by a long-tailed spectrum of skills, while easy tasks
correspond to having only a few well-balanced skills.

This analysis leads to two key consequences: (1) For a fixed test error, increasing test-time compute
allows us to reduce the required number of in-context examples (i.e., the context length) in training
prompts. (2) We derive test-time scaling laws for our ICL setting, capturing how test error depends
on test-time compute and highlighting the role of factors such as context length, feature dimension,
and task covariance structure in shaping the overall trend.

(¢) InSection[5.1] we study a setting with 7" tasks, where each task is specified by its feature covariance
matrix (interpreted, as discussed in part (b), as the set of skills required for the task together
with their relative strengths). We extend the analysis of Section [3]to this multi-task setting and
characterize the estimation error of the final CoT output. Based on this characterization, we
formulate a quadratic optimization problem to determine the optimal task selection probabilities,
demonstrating that training on a diverse, relevant, and sufficiently hard set of tasks yields the best
performance under test-time scaling. We validate our theoretical results with experiments on both
Linear Self-Attention (LSA) models and the more complex nonlinear transformer architecture
GPT-2.

2 RELATED WORK

Recent work has highlighted several phenomena relevant to our study. First, it has been observed that
simply increasing test-time compute and reasoning depth can, counterintuitively, harm performance,
a phenomenon termed overthinking. The empirical study of |Su et al|(2025) suggests that LLMs
tend to overthink simple problems by generating unnecessarily long outputs, and underthink harder
ones, by providing shallow or incomplete reasoning that overlooks critical steps. In[Wang et al.
(2025), it is argued that exploring more reasoning branches may degrade system efficiency as many
branches may be trapped in overthinking. Second, Recent work has explored the test-time scaling
paradigm (Snell et al., 2024; Welleck et al.,[2024), with OpenAI’s ol (OpenAl, |2024) and DeepSeek
R1 (Guo et al.| |2025) demonstrating strong performance through reinforcement learning on millions
of samples and multiple training stages. Muennighoff et al.| (2025)) proposes a simple framework,
which involves training on only 1,000 samples with next-token prediction and controlling thinking
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duration via a simple test-time technique, and show that it achieves test-time scaling and strong
reasoning performance. Finally, prior studies on data mixtures emphasize the importance of balancing
training corpora with sufficient coverage of topics matched to downstream tasks, as imbalanced data
composition can impair generalization (Xie et al.,[2023; Nguyen et al.| |2024). However, prior work
has been largely empirical, whereas we develop a theoretical framework that rigorously analyzes
test-time scaling and Chain-of-Thought effectiveness, overthinking, and principled strategies for task
selection during training.

3 IN-CONTEXT LEARNING

In an in-context learning (ICL) scenario, a model is presented with instances of prompts of the form
P, = (z1,hr(21), ..., Zn, hr(xy)), with ; drawn i.1.d from a distribution D, and h., sampled inde-
pendently from a distribution over functions in a given function class. The goal of in-context learning
is to train a model so that when given a test prompt P.r = (21, b (1), ..« s Tiny R (Tn) s T 1)
with an independently sampled A, it is able to make a prediction on x,,, 11 that is close to A, (X 11)-
Therefore, a key distinction from traditional supervised learning is that in ICL, each prompt has its
own distribution. For example, in linear regression, h.(x) = (w,,z), where each prompt has its
own ground truth w.,. Thus, in ICL the model must generalize not just across data points but across
distributions, and be able to infer the correct predictive rule on the fly for each new prompt without
modifying its parameters.

3.1 IN-CONTEXT WEIGHT PREDICTION AND LINEAR SELF-ATTENTION

We focus on ICL for linear regression task, where each prompt Pr = (Z71,Yr.1,- - - Trn; Yr,n) With
Yr = (Wr, T7 ), Where z,; ~ N(0,A), w, ~ N(0, I4). Most previous works on this setting focus
on prediction without directly estimating the weight vector of the test prompt (Ahn et al., 2023aj;
Zhang et al.2024;|Mahankali et al.| 2023)). Here, we take a similar approach to|Huang et al.| (2025a))
and consider in-context weight prediction where we require the model to directly estimate the wight
vector of test prompts. To this end, we adopt the embedding used by Bai et al.|(2023); Huang et al.
(20252) which includes the weight-estimation:

Lr1 Trn 0 XT 0

_ y‘r,l e yT,n 0 . Yr 0
E-=170" . 70 | T |Ousn 0 G-

o - 0 1 O1xn 1

where 1y € R is an initialization for the weight estimate.

We next proceed by describing the transformer architecture. We consider a one layer self-attention
with residual connection. Let E' be an embedding formed from the prompt. A self-attention module
takes as input an embedding matrix and outputs a matrix of the same size,

(WKELTWQE>

where 1) is an activation (e.g. softmax) that is applied column-wise. Following |Gatmiry et al.|(2024);
Huang et al.| (2025a)); [Zhang et al.| (2024)); |/Ahn et al.| (2023b), we consider Linear-Self-Attention
(LSA) where the activation ) is the identity mapping. By defining W := W,- Wq,V = WpWy and
0 = (W, V) we arrive at

Fasn (Es Wi, Wo, Wy, Wp) = E+WpWy E -4 (

E"TWE
fLSA(EZ 9) =F+VE. P . 3.2)
The estimation of the transformer for w, is given by the last token of the output sequence, namely
W; = fusa(Er;0)a42:2d41,—1]> Which is obtained by restricting the last column of fr.sa (E-;6) to

entries [d + 2 : 2d + 1]. We assume wo = 0 for simplicity.

We learn the parameters of the transformer by minimizing the following empirical loss over B
independent prompts:

B

= 1

LO) = 55 2 | fisa(Bri ). -1 = (00, 0,7, 1), (3.3)
T=1
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We consider the behavior of gradient descent-trained networks over the population loss induced by
the limit of infinite training prompts:
L~ 1 2
L(a) = Blgnoo L(G) = iEwTvxﬂlv“-axr,n (||fLSA (EO; 0)[,—1] - (0d7 07 w7'7 1) He2> (34)
Our first result shows that with suitable initialization and step size, gradient descent converges to a

global minimum of L(#), which we explicitly characterize.

Theorem 3.1 Consider the linear self-attention network over the population loss (3.4) with initial-

ization

0 0 0 O 0 0 ¢ O

0 0 0 0 00 0 -—c

VO =1y0 00 o> WO=ly 0 0 o

0 0 0 0 00 0 O

for some real-valued c. Also define
1 1

[:= (1 + n) A+ Etr(A)[d e R¥*4, (3.3)
We run gradient descent on the population loss with constant step size n < 1/(c? [T[]op)- We also fix
Way(t) = —c. The gradient descent converges to a global minimum of the loss given by

0 0 0 0 0 0 ¢ O

0 000 00 0 —c

0 000 00 0 O

Note that chain-of-thought reasoning is not employed during training; however, as we discuss in
the following section, the model engages in chain-of-thought reasoning at test time. In contrast,
(Huang et al., 2025a, Theorem 3.1) consider the setting of isotropic Gaussian features (A = I') and
incorporate chain-of-thought reasoning during training by generating intermediate steps through
gradient updates on the linear regression objective. Also, the result of (Zhang et al., 2024, Theorem
4.1) does not apply to our setting, since it works with a different embedding and trains the model by
minimizing the expected prediction loss function.

3.2 TEST TIME CHAIN-OF-THOUGHT

During test time, we observe a test prompt of the form P = (21, (West, T1), - - - » T, (Whests Tm))
of possibly different length than the training prompts, and wy.s¢ may be never seen before. We
let the transformer to generate k steps before it outputs the final prediction wy of the ground
truth weest. Specifically, we let E; be the embedding at the i-th step of generation, and have
fusa(E;)[d+ 2 :2d + 1, —1] as the prediction of the next link in the chain. We then append it to the
current embedding, as follows:

Ty -+ Xy O 0o ... 0 Xiest O 0o ... 0

o Y1 Ym, 0 0 0 | Ytest 0 0 0
Ei= o --- 0 wo wi ... w;i|  |Ogxn wo w1 ... wy (.7

0o --- 0 1 1 ... 1 O1xn 1 1 ... 1,

with w; := frsa (Fi—1)[d4+2:2d+1,—1]- The final prediction is given by wy 1. In our next proposition,
we give an explicit characterization of the recursive updates of w;.

Proposition 3.2 Consider the LSA model with parameters V, and W, given by and assume
a test prompt of the form P = (21, (Wiest, T1), - - - Ty (Weest, Tm ) ). Initializing the test time CoT
with wg = 0, we have

1__

Wit+1 = Wi — EF 1XtestXt—gst(wi - wtest) ) (3.8
where Xiost = [T1]. .. |2m] € R¥X™. Therefore, the final output (after k step of generation) is given
by

1 k
W41 = (I — ([ mFIXtEStXt—(Zst> ) Wtest - (39)

4
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Remark 3.3 Consider the quadratic loss {(w) = ﬁ Hytest — XtTesthZ, With Yiess = X bt Wrest-
The gradient of the loss is given by V{(w) = _%Xtest (Ytest — X hgr) = %XtestXt-l(;st (W — Wrest ),
and the expected Hessian is given by E[V*((w)] = E[-L Xyt XLy] = A. Treating T, given by (3:3),
as a regularized form of A, the update (3.8) is (pseudo-) Newton’s method for optimizing the loss.

3.4 HARDNESS OF A TASK

We define a task by the covariance matrix of its features (A), so different tasks have different features
covariances and for each task, we have many prompts with features generated from N(0, A), but each
with its own w,. Now suppose we perform direct in-context learning on a task and then use it to
predict labels on queries from the same task (without CoT). Our next result will bound the expected
estimation error and we use that to define a measure of task hardness.

Theorem 3.3 Consider the LSA model with parameters V,, and W, and assume a test prompt is of the

Jorm P = (1, (Wtest, T1)s - -+ Ty (Whests Tm ) )- Initializing the in-context learning with wy = 0,
the estimate of w will be given by W = %F_lXtestXtTeStw with Xiest = [71] - - - |Tm] € REX™. We
have

. 1 _ 1 _
B (10 wiel?) < w5+ QO 4 (74 65(AA) ) i

where the expectation is with respect t0 Xiost. Taking expectation with respect to wyest ~ N(0, I),

we obtain
) o d tr(A) \> d tr(A)
E(]| — wiest||7) < 2 <1+)\min(A~)> "ra 1+m . (3.10)

Based on the above result, we define the hardness of a task, with features covariance A, via the
following measure:

tr(A)
>\min (A) .
Note that it is invariant to scaling of A and would be higher if A has some small eigenvalue as more

data is needed to learn these directions. Our next results bound the expected estimation error under
CoT during test time.

Hard(A) := (.11

Theorem 3.4 Consider the setting of Theorem [3.3|and let wy, 1 be the model estimate for the target
task after generating k steps during test time. Also suppose that m = Q(k?d) and that eigenvalues of
A are upper and lower bounded by positive constants. We have

E(|[wir1 — wiestllz,) < te((I = D71 4)*)(1 + O(k+/d/m))

where the expectation is with respect t0 Xiest = [21] .. . |Tm] and wiess ~ N(0, I).

Corollary 3.5 Under the setting of Theorem and letting Amin(A) > 0 be the minimum eigenvalue
of A we have

n —2k
1—|—Hard(A)> (14 0(1)).

2
Bl — wiel) < d (14
The above corollary is also consistent with our measure of hardness: the estimation error of w41
increases with Hard(A). In addition, if we want to get the estimation error below some target level ¢,
harder tasks require longer CoT at test time (larger k).

Note that in Corollary [3.5] it was assumed that A is full rank. If A is rank deficient (that is the
features are coming from a subspace of lower dimension), then one cannot estimate wyeg; along those
directions, as we do not see any information about them during the process. This of course is not
an issue if the prompts during test time are coming from the same task, as those directions do not
contribute to the predictions. In these cases, by restricting to the relevant subspace, hardness of the
task can be defined similarly where A, (A) is the minimum “non-zero” eigenvalue of A.
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An interpretation of the hardness measure is that each eigenvector of A corresponds to a specific
skill needed for solving examples from that task, with the corresponding eigenvalues indicating the
strength of those skills. An easy task is one that relies on a few dominant skills (a small number of
nonzero eigenvalues of similar magnitude), while a hard task draws on many skills, reflected in a
long-tailed spectrum. The proposed measure captures this intuition quantitatively.

Remark 3.5 Test-time scaling. Our result in Corollary [3.5] provides test time scaling for our ICL
setting. Note that the computational complexity during test time increases as we allow for more steps
of thinking; Specifically, it is O(kd?) as the matrix I — %F_lXtestXtTest can be computed once, and
each step of thinking involves multiplying it with the current estimate. Our result also captures the
role of A\pin, tr(A) and the prompts length n during training and the features dimension d in shaping
the test time scaling law. Another observation is that at any fixed test error, by increasing k£ we can
decrease the length of prompts during training. In Figure|l} we illustrate test-time scaling for several
choices of prompt lengths (n) and task hardness.

200

—+—-n=10, H=10
-0 n=10, H=20
-¢--n=10, H=30
——n=20, H=10
-0 n=20, H=20
-¢--n=20, H=30

=
al
o

[N
o
o

Estimation error

a
o

0 =4
0 50 100 150 200 250
Computational complexity (kd?)

Figure 1: Test-time scaling for the in-context learning. Here, n is the number of in-context examples
(context length) in training prompts, and H is the task hardness.

4 TASK SELECTION FOR TRAINING

We consider a set of 1" tasks with corresponding covariances A1, . .., Ap. Similar to previous sections
we draw infinite prompts (B — o0) but here each prompt is selected from task ¢ with probability
m; > 0, where > , ™ = 1. The goal of this section is to derive optimal choice of {m; ZT:1 and build
insights about this choice.

Theorem 4.1 Consider the linear self-attention network and the population loss (3.4) under the
multi-task setting, with the same initialization given in Theorem[3.1} Redefine T" as follows:

r= ”; 1 3 Aeme + %(2 S Ame+ Y tr(Ag)Amrg>< 3 Am)fl. 4.1)
Le(T) Le(T) Le(T]

Le(T]

Then a similar statement to Theorem |31 holds true.

We next consider a target task with covariance ¥ (which can be different from any of the tasks
during training). For a prompt from it, P = (21, (Wtest, T1); - - - , T, {Wtests Tm ) ), We let Xiest =

[21] ... |2m] € RY*™ and 5 := L Xiest Xingt- Initializing with wy = 0 and allowing for a chain-of-
thought of length k, the LSA estimate of wyest reads wy11 = (I — F’li)kwtest. Therefore,
E(|[whr1 = wiest|?) = E(|(T = T7'E)  wie|?) = Elir((T = STHH)(T -T2, (42)

where the second step is by taking expectation with respect to wyest. In the next proposition, we
derive a prompt instance independent upper bound for the estimation error in terms of the population
covariance X.

Proposition 4.2 Suppose that m = Q(k?d). Then,
Eltr((I — ST™H*)(I = T7'E)%)] < tr(D) (T~ Ytr((I — D-V280"2)2R) (1 4 0(1)) . (4.3)
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The optimal choice of tasks selection probabilities is the one that minimizes the expected estimation
error during test time given by (4.2). We instead use the upper bound given by Proposition 4.2]and
focus on the term tr((I — T'~/2XT~1/2)2%) in @3), which captures the effect of thinking and is the
dominant term with an exponential rate. This results in the following optimization for choosing task
selection probabilities:

min  E[tr((I — D7Y/28071/2)2k)] (4.4)
e, LE[m]
subject to Z me=1, mw >0, Ve[

Le(T)

Remark 4.1 When is the test time thinking useful? We observe that the effect of thinking at
inference time is captured by the term tr((1 — I'~'/2XT~1/2)2% Depending on the eigenvalues of
I'~1/2%T=1/2 this term may shrink or grow as k increases. Intuitively, if each eigenvector of ¥
(representing the skills required at test time) is sufficiently represented in the training data—so that I"
is strong along that direction and I'~'/2XT~'/2 remains small—then additional thinking improves
performance. In contrast, if some task-relevant directions are underrepresented in the training data,
and thus not well learned by the model, increasing the amount of test-time thinking can degrade
performance, effectively leading to overthinking.

4.2 OPTIMAL CHOICE OF TASK SELECTION PROBABILITIES

We next analyze the optimization (4.4) to argue that choosing a diverse, relevant and hard set of tasks
during training results in best performance for test-time scaling.

Diversity. A key observation is that we must select a diverse set of tasks so that the spectrum of I
adequately covers all directions in the target covariance X. Failing to do so causes I'~1/2XT—1/2
to be large along uncovered directions, resulting in higher test error that may further amplify with
additional reasoning steps.

Relevance. Another important notion is the relevance of the selected tasks to the target task. Recall
the expression of I" given by (.1)). When d < n, and noting that the eigenvalues of A are O(1), " can

be replaced by I := 3~ ) Agmg, which is a convex combination of {A¢}e[m). Hence, minimizing

tr((I — T~1/250~1/2)2k) in effect corresponds to approximating ¥ with a convex combination of
the task covariance matrices and so tasks which place high weight on directions well represented in
> (i.e. relevant ones) are desirable.

Hardness. The other factor in task selection is the hardness of tasks. We argue that when the target
task is hard (as is often the case where models are compared on difficult benchmarks), our proposal
favors selecting hard tasks during training. Without loss of generality, by scaling features we can
assume that tr(Ay) = 1,V¢ and tr(X) = 1. With this normalization the hardness of task is captured
by the minimum eigenvalue of the corresponding covariance matrix. Now, invoking the test error
given by tr((I — I'~1/2XI'~1/2)), the absolute error along minimum eigenvectors of ¥ contribute
more towards the error. Given that the target task is a hard one, 0,,;, (X) is small and in the next
proposition we show that to estimate 3 well on this direction by a convex combination of available
tasks, we need to select some hard tasks (those with small minimum eigenvalue).

Proposition 4.3 Suppose that |omin (T') — omin(X)| < € and define D := {€ € [T], omin(Ae) <
4(e + omin(X))}. Note that D corresponds to tasks with small minimum eigenvalues (hard tasks),
since both & and o (X) are small. Then, Y, , 7p > 1/2. In words, at least 1/2 of task selection
probabilities are on hard tasks.

Further simplification of task selection procedure. Note that the optimization problem [@.4) is
inherently nonconvex, which motivates us to turn to simplifications that transform it into a convex and
tractable form for large-scale problems. We make two modifications: 1) As discussed before when

d < n and since the the eigenvalues of A are O(1), I" can be well approximated by I:= Do e Agmy,
which is a convex combination of {A¢}se[m). 2) The objective in @4) seeks to make I'~/2xT~1/2

close to the identity matrix. Instead, we minimize || I — X ~'T'||% ~ ||I — ©~'T'||%, which pursues the
same goal but through a different formulation. With these consideration, we propose the following
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alternative optimization for choosing task selection probabilities {7} ¢c[r):

min HI oyt Z] AgmHi (4.5)

{me}eern =

subject to Z me=1, m >0,V e|[T]
0€[T)

This is a quadratic optimization problem and can be efficiently solved at scale.

5 EXPERIMENTS

In this section, we conduct experiments to validate our theoretical results.

Setting. We conduct experiments in two settings. First, we consider a transformer with a single
linear self-attention (LSA) to confirm our theory. Then, we consider large, nonlinear transformer
architecture namely GPT2 to validate our conclusions. In both cases, the data distribution follows
our in-context weight prediction task in Sec. where z; ~ N(0, A), w; ~ N(0, I5). We choose
the token dimensions d = 10. During inference, we let the model to output multiple steps before
returning the final predicted weight vector. At each step ¢ we concatenate the embedding with
[04, w;, 1] as in Eq. and input the concatenated embedding matrix to the model. The predicted
wy, will be returned after k steps of CoT. We report the average results and error bars over 10 runs.

Transformers with a single linear self-attention (LSA). We train the transformer architecture in Eq.
(3:2) on the synthetic data generated as described above. We generate 5000 examples, use a batch size
B = 1000 and run Adam with learning rate 7 = 0.001 for = 1000 epochs. For the results reported in
the main paper we follow our theoretical setting in Sec. That is, we initialize transformer weights
(V(0), W(0)) according to Theorem 3.1 where V'31(0) is set randomly with entries independently
and uniformly drawn from [0, 1], and we set ¢ = 1. We also do not perform CoT during training.

We report additional results with random initialization and training with CoT in Appendix [B]

Large, nonlinear transformer architectures. We use a decoder-only Transformer architecture
(Vaswani et al.,[2017) from the GPT-2 family (Radford et al.,|2019)), consisting of 12 layers, 8 attention
heads, and a 256-dimensional embedding space. In total the model contains 9.5M parameters.

This architecture takes as input a sequence of vectors in its embedding space and predicts
the weight vector within the same space. We apply this architecture to prompts of form
(Tr1,Yr1s" " s Trm, Yr.m, Wo, 1) in the following manner. In line with (Garg et al., 2022), we
map each ¥, ; to the same dimension as ., ; by appending zeros, and map x ;, - ; into the latent
embedding space of the Transformer through a (learnable) linear transformation. We get the predicted
w, as the model output. Similarly, we map the model output, i.e., w, from the latent embedding
space of the Transformer to a d-dimensional vector through another (learnable) linear transformation.
Training is performed with a batch size of 64 over 25k total steps. The model is randomly initialized,
and CoT is applied during both training and inference. We used curriculum learning|Garg et al.| (2022)
to speed up training.

Larger test-time compute reduces the requirement on training-time compute. Fig[2al 2c|show
test error vs length of CoT (k). For the LSA model, we use n = 10, 20, 30 and for GPT-2 we use
n = 20, 30, 40. We see that by increasing the test-time compute (k), we can decrease the length of
prompts n during training to get a similar test error.

When more thinking hurts. For training, we sample prompt inputs from N(0, A) where A is a skewed
covariance matrix with eigenbasis chosen uniformly at random and ¢-th eigenvalue proportional to
1/i. For test, we sample prompt inputs from N(0, I;). We normalize the inputs so that their expected
squared norm is equal to that of inputs encountered during training. Fig [2b] [2d] show that when some
of the directions of the target task are not sufficiently present in the training data, allowing for more
thinking during test time would hurt the performance. An interesting observation is that when the
model is in overthinking regime (Fig[2b] 2d) larger prompt length n yields a higher test loss, while
when the model is not overthinking, larger n reduces the test loss (Fig[2a] 2c).
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Test Loss
Test Loss
Test loss
Test loss

124 8 16 32

(a) LSA (b) LSA (c) GPT-2 (d) GPT-2

Figure 2: More test-time compute reduces training-time requirements for (a) one-layer transformer
and (c) GPT-2. However, insufficient task coverage in training data makes longer CoTs harmful for
(b) one-layer transformer and (d) GPT-2. For GPT-2, the errorbars are std of 10 runs. For LSA, std is
negligible as we start from the fixed initialization in Eq. (3.6). Same value for n is used in training
and test.

5.1 TASK SELECTION

We design an experiment to illustrate that our method prioritizes diverse and hard tasks. We consider
a multi-task setup with four task types, where each type is defined by two parameters o and B. These
parameters respectively control the decay rate and the support size of the eigenvalues. Specifically,
eigenvalues are proportional to ¢~ for ¢ € [B] and zero elsewhere. The positions of nonzero
eigenvalues are uniformly shuffled within [d], and the eigenvalues are scaled to have unit sum. Here,
B captures task diversity, while o captures the task hardness (with larger o producing smaller nonzero
eigenvalues, corresponding to harder tasks according to measure (3.11)).

The four training task types are: Easy-Short (o« = 0.2, B = 20), Hard-Short (o« = 0.8, B = 20),
Easy-Long (o = 0.2, B = 100), and Hard-Long (o = 0.8, B = 100). The target task is set with
a = 0.8 and B = d = 1000. We generate 50 tasks of each type by randomizing the eigenbases
and the support of eigenvalues. We then solve the quadratic optimization problem (#.3)) to obtain
task selection probabilities 7y, for £ = 1,...,200. Fig|3aldisplays these probabilities, colored by
task type, with solid lines indicating their average per type. As shown, harder and more diverse
tasks receive higher selection probabilities, while easier, more concentrated tasks are weighted lower.
Fig[3b|further plots selection probability versus task hardness, confirming that harder tasks are indeed
favored, consistent with our theoretical analysis in Section@

0.03 M
0.03 + Easy-Short i
- * Easy-Long <
£0.025 * Hard-Short 50'025 §
= Hard-Long = M
Z 002 Z 002 i
3 3 1
'S 0.015 5 0015 i
& 8 %
£ o001 2 001
5 £ i
E . % 0.005 : +
0.005 o e : * :
e B s o* g™ +f¢¢ﬁ * i i
0 0
50 100 150 200 0 50 100 150 200 250 300
index Hardness of task
(a) Selection probabilities for different (b) Selection probabilities vs. task hard-

task types ness

Figure 3: Task selection in a multi-task setup (a) Each color corresponds to a task type with solid lines
indicating the average selection probability per type. As we observe harder and more diverse tasks
receive higher selection probabilities, while easier, more concentrated tasks are weighted lower (b)
Task selection probabilities versus task hardness. As we see harder task are favored in the selection.

6 CONCLUSION

In this work, we provided a theoretical and empirical framework for understanding in-context learning
in transformers, showing that chain-of-thought prompting at test time enables models to emulate
multi step (pseudo)-Newton’s method. By introducing a principled notion of task hardness based on
features covariance spectrum, we derived scaling laws that clarify how test-time compute, context
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length, and task diversity interact. We proposed an optimal strategy for task selection in a multi-task
training that shows training on a diverse, relevant and hard set of tasks during training results in best
performance for test-time scaling. We also validated our findings on both linear self-attention models
and GPT-2. We will conclude by discussing some limitations of our work which pave the way for
future directions of work. Our theoretical analysis in this work is limited to linear regression tasks
and single-layer linear self-attention, and an important direction for future work is extending these
results to nonlinear data generation settings and transformers with nonlinear activations.
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A PROOFS OF THEOREMS AND TECHNICAL LEMMAS

A.1 PROOF OF THEOREM

Lemma A.1 Assume an initialization of the form

0 0 0 O 0 0 ¢ O
o 0 0 0 O 100 0 —c
VO =1y0 0 0 ol "WO=1g 0 0 o
0 0 0 O 0 0 0 O
When the linear transformer is trained under gradient descent. Then V (t) and W (t) have the

following form:

0 00 0 00 ¢ 0
| o o000 o0 0 Wu®)
VO =1y o 0 o> WO=]g 0 0 o
0 000 00 0 0
with V31 (t) € R4 and Woy(t) € R.

Lemma@] is very similar to (Huang et al.l|[2025a, Lemma C.2). The difference is that here the
features covariance is non-identity, while we do not do CoT during training.

Given that several blocks of V' (¢) and W (¢) remain zero across the gradient updates, we can reduce

the loss function in a simpler form. Define the shorthand V() := Va1 (t) € R and w(t) :=
Waa(t) € R. Invoking (A.3) we can rewrite the loss as follows:

L(O(t)) = %E (||fLSA(ET§0(t))[:7—1] = (04, 0, w, I)HZ)

0 0g4 0
_ EIE 0 n 1 0 |0
- 2 UA}() n V31 (t))()(T (C’UA)() + W24 (t)wT) Wr
1 0 L1,
2
1 - . 2
~-E <H(V(t)w(t)A ~ Dw, ) : (A1)
2 Lo
with A ;== XX T /n. As we see w(t) does not provide additional degree of freedom in minimizing
the loss since it appears as the term V' (¢)w(t). This clarifies fixing w(¢) = —c along the gradient
updates.
We then have

1 N .
L(6) = JE [tr(cZVAQVT y 2cVA)}

Lemma A.2 Let X € R¥*™ with columns drawn i.i.d from N(0, A). For any deterministic matrix A
we have

bodwod -1 1
E ( A > = DT AAA + = (A(A+ AT)A + tr(AA)A) .
n n n n
Using Lemmal[A.2] we have
N 1 1
E(A%) =" 2A7 ¢ Lya)a = TA.
n n
Therefore,
2, d .
L(0) = Str (VTAVT) + 5+ ctx(VA) (A2)

This is convex in V and so gradient descent with a fixed step size < 1/L converges to its minimizer,
if V%,L =< LI. We have
ViL=cTA,

12
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so we can take L = c? ICAl,p- To find the minimizer of L(6), we set its gradient to zero,

2 ~ ~
%(FAVT +VIA) +ch=0,

which is a continuous-time Lyapunov equation (Note that I and A commute and both are symmetric).
rt

Hence, it has a unique solution given by V=— —.

As the final step, we show that V,, and W, are also a global optimum for the population loss, even
without making the specific structure imposed by gradient descent as described in Lemma[A.T]

We continue by computing the output of LSA, and recall that wy = 0.

E'WE.[:, -1
VET.TW—T[’]
n
X 0 0
_ 1 y 0| o7 0
=2V 0w o T2 0
_01><n 1 1
XXT XyT 0 07 [Wu
Ly feXT ot o0 0 Wa
n Odxn Odx1 Ogx1 Ogx1 W34
_01><n 01><n 0 1 W44
(XX T Wiy + Xy Wy
‘v yX Wi +yy " Way
n 0
L Way(t)
Therefore,
fLSA(ETaH)[:v _1} - (Od707w77 1)T
0 XXTWis+ Xy Woy 0
_ |0 1 yX TWig +yy " Wy 0
= lo| TRV 0 |,
1 Wy 1
XX TWis + XX Tw,Woy 0
_ Ly |l XX W+ w] XX Tw, Wag| | O
n 0 Wy
Wiya 0

The loss function is the expected squared norm of this object. To minimize it, we can make its first,
second and last entries zero by setting the corresponding rows in V' to zero. This gives us

L(0)

1 1 1 2
>3 ( —(Var + Vaow )X X T (Wia + Waswr) — wy + —Vaa Wy )
12
1 " 1 . - . 2
=3 E ( Va1 AWy + EVMWM + (Va1 AWay — Dw, + Vagw] AWy + Vagw] AWosw, )
Lo
1 N T 2
> 3 E( ||(Vs1AWas — DNw, + Vaow, AWy ,
2
1 N Tr 2
= iE (‘/231W24A+‘/32W14A7])w7- ’ ,
2

where the penultimate step holds since the cross term is an odd function of w. and so its expectation
is zero. The other eliminated term is squared and so non-negative. In the last step we used that

w) AW,y is scalar and so can be replaced by its transpose. In addition Wy, is also scalar and can

13
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commute with A. now observe that V39 and W14 do not offer any flexibility in minimizing the loss
function as their effect can be absorbed in V31 Woy4. Therefore, we can set them to zero. Hence,
1 o
min L(6) > min S E (H(vg,lwwx ~ Duw,

2
vV.wW V31,Way )

Observe that the right-hand side is of the form (A.T) and hence its global optimum (reached by
gradient descent) serves as the global minimum of the loss.

A.1.1 PROOF OF LEMMA

To prove this lemma, we prove that when the irrelevant blocks are 0, the gradients of the loss remain
zero on those blocks and they never update the corresponding parameter block.

We do induction on ¢. Suppose that the claim holds for . We start by computing the output of LSA.

E'WE,[:, -1
VET.TVV—T[’]
n
[0 0 00 X 07 0
1 0 0 00 Y 0 T 0
= — A E S
2 V@ 0 0 0| [0men 0| BT g
| 0 0 0 0] [O1xn 1] 1
i den Od_ [ X 0 Tr C’lf}o
_ 1 0 O y O Waa(t)
n |Vai()X  0a| |Odxn o 0
L O1><n 0_ _01><n 1 L 0
i den Od_ N
_ l O1xn 0 CXTQfJO + I/V24(7f)yT
n |Vai(H)X 0q] | 0
L len O_
- 0,
1 0
= 0 | Ve () XX (ctbp + Was(tyw,) | (A-3)
| 0
where we used that y T = X Tw?*. We proceed with calculating the derivatives of the loss:
1 2
VL) = 5V E (|| fisa (Br: 00y — (00,0,wr, D7 )
o7 BBl
=E (fLSA(ET;e(t))[:,—l]_(Odaovw’rvl)) ET[:u_]-] w T
E]WE,[:,—1 E.E]
=E KVET : TTH — (04,0, w, — wo,())) E,[; 1]TWTnT]
(A4)
We note that
E]WE,[:, -1 .
VE,- TTH — (04,0, w, — 10, 0)
(OF
1 0 A5
= o | Var ()X X T (et + Was(Bw,) + n(ibp — w,) | (&.3)
0
In addition,
XXT Xy' 0 0
E.E] 1 X7 T o0 0
o Tw T e L Y vy
E.[:,-1]' W - n[cwo Waa(t) 0 0] 0 0 dow] o

o 0 @] 1

1. N
= E[CWOXXT + W24(t)yX—r coXy' + W24(t)ny 0 0. (A.6)

14
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Plugging in from (A-3) and (A.6) into (A-4) we get the following structure for the gradient of the
loss:

0 0 0 0
0 0 0 0

VEOW) = 1wy, L0@) Vi LO@) 0 0f ° &1
0 0 0 0

where
VVBIL(G(t)) = %E [(‘/z),l(t)XXT(CIZJO + W24 (t)wT) + n(wo - w-,—)) (ClZ]oXXT+W24 (t)yXT)]
Vv, L(0(t))= %E[(Vgl(t)XXT(cwo + Wos(Hw,) + n(wg — wT)) (cu?oXyT—FWM(t)ny)]

Recall that we set wy = 0 by which we obtain

Vv, L(O(t)) = % E (Va1 (t)Was()XXT — nl)w, Was(t)yy ")

Waal(t
= %() E (Va1 () Woa() X XT — nl)w,w, XX Tw,) =0

since it is an odd function of w, ~ N(0, I'). (Note that the population loss is non-random, due to the
expectation in its definition. Since the initial V'(0), W (0) are non-random, the trajectory V (¢) and
W (t) are non-random.)

We next proceed with calculating the gradient with respect to . We have
Vw L(0(t))

= %VWE (HfLSA(ET;9(t))[:,—1] — (04, 0, w-, 1)HZ>

_ %]E [E,ETVT (fusa(Er:08)i 1 — (04,0, w,, 1)) B[, 1] 7]

T R
= %]E {ETEIVT (VET : %H — (04,0, w, — 1110,0)) E.[; —1]T}
XX Va1 (t) " (Va1 () XX T (e + Was(t)wy) + ndo — wy))
— i E yXTVg,l (t)—r (‘/Egl(t)XXT(Clz)O + W24(t)w7) + ’n(’UA}O — wT))
n? 0
0

0 0 @ 1|,

where the last step follows from the following equation and simple algebraic calculation:

XXT XxyT 0 0
yXT gyt 00

T _ . 1T _ "
EEl = |7 0 gl ol E,[,-1T=[0 0 @, 1],
0 0 o 1
T Od
EIWE,[:, —1] N 0
VET ’ n N (0d7 0’ Wr = Wo, 0) o ‘/E),l(t)XXT(Cﬁ)O + W24(t)w7)+ n(’lf}o — ’U}T)
0

Recalling that wy = 0 we simplify VL as follows:

XXTV31 (t)T(VE),l(t)W24(t)XXT — ’I’LI)U}T

VWL(H(t))zéE yX Vs (1)" (V31(t)%/24(t)XXT—”I)wT 0 0 0 1. A8
0

We have E[X X TV3 (#) T (Va1 (1) Was () X X T +nl)w,] = 0, since Vz; (t), Way(t) are non-random
and w; is zero mean and independent of X. Hence, Vy,, L is the only non-zero block.

15
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A.1.2 PROOF OF LEMMA

1 T T 4 T A T
SE[XXTAXXT] = — ZE [wiz] Azjz]]
0.
There are n(n — 1) terms where ¢ # j and n terms with 4 = j. Since x; and x; are i.i.d., let 2 denote
either of them. Thus,

2
The first term is the second moments. For the second term we use Isserlis’s theorem, by which we
have

%]E [XXTAXXT] = ni (n(n — DE[zz"|AE[zz "] + nE [zz " Azz'])

(E [:chAacx ZE Tk Apxi ;)
= ZAM iz Elziz;] + Elziz] Elzre;] + Elziz;] Elzzg])

Assuming E[zz "] = A, we get
E[zaz " Azaz’] = A(A+ AT)A + A Tr(AA).
Therefore we obtain
1
SE[XXTAXXT] =
n

% (A(A+AT)A + Atr(AA)) .

A.2 PROOF OF PROPOSITION

Recall V, and W, given by (3.6), as the estimated blocks of the transformer after training. We next
rewrite the updates for w; is a more explicit form:

0,7
Fsa(En 09—y = | 0| +VE:- EIWE, )
LSA(L4, [5,—1] — w; i m
. 1 -
047 cw;
_ 0 1 T | —C
= w; =+ EVYE‘ZE’2 0
| 1] 0
[04] XXT  XyT cw;
0 1 yXT ny —cC
= —V
w; + m Odxd  Omxm 0
L1 0 0 0
(047 0 0 cw;
10 i 1 0 0 —c
| wy m |Vai XXT Vs Xy’ 0
L 1] 0 0 0

Recalling that V31 = I'~!/c we obtain

1 1
Wit = w; — Er—lxtestxgstwi —~ Er—lxtesty;;st

= - %F 1XtestXte§t( wteat)
Rearranging the terms, w; 11 — Wiest = (I — iF ! Xiest Xihat ) (Wi — Wiest ) Which results in
Wht1 = Weest + (I — *F lXtcstXtcst) (wo — Wrest)
=(I-I- fr ' Xiest Ximst) ¥ ) Wrest (A.9)

which completes the proof.
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A.3  PROOF OF THEOREM 3.3
Define the shorthand A = Xiest X bt /m. We have

2 ~
E( = wiest17,) = E(|[(7 = T B)wieat]|, ) = wl BT = AL = T A)wren

2

= w;st(‘[ - F_lA - AF_l + ]E(AF_QA))wtest
Using Lemma[A.2] we have

E(AD2A) = mLap2p g i(QAF*QA + tr(AT"2)A)
m m

it pen g Lpara,
m m

Using that '~ and A commute and both are symmetric we obtain

. m+1
E(|d — wiest7,) = weese (I — 207 1A + =

1
2A2 + —tr(AF_2)A)wtest
m
1
- wtest(I - 1A) Weest + wtest( _2A2 + tr(AF_2)A)wteSt
Using the definition I' = (1 + 2)A + Ltr(A)Z, itis easy to see that
0<I-T'A= (I+tr(A)A H

Also since ™! < A~!, we have
I2A2 4 tr(AD"HA < T+ tr(A™HA

Combining the last two equations, we have
. 1 _ 1 _
B (1~ i) < w0l (S04 AP 4 (4 A1) )

Taking another expectation with respect to west ~ N(0, ) we get

1
n2

E(|[@ — wiess|l7,) < —(d+ tr(A)2tr(A2) + 2tr(A)tr(A™1))) + %(d + tr(A"Y)tr(A))

The claim follows by noting

tr(A)tr(A™Y) < d

tr(A)N 2
tr(A)2tr(A™2) < d( ; )) :
where A, is the minimum eigenvalue of A.
A.4 PROOF OF THEOREM3.4|

We define A := L Zk L ix] . After k steps generation, we have wy 1 = (I — (I — T A)F)wyeq
and so

2 N N
E(|lwps1 — wiest]|?,) = H “ies || ) = B6r((1 = AL)HI =T 71R)Y). (A10)

Note that ' and A commute and both are symmetric. Therefore I'~! A is also symmetric. We denote
by o; the eigenvalues of I — I'"'A. The matrix I — I'"' A however is not symmetric. We denote by

= .

0; the eigenvalues of [ — A, By Weyl’s inequality, we have |o; — ;| < HF‘l(A — A)
op

17
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‘We then have
O¢i2k S (Ui +5)2k

2k
:Ui% (1—}—6)
0;
2k j
2K\ [ §Y
_ 2k 2
- (2 (5 (G
Jj=1
2k §\J
<o (14> (2k) <J> (A.11)
j=1 !

Define A; := 2k 2’“5 . We next proceed by bounding E A;). Observe that A =
J=1

L > ie(m] zix], with z; ~ N(O7 A). Using concentration bounds on random matrices with in-
dependent sub-gaussian rows (See e.g. (Vershynin, 2010, Eq. 5.26)), we get that with probability at

least 1 — 2e Ct2,
< max(e 52) 1Al e=C/—+—
= ) op’ m

Since A and so I have bounded eigenvalues, by adjusting the constants ¢, C' (absorbing ||A[[,, and

||I‘_1 Hop into these constants), we also have that with probability at least 1 — 26_Ct2,

d t
< 2 = — 4+ —. .
o < max(g, ), ¢ C’\/m+ N (A.12)

We define the probablhstlc event £ 1= { , < Ck?\/d/m}. Obviously, E(A;1¢) < Ck?\/d/m.
We also have E( A; ilee) fcz@W P(A; > s)ds. Note that by definition of A;, we have

5= Hr*l(A_A)

2k ,
N 2k6N\7
A=Y ( ) < 2k max (21@5/@, (2/«5/02-)2’“) < C'kmax(ks, (k6)2*) .
4

j=1
Note that since eigenvalues of A are upper and lower bounded by constants, so are ¢;’s. Therefore,
we can work with one constant C’ that works for all ¢ € [d].

By virtue of the above bound, if A; > s we have § > min( g, (zzir) 2 k) > k% min(s, sﬁ) We

next choose ¢ such that for e = C’\/% + \/t—m we have max(e,?) < % in(s, sﬁ), so that we can
apply the tail bound (A:12).

In addition, for s > Ck?y/d/m we have ;% min(s, s7k) > C'y/d/m, and so it suffices to have

2 . 1 . m 1
max(\/tm, L) < 75 min(s, s2¢ ). Therefore, we can set t = min(¥z"s, ‘é;s% \/kﬁ\/g, ‘/Tmsuc)

E(Ailg.) = / P(A; > s)ds
Cck2\/d]m

o0 1 1
< / <5 > — min(s, s2* ))
Ck2+\/d/m k

< / 2 exp(—ct?)ds
Ck2+\/d/m

By considering each of the four terms in the minimum operator defining ¢, and following algebraic
manipulation, it can be seen that the right-hand side above is O(k?y/d/m) and hence,

E(A;) = E(Ailg) + E(Ailee) < C(k/d/m), (A.13)
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for a constant C' > 0 and for all 7 € [d]. Combining (A.T0) and (A.14) and the bound A;, we obtain
. 2
E(Jwi - wiesl},) < El|[(7 = ATH| ]

@ U
< E() 67
=1

®) & _
<> o1+ E(A))

=1

d
DTt Cky/4)
i=1
= (I~ T A1+ Chy /2,

where (b) follows from (A:1T) and (c) follows from (A:13). In addition, step (a) follows from the
following lemma from Horn & Johnson|(1994).

Lemma A.3 ((Horn & Johnson| [1994, Eq.(3.3.39))) Let A be a given d by d matrix and let m be a
given positive integer. For all p > 0 we have

q q
Zai(Am)p SZO’i(A)mp, forq=1,...,d,
i=1 i=1

where for a matrix B, o;(B) denotes the singular values of B.

Step (a) follows by using the above lemma for A = (I — AT')*, m = k, p = 2, ¢ = d. This
completes the proof.

A.5 PROOF OF COROLLARY

Recalling the definition of I" given by (3.5), we have
-1

1 1
I-T'A=1—|(1+)A+—tr(A)I| A

n n

= [(n+ DA + tr(A)I] " (A + tr(A)T)
Amin + tr(A)

~ (n+ 1)Amin + tr(A)

1+ Hard(A)

~ n+ 1+ Hard(A)

—1
n
- (” 1—|—Hard(A)> L

—2k
tr((I — 1—‘_1[\)%) <d (1 + n(A)) )

Therefore,

1 + Hard
which completes the proof by invoking the result of Theorem 3.4}

A.6 PROOF OF THEOREM 4.1

The proof follows a long the same lines as in Theorem [3.1] Under the multi-task setting, each feature
x is now coming from a mixture of normal distributions. The main modification needed in the proof
is on statement of Lemma[A.2] which is extended as follows.

Lemma A.4 Let X € R¥™ with columns drawn i.i.d from a Gaussian mixture distribution, with
probability my from N(0, Ay). Then, for any deterministic matrix A we have

E (XXT AXXT> _n ; 1 (%: Aem)A(%: Agme) + % Z(Ae(A + AT)Ay + Agtr(AA))mg .

n n
)4

19



Under review as a conference paper at ICLR 2026

Using Lemma[A4] we have

bodl XXT)
n n

5=k Spidnk (Xt S A7 + Astr(Ad)me.

¢
Continuing from (A-2)), we have

2 ~ ~
L) = %tr (VSVT) + 8 etV Z Aeme))
Setting the derivative to zero, we obtain
2 - T
VL) = 5 (V(S+5T) + cze: Agrry .
Solving this equation, using that .S is symmetric, we have

~ 1
== A -1 -p-l
14 C( % eme)S c )

where the last step follows from the definition of I".

A.7 PROOF OF PROPOSITION

The proof is similar to the proof of Theorem Recall & = L X, X1, = L% 2],
the empirical covariance of the features in the test prompt. A major difference with the proof of

Theorem , here we have to work with T=13 and 1 ., neither of which are symmetric. To relate
the trace of their powers to their singular values, we do a symmetrization step. We write
(I-T7'S)F
=(I-T 'S -T7'8)...(I-T'%)
=D V2rV2(f TS V2rY2(p — T S22 p2r2( - TS
=T~ V2([ -1 'V280-12)(1 = T-V280-Y2) (I — T~ V28r-1/2)pt/2
_ F—1/2(I . F—1/2§F—1/2)kF1/2 )

Hence,

tr((1 — ST™YHFH(I = T7I8)%) = to(TV/2(1 — D728 V2)kp—1(1 — D128~ 1/2)k11/2)
= tr((I — D280~ 1/2)bp=1( — T-1/280~1/2)kT)
tl"(( 1/22F_1/2)k (I F—1/2ZF 1/2)k) (F)
tI‘(( 1/2EF 1/2)k 1([ T I/ZEF 1/2)k> (F)
= tr(( — T~Y2ET /227 —1)tr(I)
< tr((I = T7Y280 Y22 (T~ Hte(T) . (A.14)

In the equalities above we used the identity tr(AB) = tr(BA). The inequalities follows from the
fact that for positive semidefinite matrices A, B we have tr(AB) < tr(A)tr(B).

We next denote by 6; the eigenvalues of I — I'~1/25'~1/2, and by o; the eigenvalues of I —
['—1/2%T7~1/2, Similar to the proof of Theorem [3.4, we have 62¢ < o2#(1 + A;) with E(A;) <

Ck+/d/m forall i € [d]
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By continuing from (A.T4), we get
Eltr(( — ST™H*(I —T718)%)] < tr(DY)tx(D) ]E[tr(([ — T 28T 1/2)2k)

< tr(T ZA%

< tr(T Za%l-i-E i)

< tr(T ZU% 1+ Ckv/d/m)
= tr(I'~ )tr(F)tr((I — D250 Y220y (1 4 0(1)),

where in the last step we used that k+/d/m = o(1) by our assumption. This concludes the proof.

A.8 PROOF OF PROPOSITION

The proof follows from the Markov inequality. Define a discrete random variable X which takes
values o min(Ay) with probability 7, for £ € [T']. We then have

P(X <2+ 0min(2) = D Tl (0 (A)<2(4omn(E) = D Tt
Le(T) LeD
In addition,
= ZWUmin(Ae) < Umin(z meAg) = Omin(T),
by using the convexity of minimum eigenvalue and Jensen’s inequality.

Recalling I" from (4.1)), we have

nfl

MM—*

£e[T)
for n > 2. Combining the above two equations, we obtain

E[X] < 20min(T) < 2(0min (%) +¢).
Therefore,

> m=P(X <A(e+ omin(X)))
LeD

=1-P(X > 4(¢ + omin(T)))

o1 EX
- 4(e + omin(X))
11
>1—-=-,
=27 2

where we used Markov’s inequality in the third step.
B ADDITIONAL EXPERIMENTS

We report additional experiments on a transformer with a single linear self-attention, when starting
training from random initialization and performing CoT with length k during training. Similar to
the main paper, the data distribution follows our in-context weight prediction task in Sec. 3.1} where
x5 ~ N(0,A), w, ~ N(0, I4). We choose the token dimensions d = 10. During inference, we
let model to output k steps before outputting the final predicted weight vector. At each step ¢ we
concatenate the embedding with [04, w;, 1] as in Eq. and input the concatenated embedding
matrix to the model. The predicted wy, will be outputted after & steps of CoT.

21



Under review as a conference paper at ICLR 2026

Fig. [fa] 4] show the test loss during training for k& = 2, 4. For each k, we train the model with
n = 20,40, 80. The training and test data are generated from z,; ~ N(0, I), w, ~ N(0,I). We
see that for a fixed value of &, larger n yields a lower test error, which confirms our theoretical results.

Fig. [4c|shows the test loss during training when training distribution is skewed and some directions
of the downstream task are not represented enough in the training data. from N(0, A) where A
is a skewed covariance matrix with eigenbasis chosen uniformly at random and ith eigenvalue
proportional to 1/i. For test, we sample prompt inputs from N(0, I;). We use n = 20. We see that
larger k yields a higher test error. Thus, larger test-time compute hurts the performance when some
directions of the downstream data are not enough presented during training.
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Figure 4: Transformer with a single linear self-attention. (a), (b) Fixing the test error, by increasing k,
we can decrease the length of prompts n during training. (¢) When some directions of test are not
enough represented in training data, more test-time compute hurst the performance.

B.1 EFFECT OF TASK SELECTION ON TEST TIME SCALING

To demonstrate the improvement we get from our task selection procedure, we consider the set up
of Section where we generate wyes; With i.i.d entries from N (0, 1). During the test time we
initialize with wy = 0 and let the model generate the final estimate of wy.g; after k step generation.
We set the prompt length during training to n = 50 and prompt length during the test to m = 500.
In the plot below we show how the error ||wiest — wg|| behave for the following task selection
procedures: 1) Optimal task selection: We set the probabilities 7, by solving the optimization
problem (#.3). 2) Uniform selection: Where we select tasks during training with equal probability. 3)
Easy task selection: Where we select only the easy tasks (Easy-Short or Easy-Long as described
in Section[5.I) with equal probabilities. In Figure[5] the estimation error for different task selection
procedure is plotted versus k, the length of generations during test time before outputting the final
estimate.

As we see under the optimal choice the error goes down with k, while under under the two other
procedures the error goes up with k, indicating that a proper choice of tasks during training can avoid
overthinking, which can occur under other choices of tasks during training.

——optimal selection
80 |——uniform selection
——easy tasks selection

60 -

test error

40

20

Figure 5: Effect of task selection during training on test-time scaling
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B.2 EVALUATION ON REAL REASONING BENCHMARKS

We conducted new experiments to train Qwen 2.5-7B-Instruct on the OMEGA dataset (Sun et al.,
2025)). We chose two tasks from the OMEGA dataset, namely GCD and polynomial root reasoning.
These tasks are designed such that training on one does not benefit the performance on the other. We
fine-tuned the base model (Qwen-Base) with RL separately on the training data of GCD and Poly.
We call these models Qwen-GCD and Qwen-Poly. We evaluate both models on the test data of GCD.
As expected, for the harder tasks that require longer reasoning, all models have a lower performance.
However, we see that while shorter test-time thinking (CoT length less than 1k characters) yields a
much better performance (+44.69%) on GCD for Qwen-GCD compared to Qwen-Base, it yields a
slightly lower performance on GCD for Qwen-Poly, compared to Qwen-Base (-1.39%). Interestingly,
when models reason for longer at test-time (between 1k and 2k characters), Qwen-Poly has a much
lower performance (-6.37%) compared to Qwen-Base, while Qwen-GCD outperforms Qwen-Base
by 11.2%. This confirms our theoretical results that when training and test data are aligned, more
thinking helps. But, insufficient task coverage in training data makes longer test-time compute
harmful.

Table 1: Average accuracy on GCD for Qwen2.5-7B Instruct (Base), Base model fine-tuned on CGD
(Qwen-GCD) and Base model fine-tuned on Poly (Qwen-Poly). For all the models, the accuracy on
examples that require longer CoT is lower (compare the second column to the first column). This
confirms that examples that require longer CoT are generally more difficult. The % in () shows
the fraction of test data with the corresponding test-time CoT length. Notably, shorter CoTs (0-1k)
considerably improves the performance of Qwen-GCD (75% versus 30.39%) and slightly harms
the performance of Qwen-Poly (29% versus 30.39%). Longer CoTs improve the performance of
Qwen-GCD (38.4% versus 27.2%) and significantly harm the performance of Qwen-Poly (20.83%
versus 27.2%).

\ CoT length \ [0, 1k) \ [1k, 2Kk] \
Qwen-Base | 30.39% (30% data) | 27.2% (70% data)
Qwen-GCD 75% (15% data) 38.4% (85% data)
Qwen-Poly 29% (32% data) 20.83% (68% data)
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