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Abstract

Natural disasters cause devastating damage to communities and infrastructure every
year. Effective disaster response is hampered by the difficulty of accessing affected
areas during and after events. Remote sensing has allowed us to monitor natural
disasters in a remote way. More recently there have been advances in computer
vision and deep learning that help automate satellite imagery analysis, However,
they remain limited by their narrow focus on specific disaster types, reliance on
manual expert interpretation, and lack of datasets with sufficient temporal granular-
ity or natural language annotations for tracking disaster progression. We present
MONITRS, a novel multimodal dataset of more than 10,000 FEMA disaster events
with temporal satellite imagery and natural language annotations from news articles,
accompanied by geotagged locations, and question-answer pairs. We demonstrate
that fine-tuning existing MLLMs on our dataset yields significant performance
improvements for disaster monitoring tasks, establishing a new benchmark for
machine learning-assisted disaster response systems.

1 Introduction
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Figure 1: Using news articles, we extract exact locations of disaster events and corresponding captions
for event timelines. Our MONITRS dataset enables precise disaster monitoring, as shown in this
Minnesota severe storm sequence. The May 27th image shows evidence of flooding with increased
vegetation and darker water-saturated regions. Models finetuned with MONITRS correctly identify
the temporal onset of the storm while baseline models fail to detect the initial evidence.
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Natural disasters cause significant damage to infrastructure, homes, and communities, resulting in
loss of life and billions of dollars in economic costs annually. Effective disaster response depends on
understanding what events are occurring, where they are taking place, and how they progress over
time [[6]. However, affected regions are often inaccessible or dangerous to access during and after
disasters.

A promising solution is automatic analysis of satellite imagery, enabling non-invasive coverage
of disaster zones [3]. However, natural disasters pose unique challenges for such analysis: they
are characterized by rapid change in a short period of time, and understanding this rapid temporal
evolution is critical for disaster management. Unfortunately, much of the recent literature on
recognizing concepts in satellite imagery focuses on static concepts like land-use and is not equipped
to analyze rapid change events like natural disasters. Approaches that do detect change often do not
allow for semantic interpretation [39]] or do not provide fine-grained temporal understanding [4, |13}
14]. The few approaches that have been proposed specifically for natural disasters either focus on
specific disaster types with specialized models [37, 2] or require substantial manual interpretation by
domain experts [8].

A key challenge in building recognition models for disaster understanding is the lack of annotated
datasets. However, building such a dataset is difficult: natural disasters are by definition rare, and
straightforward sampling of remote-sensing imagery is unlikely to chance upon these events. Even if
we were to get remote sensing imagery from natural calamities, they are not annotated with the kinds
of concepts we may want recognized. For instance, many of the available annotations for satellite
imagery revolve around land-use, which is why existing approaches can recognize when buildings
are built, but not where wildfire scarring has occurred. This lack of annotations cannot be resolved
easily through manual annotations because remote sensing imagery is an unfamiliar domain for most
lay annotators.

In this paper, we address this data challenge by presenting MONITRS (Multimodal Observations
of Natural Incidents Through Remote Sensing) — a first-of-its-kind dataset of remote-sensing
imagery of natural disasters annotated with natural language descriptions. Our key insight is to pair
public records of natural disasters in the US maintained by the Federal Emergency Management
Agency (FEMA) with news articles covering these events and containing detailed natural language
descriptions. We propose a novel data curation pipeline that combines these sources to produce a
unified resource for disaster monitoring research and application development.

MONITRS consists of approximately 10,000 disaster events documented by FEMA, paired with:

» Temporal sequences of geolocated satellite imagery capturing each event’s progression,
* Natural language annotations derived from news articles describing the events,
 Precise geotagged locations marking areas of interest within each event, and finally

* Question-answer pairs designed to train and evaluate multimodal language models

Unlike existing disaster monitoring datasets that focus on single disaster types or limited temporal
windows, MONITRS captures the complete lifecycle of diverse disaster events, from initial impact
through recovery phases.

Using our dataset, we demonstrate that existing remote-sensing multimodal LLMs (MLLMs) are
indeed unable to understand the progression of natural disasters. We find that existing models are
particularly bad at temporal grounding and event classification for natural disasters. To address these
limitations, we fine-tune existing MLLMs on our dataset and demonstrate improved performance in
the domain of disaster response.

Our work addresses a significant gap in disaster monitoring resources and lays the groundwork for
more effective, machine learning-assisted disaster response systems that combine the geographic
comprehensiveness of satellite imagery with the accessibility of natural language interfaces.

2 Related Works

2.1 Event Monitoring using Earth Observation Data

Many ML methods have been used to model temporal sequences of earth observation data. Particu-
larly in disaster monitoring, automated methods for change detection can help in planning disaster



relief, assessing damage extent, and monitoring recovery. These approaches typically analyze pairs
or sequences of images capturing the same location over time to identify changes that indicate
disasters [33} 139, 27].

Disaster monitoring presents unique challenges compared to general change detection tasks, as
changes can be sudden and dramatic and require models that can distinguish between normal changes
(for example, seasonal changes) and disaster-induced ones [30} 21} 23]]. Prior works have explored
various approaches for disaster-specific applications, including building damage assessment [2f], flood
extent mapping [37], wildfire tracking [38], and post-disaster recovery monitoring [36]. However,
most existing approaches are designed for specific disaster types or short temporal windows. This
limits the types of disasters that any one system can monitor [34].

While change detection techniques have made significant progress in identifying visual differences
between temporal imagery, they typically lack natural language understanding capabilities [21 24].
Some specialized models can identify and distinguish certain events, but they can only process
limited time sequences, making them insufficient for comprehensive disaster monitoring that requires
tracking changes over extended periods [4, [14] [13]].

2.2 Vision-Language Models for Earth Observation Data

Efforts to develop VLMs for EO data have been rapidly increasing. These methods commonly use
different single-image EO datasets and convert them to instruction-following tasks, then fine-tune a
LLaVA-like model on the dataset [|15) [14].

Recent works have introduced novel image-caption datasets for training remote sensing foundation
models, pairing aerial and satellite imagery with captions generated using landmarks or utilizing
public web images with the text filtered for the remote sensing domain [31} 22} [20]. These approaches
have demonstrated state-of-the-art generalization performance in zero-shot retrieval.

Most existing VLMs for Earth Observation are designed to handle single image inputs, limiting their
use for many real-world tasks that require temporal reasoning, particularly for phenomena like natural
disasters that evolve over time [16]].

Several recent works have developed VLMs that can engage in conversation about videos, demon-
strating the potential for temporal reasoning in multimodal models [[17, 40]. Approaches such as
TEOChat [14]] have shown that video-language models can be adapted to handle temporal sequences
of earth observation data, performing a wide variety of spatial and temporal reasoning tasks. However,
these models are constrained by the lack of temporal granularity in existing training datasets for
remote sensing events. This limitation prevents tracking the full progression of natural disasters.

2.3 Multimodal Datasets for Remote Sensing Events

Existing multimodal datasets for remote sensing typically focus on a limited set of tasks or specific
disaster types [19, 42]. Various change detection datasets focused on building change [12| [2f],
land cover changes, or land use changes [42]. While several works have designed self-supervised
approaches to leverage temporal sequences of earth observation data [39, 23| 121]], few have developed
comprehensive datasets that combine satellite imagery, geospatial information, and textual annotations
derived from real-world sources like news articles.

The lack of large-scale, diverse datasets that include multiple disaster types, temporal scales, and
annotations, presents a significant bottleneck for developing general-purpose models for disaster
monitoring and response. Our work addresses this gap by creating a comprehensive dataset covering
approximately 10,000 disaster events from FEMA, incorporating geolocated satellite imagery through-
out the duration of events, natural language annotations from news articles, geotagged locations
relevant to the events, and question-answer pairs for training multimodal language models.

3 MONITRS

Effective monitoring of natural disasters requires us to understand certain details about the disaster,
such as where it is occurring, when it began, and how it affects the infrastructure and communities



Locations Mentioned in News Articles:
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Figure 2: We demonstrate the use of geocoded news articles used to capture a better understanding
of an events exact location. Here we visualize the result of our pipeline for the Loyalton Fire that
took place in 2020, over the border of two neighboring states (California and Nevada). The FEMA
provided coordinates for any event are the center of the county in which the event is located, however
this does not necessarily provide the best coverage of the event, especially in cases like this where the
disaster spans multiple counties, or in cases where the county is so large that the center coordinate
is not near to the event location. Our sequence captures the progression of the fires by maintaining
close distance to locations named in the news articles.

in its path. We aim to automate this process via satellite imagery so that we can perform effective
monitoring over large areas in a non-invasive, less labor intensive way.

Recent works have demonstrated that large multimodal language models can act as powerful tools for
understanding events [14} [17]. However, current datasets do not capture the necessary details to train
such a model to act as a sufficient tool for the task at hand. We create a novel natural disaster dataset
that captures the required information.

3.1 MONITRS Construction

The first challenge we need to address is the relative rarity of natural disasters. As such, simply
sampling remote sensing imagery is unlikely to yield enough samples for these events. Instead, we
begin with FEMA’s Disaster Declarations Areas [[7], which includes a list of all federally declared
disasters. This helps us define the types of disasters we include in our scope. Since we want to
acquire the relevant satellite imagery that tracks each event, we only keep events that have enough
information to spatio-temporally localize the event, namely, county, state, event name, and start and
end dates. Events that do not have this information are discarded.

While FEMA keeps some information of the disasters, they do not keep detailed descriptions of
their extent. For example, while the records contain the county where the disaster occurred, the true
locations of the disaster and its effects can be far from the exact centers of these counties. This poses
a challenge in acquiring the right remote-sensing imagery that captures the full extent of the event. In
addition, the FEMA database does not include any annotations or descriptions of the evolution of the
event, which would be needed to train capable remote-sensing multimodal LLM:s.

News articles for events: We find that a better way to locate the full extent of these events is to
leverage news articles written about the disaster. These articles provide detailed descriptions that
capture which specific regions were affected, when and how. This not only allows us to geolocate the
event correctly, but also provides us with natural language descriptions that describe the evolution of
the event in detail.
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Constructed captions via our pipeline:
2022-03-17: Strong winds caused the Eastland Complex fires to spread rapidly across tens of thousands
of acres in Eastland County, Texas.

2022-03-20: The Eastland Complex fires, including the Kidd Fire (36,000 acres), had burned through
significant areas of land, creating large burn scars visible from a distance. € §hor

2022-03-25: The Eastland Complex fires continued to burn, though the Walling Fire was nearly
contained. Satellite imagery would show a substantial burn scar covering approximately 54,000 acres
across Eastland County, potentially showing variations in burn intensity across different parts of the ~_ “..As of March 22, total

complex. acres burned are 54,463.."
- March 23, 2022 Cozen
2022-03-30:The ongoing Eastland Complex fires would still show a large, expanding burn scar, smoke 0’ Connor

plumes (depending on active fire fronts), and potentially altered landscapes visible from above due to the
extensive fire damage of the previous weeks.

Figure 3: We illustrate the captions generated through our dataset construction pipeline. After
geolocating the news articles, we prompt an LLM to retrieve captions using the articles’ contents for
a list of dates using the text alone. This ensures we are captioning the imagery independently of what
may be visible. We see that our process accurately describes the wildfire even in Eastland, Texas.

To find relevant news articles, we construct search queries using our filtered list of FEMA events.
The queries are comprised of the event name, county, state, and start date. For each event, we collect
news articles or reports. To reduce the chance of accidentally including irrelevant information, we
select the first five results returned by the search query, using the Google Search API [10].

From these articles, we first ascertain the exact location and geographical extent of the natural
disaster being reported on. We begin by parsing through the articles using LLMs, specifically the
freely available Gemini 2.0-flash model. We ask the model to retrieve all of the proper nouns of
locations mentioned in the articles. For example this includes specific highways, or town names. We
create a union of all the locations mentioned across the articles and retrieve their geocoded location
(latitudinal and longitudinal position) using the Geocoding API [23]). This gives us a more complete
representation of the extent of the event.

Acquiring satellite images: With these locations at hand, we select the square patch (of fixed size)
that includes the maximum number of proper noun locations mentioned across all articles. This
square patch forms the basis for acquiring satellite imagery. As a source of satellite images, we
use RGB bands of Sentinel-2 imagery, which is publicly available [3]. Sentinel-2 imagery has a
ground sampling distance of 10m per pixel and a re-visit rate of 5 days on average. The size of the
square patch is 5.12 x 5.12km?2, which corresponds to a 512x512 pixel image. With this region we
download all available satellite images for the duration of the natural disaster as reported by FEMA,
including a 10 day buffer before and after the event to ensure we capture its entirety.

Acquiring natural language descriptions: The final step is to produce natural language descriptions
of the event. We wish to produce descriptions for the temporal evolution of the event. To this end,
we make note of all of the dates that comprise the natural disaster event. We then prompt Gemini
with these dates and with the text of all the news articles for the event (which includes dates as well),
and ask it to describe what visible events have occurred by each date. This is done using the article
content and dates alone.

Ultimately, through this process, for a set of natural disaster events we have, (a) the approximated
locations of the events, (b) satellite imagery that covers the event, (c) a list of geolocated proper nouns
that are affected or associated with the event, (d) detailed descriptions of the event through time
captured using (e) news articles reporting on the event. The five components make up MONITRS,
and can be used to support several downstream tasks.

Next, we use this dataset to create a VQA datasets to benchmark and finetune large multimodal
language models for answering questions about events from satellite imagery.
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Figure 4: Our dataset represents the wide variety of natural disasters recorded by FEMA.

3.2 Dataset Statistics

Our dataset contains 9,996 disaster incidents collected from FEMA records. We visualize statistics
about the dataset in Figure[d] Hurricanes and severe storms constitute the majority of events, with
strong seasonal patterns peaking in September. Geographic distribution centers primarily in coastal
and hurricane-prone regions, with the states of Louisiana, Texas, and Florida experiencing the highest
incident counts. On average there are 4.13 images per event, representing on average 18.14 days.

4 MONITRS-QA

With MONITRS, we have sufficient information to construct a visual question-answering dataset for
natural disasters. We utilize two formats of question-answer datasets for different purposes. The first
being multiple-choice QA datasets, so that correct answers can be confirmed easily for quantitative
results. The second being open-ended QA datasets, which allows for more detailed and descriptive
responses.

We develop these datasets using two approaches. The first is templated question and answers, where
we standardize questions with slots for event-specific information. Using a template allows us to
evaluate model performance for specific kinds of reasoning. The second is generated question and
answers, where we employ large language models to create diverse, event specific questions with
linguistic variety.

Templated questions: The types of reasoning covered in our templated questions include event
classification, temporal grounding, and location grounding:

Event Classification questions ask the model to categorize the event.
Temporal Grounding questions ask when the event began and when it ended.

Location Grounding questions focus on where the disaster is taking place, and the affected infrastruc-
ture.



Category  Question Description Example

Type

Templated Event Classifi- Identifying which disas- What type of event is shown in these satellite images?

cation ter is occurring A: [EVENT _TYPE]
B: [EVENT_TYPE]
C: [EVENT_TYPE]
D: [EVENT_TYPE]

Templated  Temporal Determining when dis- Based on this sequence of satellite images from [DATES], which
Grounding asters begin and end date shows the first evidence of the [EVENT_TYPE]?
Templated Location Identifying where disas- What happened at [LOCATION] before [DATE]?
Grounding ters occur and affected
infrastructure
Generated Event- Multiple choice ques- Analyzing the progression of the wildfire, what appears to be the
specific tions with event-specific primary factor influencing its spread?
MCQ details A: Strong prevailing winds pushing the fire eastward.

B: The presence of a significant amount of dry brush and
easily combustible vegetation.

C: Proximity to a major water source, significantly hin-
dering fire spread.

D: Planned burns implemented by local fire departments
effectively slowing the blaze.

Generated Event- Questions about speciﬁc ‘What were the conditions that led to the rapid spread of wildfires in

speciﬁc events Kansas, Texas, and Oklahoma?
Free-response

Table 1: Categorization of disaster-related questions in our dataset.

Our multiple choice benchmarks are balanced, with roughly the same probability for each option to
be the correct answer.

Generated questions: For the generated question-answer datasets, we prompt LLMs to create
questions that are event specific, allowing for a more diverse variety of questions that pertain more
specifically to the events in question.

Train/test splits: We split the dataset by event to prevent location/temporal overlap. The train split
contains 44,308 QA pairs, while the test set contains 10,196 QA pairs.

S Experiments

Experimental Setup For our baseline evaluation, we include the following models:

VideoLLaVA 7b [17]: A video-language model that has been adapted for temporal reasoning
tasks.

GeoChat [15]: A remote sensing specific video-language model, designed for single-image
analysis and cannot accept temporal sequences. For this reason, we query the model using
the first image in our sequences.

TEOchat 7b [14]: A recent multimodal model specifically designed for temporal earth
observation data, which should theoretically be well-suited for our task.

Gemini 2.0-flash [9]]: A lightweight state-of-the-art closed-source multimodal model.

Gemini 2.0-pro [9]]: A state-of-the-art closed-source multimodal model with demonstrated
capabilities on remote sensing tasks.

GPT-4.1 [28]: A state-of-the-art closed-source multimodal model that has demonstrated
strong performance on various vision-language tasks.

We finetune TEOChat on our MONITRS-QA training set using LoRA (r=32, a=64) with a learning
rate of 2e-5, batch size 1 with 8 gradient accumulation steps (effective batch size 8), cosine learning



Table 2: Multiple Choice Event Classification & Grounding

Method Event Classification | Temporal Grounding | Location Grounding
Videollava [17] 49.72% 11.11% 17.11%
GeoChat [15] 28.18% 26.5% 76.80%
TEOchat [[14] 48.88% 15.15% 15.50%
Gemini 2.0-flash [9] 50.07% 18.02% 13.74%
Gemini 2.0-pro [9] 72.06% 14.01% 33.81%
GPT 4.1 [28] 39.12% 21.43% 21.63%
Ours (1/5 MONITRS-QA) 88.69% 70.72% 23.25%
Ours (full MONITRS-QA) 91.66 % 76.05 % 31.34%

rate scheduler with 0.03 warmup ratio, and 8-bit quantization. Training was performed on 4 A6000
GPUs for 1 epoch. We report results for both the full training set and a reduced set (1/5 size) to assess
data efficiency. Training on the reduced set took approximately 3 hours per epoch.

Metrics For the multiple choice question-answer datasets we report overall accuracy and perform
McNemar'’s statistical test [26] to assess the significance of performance differences between models
and validate observed improvements in MCQ tasks. For open-ended answers, we use established
metrics for question-answering: BLEU [29], ROUGE-L [18]], and METEOR [l1]], which measure
n-gram overlap, longest common subsequence and semantic similarity respectively. Additionally
we analyze answers using LLMs as judges, as described in Zheng et. al [41]]. In general we ask
Gemini 2.0-flash to score the factual accuracy, completeness, specificity, use of visual evidence, and
the answer overall. We include the exact prompts in the appendix.

6 Results

We discuss quantitative results on MONITRS-QA in the main paper, while providing additional
qualitative examples and visualizations of model predictions in the appendix.

6.1 Multiple Choice Event Classification and Grounding

Current state-of-the-art: Overall, we found baseline models struggle to answer questions related
to natural disasters. For event classification, baseline performances hover around ~50%, except
Gemini 2.0-pro [9] which achieves 72.06%. Performance drops even lower for temporal (11-26%)
and location (13-17%) grounding, with the notable exception of GeoChat [15]] achieving 76.80%.

Results after finetuning on MONITRS-QA: Given the poor and inconsistent performance of
current state-of-the-art, we finetune TEOchat [[14], using both our full MONITRS-QA training dataset
as well as a reduced training set (approximately 1/5th), for 1 epoch.

As shown in Table[2] our finetuned model significantly outperforms the baselines on most multiple-
choice task types. For event classification, our model achieves 91.66% accuracy on the full dataset
(88.69% on 1/5 data). The gap widens further for temporal grounding, where our model achieves
76.05% accuracy on the full dataset (70.72% on 1/5 data). For location grounding, our model achieves
31.34% accuracy on the full dataset (23.25% on 1/5 data), showing improvements over most baselines
though still trailing GeoChat’s 76.80%.

We conducted McNemar’s test [20] to assess the statistical significance of performance differences
between models. Our finetuned model demonstrated statistically significant improvements over all
baselines (p < 0.001). Specifically, our model correctly answered 296 questions that TEOChat missed
for event classification (while TEOChat, the model specialized in temporal satellite events only
correctly answered 11 questions our model missed).

Task-Specific Challenges: We hypothesize that the gap between results in temporal grounding and
event classification may be due to the idea that some events can be classified from a single image
alone, but that temporal grounding which requires looking at the entire sequence, is not being learned.



Table 3: Generated VQA

Method Multiple-Choice Open-Ended

Accuracy BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L
Videollava [17] 36.65% 0.3447 0.2814 0.2490 0.2221 0.4739 0.3965
TEOchat [14] 36.99% 0.3439 0.2805 0.2483 0.2216 0.4736 0.3951
Gemini 2.0-flash [9] 28.13% 0.2050 0.1398 0.1123 0.0920 0.3478 0.2419
Ours (1/5 MONITRS-QA) 52.18% 0.4046 0.3351 0.2969 0.2667 0.4912 0.4275

Table 4: Generated VQA — LLM Evaluation

Method Open-Ended

Factual Accuracy Completeness Specificity Visual Evidence = Uncertainty Handling  Overall
Videollava [17] 341 3.46 3.53 2.27 4.26 3.08
TEOchat [14] 3.39 3.45 3.52 2.28 431 3.08
Gemini 2.0-flash [9] 2.44 2.10 2.04 2.00 4.15 2.13
Ours (1/5 MONITRS-QA) 3.84 3.54 3.72 2.50 429 3.08

With limited finetuning, the improvement for event classification and temporal grounding is both
substantial and statistically significant (p < 0.01 to p < 0.001). This suggests that models are capable
of learning to identify natural disasters, but have not quite learned to pick up on the gradual changes
that are needed to differentiate types of events.

Location grounding remains challenging almost all models, but even then our finetuned model
maintained statistically significant improvements over baselines (p < 0.01 to p < 0.001).

Overall these results demonstrate that we have effectively created a challenging enough benchmark
that even prominent MLLMs have significant room for improvement.

6.2 General Disaster Response VQA

From Table[3] all models showed lower overall accuracy. Our fine-tuned model maintained significant
advantages (52.18% versus 28-37% for baselines, p < 0.001), but the performance gap slightly
narrowed compared to templated tasks. Our model correctly answered over 1000 questions that each
baseline missed, while failing on only 362-431 questions where baselines succeeded.

The results from the LLM-based evaluation in Table {] suggest that fine-tuning on MONITRS
improves the model’s ability to connect language with visual features regarding natural disasters.

7 Discussion

Overall, our results demonstrate that MONITRS addresses a critical gap in disaster monitoring
capabilities, with baseline models struggling on natural disaster tasks and our fine-tuned models
showing substantial improvements.

We find that the location positioning task is especially difficult for some models, however our results
demonstrate that this is a valid task that sufficiently trained models should be able to perform. Notably,
GeoChat achieves exceptional performance on location grounding (76.80%), which supports our
hypothesis that models specifically trained on geospatial relationships can excel at spatial localization
tasks. This improved performance is likely because GeoChat had a significant portion of its training
data relating to the relationship between latitude and longitude and pixel correspondence [15].

To clarify the task: we give the models the center coordinates of the image as well as the pixel
resolution, and ask it to deduce the location of a concept/feature within the image in pixel coordinates.
The understanding of pixel correspondence to latitude and longitude is non trivial, as the distance
covered by 1 unit longitude or latitude is different at different locations around the globe.

We found that multiframe models that accept sequences of images actually perform worse than
single image models like GeoChat for tasks such as location grounding. However, this multi-frame
architecture is still necessary to classify or understand the progression of temporal events.

We also see a performance discrepancy between Gemini 2.0-pro and GPT-4.1 with Gemini substan-
tially outperforming GPT on event classification tasks. We hypothesize that Gemini has likely been



trained with labeled satellite imagery [35]. This demonstrates that we have effectively created a
challenging enough benchmark that even prominent MLLMs have significant room for improvement.

With these results we find that MONITRS fills a gap by aligning language descriptions with visual
evidence at specific temporal stages. The significant improvement after fine-tuning shows existing
architectures can learn disaster recognition and temporal progression in satellite imagery when
sufficiently trained with specialized data.

Future Applications. The MONITRS dataset offers potential value beyond the immediate disaster
classification and description tasks we’ve explored. Some promising directions include:

* Representation Learning: The aligned multimodal nature of MONITRS is well-suited for
learning representations for change events, potentially creating embeddings that capture the
semantic meaning of various disaster stages even without accompanying images.

* Architectural Innovations: Future work could explore new architectural components like
date/time embeddings that explicitly encode temporal information in models, improving
their ability to reason about disaster events through time.

* Beyond Disasters: While this dataset currently contains data regarding natural disasters,
there is room for generalization as the geolocating of events is done using articles. Our
methodology could potentially be extended to other domains with other events that are
documented in news and lack sufficient visual annotations.

Limitations. While we see a number of applications and models that could benefit from our dataset,
there are several limitations worth discussing.

Our dataset relies on FEMA records, which only cover U.S. disasters, limiting generalization to
global disaster events that may have different visual signatures. Global datasets for geocoded natural
disasters such as GDIS [32] or EM-DAT [[L1] are geocoded at the country/province/regional level,
which is much coarser than FEMA, making it difficult to acquire the precise satellite imagery required.
To our knowledge, no similar scale, validated set of global geolocated natural disasters exists in
open source format. As such, our goal was to create a benchmark with available FEMA data so the
community can start working on this problem.

To evaluate generalization beyond U.S. disasters, we constructed a small international test set
with 18 events (detailed in Appendix [D). Our fine-tuned TEOChat achieved 45.65% accuracy on
international data compared to 66.35% on U.S. data (baseline [[14]: 21.74% international, 26.39%
U.S.), demonstrating reasonable transfer with consistent improvement over baseline in both settings,
though expanded geographically diverse training data would likely improve cross-region performance.

Our imagery is sourced from Sentinel-2 [5]], which has 10m per pixel resolution and approximately 5-
day revisit period, which may miss critical stages in rapidly evolving disasters. However, Sentinel-2 is
the highest temporal and spatial resolution satellite imagery publicly available. We include complete
metadata (locations and time frames) so researchers with access to higher resolution proprietary data
can expand the dataset.

While we have taken steps to ensure annotation quality, LLM-generated descriptions based on news
articles may not always accurately reflect what is visible in satellite imagery. We minimize this
drift using at least 5 articles per event. Human validation (detailed in Appendix [C) showed most
events with clear visual signatures had strong caption alignment, though resolution limitations prevent
verification of fine-grained details for some disaster types.

Finally, our dataset only includes RGB satellite imagery. Additional spectral bands or synthetic
aperture radar (SAR) data could provide valuable information, especially for cloud-covered regions.

8 Conclusion

We presented MONITRS, a novel multimodal dataset that pairs temporal satellite imagery of natural
disasters with natural language descriptions derived from news articles. Our approach addresses a
significant gap in existing disaster monitoring datasets by providing fine-grained temporal annotations
and diverse disaster types.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We created and tested a VQA dataset on Satellite Imagery for natural disasters.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We include a limitations paragraph in our discussion.
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Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

 If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: No theoretical result.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We describe exactly how we generate and created our dataset.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide access to the dataset and plan to release the code for all experiments
if/when accepted.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We describe implementation details and plan to publicly release our code.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We applied McNemar’s test to assess the statistical significance of performance
differences between our model and baselines.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Included in implementation details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Yes we believe our work conforms with the NeurIPS code of ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Yes we discuss broader impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:[NA |
Justification: The satellite imagery and news articles are publicly available sources of data.
Guidelines:

* The answer NA means that the paper poses no such risks.
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite relevant authors and literature
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: Yes, we upload the code and data with the submission deadline
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer:|[NA]

Justification: We do not use human subjects in any experiments.
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Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not use human subjects in any experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: We describe exactly how LLMs are used as a tool in our data engine pipeline.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Qualitative Results

We include qualitative examples from both MONITRS and MONITRS-QA (along with results) in
Figure[5]

B Prompts to LLM

We use prompts to LLMs to act as language tools for two types of tasks in our work. The first being to
read through and retrieve the relevant information from news articles to caption our image sequences,
figures[6]and[7] The second being utilizing our captions to generate event specific question-answer
pairs, figures 8| and [0}

C Human Validation of Caption Quality

We conducted human validation on 144 events sampled across 15 disaster types to assess caption
quality. Human evaluators were asked to classify each event as: (1) clear alignment between images,
captions, and sources, (2) mismatch, or (3) inconclusive where imagery was insufficient to verify
caption details. Overall results showed 65.3% clear alignment between images, captions, and sources,
18.8% had mismatches, and 16.0% were inconclusive where imagery was insufficient to verify
caption details. Excluding inconclusive cases, 77.7% of determinable events showed alignment,
demonstrating reasonable caption quality for LLM-generated annotations.

Performance varied by disaster type, with strongest results for events with distinct visual signatures.
Typhoons, tornadoes, winter storms, and dam-related events achieved 100% accuracy on clear images.
Fire events showed 92.3% accuracy (12/13 clear events), coastal storms 90.0% (18/20), and floods
85.7% (6/7).

Error analysis on mismatched events revealed that snowstorms showed the highest error rates. These
errors primarily stem from difficulty distinguishing white snow and ice from clouds or existing snow
cover in the imagery. Hurricane events had a 35.7% mismatch rate, largely because captions describe
ground-level wind damage that is not visible from satellite perspective.

The 16.0% inconclusive rate reflects a persistent challenge in validating satellite based disaster
event captions. That is, captions may accurately describe events as reported in news articles, but
10m resolution imagery does not provide sufficient detail to verify specific claims. For example,
descriptions of "dozens of homes destroyed" cannot be confirmed at this resolution, though large-scale
burn scars or flooding extent remain visible. This does not indicate caption errors but rather highlights
the resolution gap between textual descriptions from the ground level and satellite imagery. As
we discuss in our limitations section[7] we provide complete location and time metadata to enable
extensions with higher-resolution data sources.

D International Transfer Evaluation

To assess generalization beyond the United States, we curated a test set of 18 international disaster
events from 8 countries across 5 continents: Greece, Chile, Spain, Ecuador, Morocco, Colombia,
Libya, Japan, Canada, and Kenya. The set included 5 fires, 3 floods, and 2 earthquakes, with temporal
coverage from 2023-2024.

We processed these events using our MONITRS pipeline: news article retrieval, location extraction,
Sentinel-2 imagery acquisition, and caption generation. For each event, we generated templated
multiple-choice questions for event classification, temporal grounding, and location grounding.

Our fine-tuned TEOChat achieved 45.65% accuracy averaged across all question types, compared to
21.74% for the baseline, TEOchat [14]. On U.S. test data, the fine-tuned model achieved 66.35%
versus 26.39% by the baseline. The performance gap suggests that incorporating geographically
diverse training data would improve cross-region generalization, though the current results validate
that models trained on MONITRS can reasonably generalize to international disasters.
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Figure 5: Qualitative examples from both MONITRS and MONITRS-QA along with their respective
results.

2017-06-15: The Cajete Fire started approxlmalely one mlle nonheast of Vallecitos
de los Indios, burning mostly ponderosa pine.

2017-06-25: The Cajete Fire, at 1315 acres and 0% contained, conllnued Io spread
eastward and ions of several

including Ruby Holt Plat, Los Griegos and Sierra de Los Pinos. A community

meeting was held the previous evening to inform residents. The Cajete Fire
continued to burn, with working t lines and
begin mop-up operations on the north side. Highway 4 remained closed and
evacuations were still in effect.
2017-06-28: The Cajete Fire's progression continued to be monitored, with efforts
focused on securing the east and southeast flanks where growth potential remained
high. Smoke impacted air quality in the Rio Grande Valley.
2017-06-30: Firefighters continued to battle the Cajete Fire, focusing on

and mop-up Hot, dry i persisted.
2017-07-03: The Caijete Fire continued to burn with an impact of smoke on air

quality.

2021 -08-14: The Caldor Fire started just east of Omo Ranch and south of Grizzly

2021 -08-17: The Caldor Fire had burned 6,500 acres by morning and 22,919 acres

by 11 p.m.

2021-08-22: Damage assessment crews reported 104 structures destroyed; an

emergency forest closure was issued for the Eldorado National Forest. Damage

assessment showed approxlmalely 345 homes destroyed, along with commercial
and minor contained about 5% of the fire's

perimeter.

2021-08-24: The Caldor Fire was less than 20 miles from Lake Tahoe; Emerald

Bay was shrouded in smoke.

2021-09-06: Smoke from the Caldor Fire blanketed Lake Tahoe; thousands

South Lake Tahoe due to the fire's proximity.

2020-08-09: The Grizzly Cree fire grew to 6,251 acres, causing the closure of Interstate 70
between Glenwood Springs and Gypsum, as well as Independence and Cottonwood Passes.
Evacuations were ordered for areas east of Glenwood Springs including Lookout Mountain and
Coulter Creek.

2020-08-12: The fire reached the bottom of the drainage. Evacuation orders were lifted for
Eagle County residents along Buck Point Drive, though a pre-evacuation order remained in
place

2020-08-14: Evacuations were ordered for Bair Ranch, Sweetwater, and Coffee Pot Springs;
Dotsero was put on pre-evacuation notice. Active fire behavior and Red Flag conditions
continued due to gusty winds and low humidity.

2020-08-17: Firefighters focused on prevention work around the Shoshone Power Plant,
Lookout Mountain, and subdivisions. Residents in north Glenwood Springs were warned to
prepare for rapidly changing conditions and possible pre-evacuation notices.

2020-08-19: Hanging Lake was closed due to the fire's proximity. An evacuation center was set
up at the Gypsum Recreation Center.

April 12th 2022: The Big Hole Fire began on April 11th, 2022; by April 12th, the
fire was actively burning, and one home and 18 outbuildings had already been
destroyed.

May 12th 2022: The Big Hole Fire continued to be actively managed, with
crews working on containment lines and rehabilitation efforts. No new
significant events are reported between April 14th and this date.

Comparing satellte images 2 and 5 [assume these show Hurricane lan's intensification and
subsequent impact], which infrastructural damage type shows the most significant change?
A: Widespread building collapse

“This is a sequence of sentinel-2 satellte images, centered at (18.1127526, -66.2663961):

Examining satellite image 3, showing damage from an earthquake?

A: Residential buildings, showing widespread roof collapses.

B: Major highways and bridges, showing significant structural damage to multiple cmssmgs
C: Agricultural irrigation systems, showing numerous breaks and disruption:

B B T D Power lines, showing outages across the region.
Answers: Answers:
Ours: C
Gemini:D
Teochat:D
Videollava:D Videollava:D

This is a sequence of sentinel-2 satellite images, centered at (29.9086211231, -85.2610062): }

Q. This is a sequence of sentinel-2 satellite images, centered at (46.7729322,
-92.1251218): What natural disaster is occurring in this location?
a. Volcano

Q. This is a sequence of sentinel-2 satellite images, centered at (35.13458045,
-90.05746900): What natural disaster is occurring in this location?
a. Volcano

b. Ice Storm b. Earthquake
c. Fire c. Fire

d. Hurricane d. Hurricane
Answers: Answers
Ours: b :d
Gemini:d

Teochat:d

Videollava:d

Q. This is a sequence of sentinel-2 satellite images, centered at (41.9216734,
-93.3122705): What natural disaster is occurring in this location?

a. Severe Storm

b. Earthquake

Q. This is a sequence of sentinel-2 satellite images, centered at (46.7729322,
-92.1251218): What natural disaster is occurring in this location?

a. Severe Storm

b. Earthquake

c. Fire c. Fire
d. Volcano d. Volcano
Answers: Answers:
3 Ours: a
Gemini:b
Teochat:b
Videollava:b Videollava:b
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Task: Extract only the event-specific geographical locations mentioned in the provided articles
about natural disasters.
Instructions:

1. Carefully review the attached articles about natural disasters and identify ONLY
proper noun locations that are directly related to where the disaster occurred or had
direct impact.

2. Focus on extracting:

* Specific sites where the event took place (cities, towns, neighborhoods)

* Precise natural features affected (specific rivers, mountains, forests, beaches)
e Particular infrastructure impacted (named dams, bridges, parks)

 Exact regions directly experiencing the disaster effects

3. Present your response in a simple string list format, with each location separated by a
comma.

4. If a location appears multiple times, include it only ONCE in your list.

5. If the articles contain NO specific event locations, return only the word “no” (lower-
case).

6. DO NOT include:

* Broad geographical entities not directly affected (countries, states, unless the
entire entity was impacted)

* Locations only mentioned incidentally (headquarters of responding agencies,
etc.)

* Places mentioned for context but not directly experiencing the disaster
* General areas not specified with proper nouns

Examples:

For a wildfire article: Paradise, Camp Creek Road, Butte County, Sierra Nevada
foothills, Eastland County

NOT: California, United States, Western US

For a hurricane article: New Orleans, French Quarter, Lake Pontchartrain,
Superdome

NOT: Louisiana, Gulf Coast, United States (unless the entire state/region was di-
rectly impacted)

Format for response when locations are found: Paradise, Camp Creek Road, Butte
County, Sierra Nevada foothills

Format for response when no locations are found: no

Article Content: {text}

Figure 6: Prompt given to LLM to extract proper nouns locations.
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Task: Create a chronological timeline of observable natural disaster events from the provided
news articles.
Instructions:

1. Review the attached news articles for information about natural disasters (earthquakes,
floods, hurricanes, wildfires, volcanic eruptions, etc.).

2. For each date in the provided list, identify natural disaster events that occurred on or
by that date that would be seen remotely.

3. Write a 1-2 sentence description for each date focusing specifically on the visible
physical manifestations, such as:
 Extent of flooding or inundation
» Wildfire burn scars or active fire fronts
* Hurricane cloud formations or aftermath flooding
* Visible structural damage to landscapes or urban areas
» Changes to coastlines, river courses, or terrain
¢ Ash clouds, lava flows, or other volcanic features
4. If a specific date isn’t explicitly mentioned in the articles, use context clues to reason-
ably infer when these visible changes occurred.

5. Present your response as a simple chronological list with dates followed by descrip-
tions.

6. Emphasize the VISUAL aspects that would be detectable from above.

Format example:

June 15, 2023: Extensive flooding covered approximately 60 square
miles of the Mississippi Delta region, with standing water clearly
visible across previously inhabited areas and farmland.

July 3, 2023: The Caldor wildfire in California created a distinct
burn scar spanning 25 miles along the Sierra Nevada mountain range,
with active fire fronts visible on the northeastern perimeter.
Article Content: {text}

Dates for analysis: {dates}

Figure 7: Prompt for creating chronological timelines of visually observable natural disaster events
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Given a set of statements in an order I’d like you to make 3 multiple choice questions about
the events described. Make the questions diverse, covering different aspects of the events that
could be answerable using satellite imagery of the event. Each question should have 4 options
(A, B, C, and D) with only one correct answer.

Statements: \n{events}

Format your response exactly like this:

x*Question 1:** [Your first question here] A) [First option] B) [Second
option] C) [Third option] D) [Fourth option]  **Correct Answer 1:*x
[Correct option letter]

**Question 2:** [Your second question here] A) [First option] B) [Second
option] C) [Third option] D) [Fourth option] **Correct Answer 2:**
[Correct option letter]

x*Question 3:** [Your third question here] A) [First option] B) [Second
option] C) [Third option] D) [Fourth option]  #**Correct Answer 3:xx
[Correct option letter]

Here are some examples of statements: 2021-12-11: No events described in the article
are visible from this date. 2021-12-15: Very strong winds in Kansas, Texas, and Oklahoma
caused numerous wildfires to spread rapidly. Blowing dust severely reduced visibility, causing
streetlights to turn on at midday in some areas. 2021-12-16: A large wildfire in Russell and
Ellis Counties, Kansas burned approximately 365,850 acres, destroying at least 10 homes.
High winds, gusting up to 100 mph, fueled the fire and other blazes across western Kansas,
Oklahoma, and Texas. 2021-12-21: No events described in the article are visible from this date.
Here are some examples of questions:

**xQuestion 1:** What natural disaster is visible in the satellite
images from mid-December 20217 A) Hurricane B) Tornado C) Wildfire D)
Flooding **Correct Answer 1:xx C

**xQuestion 2:** Approximately how many acres were burned in Russell and
Ellis Counties, Kansas? A) 36,585 acres B) 365,850 acres C) 3,658 acres
D) 3,658,500 acres **Correct Answer 2:** B

**Question 3:** What weather condition contributed significantly to the
spread of wildfires in December 20217 A) Heavy rainfall B) Strong winds
C) Freezing temperatures D) High humidity **Correct Answer 3:** B

Figure 8: Prompt for generating multiple choice questions from natural disaster event statements
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Given a set of statements in an order I’d like you to make 3 questions about the events
described. Make the questions diverse, covering different aspects of the events that could be
aided answerable using satellite imagery of the event.

Statements: \n{events}

Format your response exactly like this:

x*Question 1:** [Your first question here] xkAnswer 1:** [Your first
answer as a complete sentence] **Question 2:** [Your second question
here] xkAnswer 2:** [Your second answer as a complete sentence]
*x*Question 3:** [Your third question here] x*Answer 3:** [Your third
answer as a complete sentencel

Here are some examples of statements: 2021-12-11: No events described in the article
are visible from this date. 2021-12-15: Very strong winds in Kansas, Texas, and Oklahoma
caused numerous wildfires to spread rapidly. Blowing dust severely reduced visibility, causing
streetlights to turn on at midday in some areas. 2021-12-16: A large wildfire in Russell and
Ellis Counties, Kansas burned approximately 365,850 acres, destroying at least 10 homes.
High winds, gusting up to 100 mph, fueled the fire and other blazes across western Kansas,
Oklahoma, and Texas. 2021-12-21: No events described in the article are visible from this
date. 2021-12-26: No events described in the article are visible from this date. 2021-12-31: No
events described in the article are visible from this date. 2022-01-05: No events described in
the article are visible from this date. 2022-01-10: No events described in the article are visible
from this date. 2022-01-15: No events described in the article are visible from this date.
Here are some examples of questions:

**Question 1:** What were the conditions that led to the rapid

spread of wildfires in Kansas, Texas, and Oklahoma? *xAnswer 1:*x*
The conditions that led to the rapid spread of wildfires in Kansas,
Texas, and Oklahoma were very strong winds, low humidity, and high

temperatures.
**Question 2:** What was the impact of the wildfires in Russell and
Ellis Counties, Kansas? *xAnswer 2:** The impact of the wildfires in

Russell and Ellis Counties, Kansas was the burning of approximately
365,850 acres and the destruction of at least 10 homes.

**Question 3:** When did the wildfires in Kansas, Texas, and Oklahoma
occur? *xAnswer 3:** The wildfires in Kansas, Texas, and Oklahoma
occurred on December 15, 2021.

Figure 9: Prompt for generating question-answer pairs from natural disaster event statements
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