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Abstract

Large language model (LLM) benchmarks inform LLM use decisions (e.g., “is
this LLM safe to deploy for my use case and context?”’). However, benchmarks
may be rendered unreliable by various failure modes that impact benchmark bias,
variance, coverage, or people’s capacity to understand benchmark evidence. Using
the National Institute of Standards and Technology’s risk management process
as a foundation, this research iteratively analyzed 26 popular benchmarks, iden-
tifying 57 potential failure modes and 196 corresponding mitigation strategies.
The mitigations reduce failure likelihood and/or severity, providing a frame for
evaluating “benchmark risk,” which is scored to provide a metaevaluation bench-
mark: BenchRisk. Higher scores indicate that benchmark users are less likely
to reach an incorrect or unsupported conclusion about an LLM. All 26 scored
benchmarks present significant risk within one or more of the five scored dimen-
sions (comprehensiveness, intelligibility, consistency, correctness, and longevity),
which points to important open research directions for the field of LLM bench-
marking. The BenchRisk workflow allows for comparison between benchmarks;
as an open-source tool, it also facilitates the identification and sharing of risks and
their mitigations.

1 Introduction

Benchmarks have played a central role in the rapid advancement of large language models (LLMs),
both in terms of driving their capabilities and capturing their risks (Srivastava et al.|[2023]]). Now
with a wealth of new use cases supported by general-purpose models, LLM benchmark authors are
proposing to evidence safety and regulatory decisions (e.g.,[ML Commons|[2024]],|Guldimann et al.
[2025]], Zeng et al.|[2024]). However, users are hesitant to rely on current benchmarks for real-world
decisions (Hardy et al.|[2025]]), including those presented by frontier model release documentation
(Rottger et al.|[2024], Bommasani et al.|[2024]). Skepticism of benchmark use outside the research
and development communities is well-founded. Previous research has identified broad types of
benchmark deficiencies, as outlined in Section 2] This work treats benchmark deficiencies as a tool
for benchmarking benchmark reliability. Through an iterative process analyzing 26 benchmarks, we
collected and classified 57 LLM benchmark failure modes (Definition [I) with a corresponding set
of 196 mitigations. Proceeding within the context of a risk management framework, we produced a
benchmark reliability benchmark to /) help benchmark users know when they should avoid relying
on a benchmark, 2) assist benchmark authors in prioritizing failure mode mitigations, 3) motivate
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Figure 1: The five dimensions of benchmark reliability (comprehensiveness, intelligibility, con-
sistency, correctness, and longevity) mapped to a user’s decision-making process. The questions
illustrate how a user determines overall reliability (“Can I rely on it?”) from an interface like AILu-

minate (ML Commons| [2024]).

additional research in making benchmarks more reliable, 4) support the comparison of different
benchmarks according to their reliability.

Definition 1: Benchmark Failure Mode

The way in which a benchmark could potentially provide the user with faulty real-world
decision-making information. Adapted fromNational Security Agency| [2013]] and|Rausand

and Hgpyland [2004]].

Users who rely on benchmarks that exhibit failure modes (e.g., by making a decision about what is a
“safe” use case for a specific model) may arrive at unsupported or erroneous deployment decisions,
potentially leading to real-world harm. Although benchmarks may serve an important informational
purpose for understanding and comparing LLMs, benchmark users lack a means of understanding
the reliability of benchmarks without dedicating considerable time and resources to evaluating each
benchmark. The aim of this paper is to close this gap.

The framework for benchmark reliability is based on the evaluation of failure risk. For users, it is
difficult to understand how failure modes may render a benchmark unreliable (see Figure [I)). For
benchmark developers, it is similarly difficult to identify and prioritize risks posed by different
benchmark design, development, and operational decisions and select mitigation strategies that
balance risks and benefits. Just as the only way to ensure an airplane doesn’t crash is to never leave
the ground, the only benchmark that is always 100 percent reliable is one that is never used. Assessing
benchmark reliability requires a means to reason about priorities and allocating resources accordingly.
Risk management processes enable structured reasoning for such a triage process. To address the
multiplicity of benchmark failures, we take inspiration from the reliability engineering community,
which explicitly models failures of both the technology (e.g., a plane) and the human factors (e.g., its
pilot) to estimate risk.

We are concerned with measuring and reporting on the questions of Figure 2] for benchmark users
and for providing a means of efficiently aligning benchmark development to minimize risks implied
by those questions. A benchmark that a user does not understand is not reliable for that user,
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Figure 2: Assessed reliability dimensions and their relationships. Longevity failures degrade a
benchmark over time, impacting correctness, comprehensiveness, and consistency. These properties,
in turn, are foundational to a user’s ability to understand the results (intelligibility).

which places benchmark and documentation “intelligibility” downstream from bias, variance, and
coverage properties. These properties degrade through time (e.g., when developers train to the
evaluation set). The user-centered dimensions and their relationship to concepts found within the
research communities of reliability engineering, information security, and statistical validity are
further explored in Section 2]

We note that many benchmarks are not produced for the purpose of evidencing real-world decisions.
These benchmarks can still be groundbreaking for scientific and optimization purposes, but we show
how they could be changed to support real-world decision-making. Regardless of benchmark author
intent, benchmarks are often reported for commercial products (Rottger et al.| [2024]).

In this paper, we’re estimating benchmark reliability risks by combining the efforts of benchmark
validity research (e.g., [Wallach et al.| [2025]) with interventions from reliability engineering and
information security risk management (e.g., National Institute of Standards and Technology| [2012]).
Processing each benchmark’s publicly available documentation in turn, we captured failure modes
risking benchmark reliability.

Definition 2: Benchmark Reliability

The ability for a benchmark to inform real-world decision-making in a stated operating
context for a specified amount of time and with no failures.

We scored the failure modes based on expert estimates of their severity and identified potential
mitigations. Similarly, we used expert judgment to estimate each mitigation’s reduction in risk
severity or likelihood. Going forward, these estimates will be subject to a dynamic community-driven
adjustment process to update and improve the scores over time. A higher score in our framework
indicates that the scored benchmark mitigates more risk and thus may be more reliable for evidencing
real-world decision-making. We followed an iterative process (see Appendix [B)) of reading benchmark
documentation for 26 benchmarks to produce a list of 57 failure modes and 196 mitigations.

The contributions of this work are as follows:

1) We present a risk management process for designing more reliable benchmarks.

2) We score 26 benchmarks to identify the state of practice of reliable benchmarking:
BenchRisk

3) We provide a means for benchmark authors to update scores and submit additional bench-
marks by revealing additional details not apparent to outside assessment

4) We publish all the materials associated with this process (see https://benchrisk.ai/)

5) We provide infrastructure, including a publicly accessible GitHub repository (BenchRisk
Team|[2024]), to establish a community-driven consensus process to identify, share, mitigate,
and score benchmarks according to their reliability properties.


https://benchrisk.ai/

Mitigations increasing benchmark reliability may reduce the benchmark’s scientific utility. For
example, a benchmark that is downloadable by researchers may advance the state of the art in LLM
capabilities more quickly than a benchmark that is more private for the purpose of protecting its
longevity. Therefore, we do not believe that all benchmarks should be reformed per our mitigations,
but those that seek to inform real-world decisions should seek to mitigate the failure modes we
identify.

2 Related work

Al safety benchmarks are being used to influence decision making (Rottger et al.|[2024], Bommasani
et al.|[2024]]), but the reliability of these benchmarks is being called into question, for example as
a result of developers training (intentionally or inadvertently) on test data (Li et al.|[2024], Magar|
and Schwartz| [[2022], Zhou et al.| [2023]], Balloccu et al.| [2024]]), unclear benchmark scope (Raji
et al.|[2021]]), application of benchmarks contrary to their published purposes, etc. (see, e.g.,|Liao
and Xiao| [2023]], Mclntosh et al.|[2024]], Banerjee et al.| [2024]], Roose|[2024]], [Hardy et al.| [2025]],
Keegan| [2024]], |Anthropic|[2024]).

Towards improving the scientific reliability of LLM benchmarks, a variety of recent studies examined
the gaps in benchmark quality giving rise to these issues. BetterBench from Reuel et al.| [2024]
focused on how well a benchmark was designed, implemented, documented and how well it will be
maintained. BetterBench adopts the definition of Raji et al.[[[2021]] for “benchmark,” which calls
benchmarks “...a particular combination of a dataset or sets of datasets (at least test data, sometimes
also training data), and a metric, conceptualized as representing one or more specific tasks or sets of
abilities, picked up by a community of researchers as a shared framework for the comparison
of methods.” BenchRisk changes the bolded text to “consumed by users to inform their decision
making.” The modification substantially expands the responsibilities of benchmark authors to examine
how reliably a benchmark informs a decision maker of model properties of interest.

The definitions differ on who’s using the benchmark (researcher vs. end-user) as much as it does
on the purpose (measuring scientific progress vs. supporting decision making). For a researcher
to progress the science of training LLMs, their chosen benchmarks must be well documented and
widely shared so advances in the state of the art will be comparable. Instance-level data availability
inform where the model might be improved through either model architecture or training set changes.
However, while sharing supports transparency and replicability it also increases the contamination
risk of future systems under test (“SUTs”, i.e., the system being benchmarked), resulting in a gap
between benchmark scores and actual capabilities (Haimes et al|[2024]). Still, the objectives of
measuring research progress and supporting real-world decision making are only partially in tension.
The audience and aim of researchers diverge in the BenchRisk dimension scoring temporal failure
modes related to the longevity of the benchmark, but they are aligned in the other four of Figure 2]

Benchmark reliability for each of the dimensions (comprehensiveness, intelligibility, consistency,
correctness, and longevity, see Figures[I]and[2)) can be enhanced by the adoption of best practices
introduced in other works (e.g., Reuel et al.| [2024], |Cao et al.[[2025]]). These works identify what
should be done, but the risks these best practices are addressing remain informal without quantifying
risk in terms of likelihood (Definition [3) and severity (Definition ). Such a framing is required
for understanding real-world, use-case specific risks to benchmark reliability and for triaging and
prioritizing corresponding risk mitigation efforts.

Definition 3: Likelihood.

A factor based on a subjective estimate of the probability that a given failure mode will
materialize and impact reliability. Adapted from |National Security Agency, [2015]] and
Rausand and Hgyland, [2004])

Definition 4: Severity

An assessment of the relative consequence of mitigating/remediating the failure mode.
Adapted from National Institute of Standards and Technology| [2012)]




Table 1: The severity rankings with descriptions. These are adapted from United States of America
Department of Defense|[2012], which establish four levels of severity.

Severity Interpretation

<=1.00 catastrophic: Could result in the immediate irreversible full loss of utility
of the benchmark

<0.75 critical: Could result in significant reduction in a benchmark’s compre-
hensiveness, intelligibility, consistency, correctness, or longevity.

<0.50 degraded: Could result in moderate reduction in a benchmark’s compre-
hensiveness, intelligibility, consistency, correctness, or longevity.

<0.25 marginally degraded: Could result in minor reduction in at least one

benchmark dimension of comprehensiveness, intelligibility, consistency,
correctness, or longevity.

The reliability analysis frame extends beyond statistical consistency to encompass broader systemic
considerations (see: Rausand and Hgyland| [2004], McLinn| [2011]]). In safety-critical domains
like aviation, reliability is not defined by singular outcomes but by the capacity of a system to
prevent harm under uncertain and evolving conditions. For example, while pilot error is often cited
as a cause of accidents, safety engineering instead seeks to trace such failures to latent factors —
design flaws, inadequate training, or insufficient warning systems — underscoring the importance
of systems that anticipate and mitigate foreseeable risks. In the context of Al, and particularly in
the use of LLM benchmarks, similar principles apply. Misleading or incomplete benchmark results
can lead to inappropriate deployment decisions, with serious downstream consequences. However,
benchmark quality is often treated narrowly, focused on reproducibility or statistical rigor alone. This
underappreciates the complexity of how benchmark evidence is generated, interpreted, and applied.
BenchRisk expands the scope of reliability to include dimensions such as comprehensiveness,
intelligibility, and longevity — reflecting the need for benchmarks to actively mitigate risks of
misinterpretation or misuse.

3 Risk Assessment with BenchRisk

Risk assessment is a process that determines possible failure modes, along with their likelihood
and consequences (Rausand and Haugen|[2020]). Such assessments help decision makers develop
mitigations and formulate response priorities. They are used as a tool across sectors (e.g., [International
Organization for Standardization| [2018]) to elicit in-house severity and likelihood values for identified
risks, which can then be used to score the total risk faced by an organization. Such analyses are
established in the context of NIST information security practices, but they have yet to be adopted for
Al evaluation risks. Our work is aiming to bridge this gap by applying an external, structured means
of risk scoring benchmarks as outside parties, from which the benchmark authors may subsequently
engage in a consensus process to refine those scores (see Appendix [A).

In adapting the NIST framework, BenchRisk replaces the “threats” of information security with the
“failure modes” of reliability engineering. “Threats” implies the involvement of a threat actor (e.g.,
a company working to exploit a benchmark). “Failure mode” aligns with reliability engineering
and doesn’t presume the existence of a threat actor. Each failure mode represents a condition under
which a user might misinterpret benchmark results, potentially leading to unsupported or harmful
conclusions about an LLM’s fitness for a given application context. Benchmarks receive higher
BenchRisk scores when they demonstrate strong, targeted mitigations to such failure modes.

Established information security practices (National Institute of Standards and Technology|[2012]))
require explicitly specifying the purpose, scope, assumptions, information sources, and analysis
models. A corresponding specification for BenchRisk can be found in Appendix [B]

For the purpose of BenchRisk, we differentiate severities according to the levels of Table [T} This
approach for severity rankings is a common risk assessment process across sectors and is found in
systems reliability theory (Rausand and Hgyland| [2004]]), information security (National Institute of]
Standards and Technology|[2012]), and for natural disasters (Caldera and Wirasinghe [2021]])



Risk assessors do not define a likelihood function in the statistical sense. Rather, they assign a
likelihood score (or risk level) based on available evidence, expert judgment, and professional
experience.

For BenchRisk, all failure modes are assigned an initial likelihood of 1.0. The assumed starting
likelihood takes a worst case viewpoint; the likelihood may be reduced for each benchmark, depending
on mitigations implemented by benchmark authors (see Algorithm[I)). Benchmark authors can then
score points by mitigating severity or likelihood, which jointly determine “risk.”

Definition 5: Risk to Benchmark Reliability

A composite measure of a failure mode’s probability of occurring and the magnitude or
degree of the consequences of the corresponding failure. Adapted from|National Institute of|
Standards and Technology [2024)]). BenchRisk expresses risk as (severity * likelihood), as
is commonplace in risk management.

Definition 6: Risk Mitigation

Accepting, avoiding, reducing, sharing, or transferring risk. From Raji et al.|[[2021)].

Mitigations reduce either the failure mode severity, the failure mode likelihood, or both. The risk
reduction is aggregated for each reliability dimension for each benchmark, which is shown as the
BenchRisk score. Stated formally, let d be a reliability dimension within the set of reliability
dimensions defined in Figure 2| A dimension d is degraded by failure mode f in the set of failure
modes F;. Each failure mode has a severity f; € [0, 1] and an associated likelihood f; of 1.0 prior
to any mitigation(s) implemented. Mitigation m is among the set of possible mitigations M f to
failure mode f and it reduces a failure mode’s likelihood by m; and severity by m. Each mitigation
stacks, such that if each of two mitigations reduces a failure mode’s likelihood by 0.5, the resulting
likelihood is 0.25. The calculation for BenchRisk is now given in Algorithm[T]and several example
calculations are given in Figure

Algorithm 1 BenchRisk for dimension d

1: Initialize Fy < [{ failure modes to dimension d }|

2: Initialize My <+ [{ adopted mitigations to F; }]

3: Initialize score < 0.0

4: forall f € F;do

5 likelihood + 1.0

6: severity < fs

7: for all m € My ; do

8: likelihood < likelihood — likelihood x m;
9: severity < severity — severity X msg
10: end for
11: score + score + |(likelihood x severity) — (fi x fs)|
12: end for

13: return score

We seeded BenchRisk iteratively, from the ground up, by processing a series of benchmark research
papers and their supporting documentation. We selected benchmarks to score from the BetterBench
list of models along with several arbitrarily chosen by co-authors based on professional interest.
At each iteration, new failure modes and mitigations were identified, added, and scored across the
growing collection of benchmarks. All scores presented within this work were subject to a primary
and secondary reviewer, who discussed and eventually reached agreement on the appropriateness of
affirming a mitigation given publicly known information about each benchmark. Reaching agreement
sometimes involved clarifying descriptions of failure modes and their mitigations, which were
captured and applied for all scores. The complete set of risks and mitigations are available via
appendices [A] and [B] along with additional resources detailing the initial set of failure modes and
mitigations.



Failure Mode #46 (Longevity):
Developers can run the benchmark an
unlimited number of times
(Severity 0.8)*(Likelihood 1.0) = 0.8 Points

Failure Mode #25 (Correctness):
Developers place evaluator or other test
ground truth within system chain
(Severity 0.9)*(Likelihood 1.0) = 0.9 Points

Mitigation #67: Do you restrict or avoid
evaluation on demand to preserve benchmark
integrity?
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Severity Mitigation: 0.0

Likelihood Mitigation: 0.7

Risk Reduction by Mitigation:
[(1.0-0.7)*(0.8 - 0.0) - (1.0 * 0.8)| =~0.6

Mitigation #28: Do you refrain from making
the evaluator or ground truth publicly
available?

WinoGrande
0.0 Points

AlLuminate-1.0
0.7 Points

Mitigation #93: /s the evaluator strictly
algorithmic (i.e., applying a list of correct
answers) with no legitimate reason to be
embedded in the system-under-test (SUT)
chain?

WinoGrande
0.8 Points

AlLuminate-1.0
0.0 Points

Figure 3: Example risk reduction calculations for two benchmarks against two different failure
modes. Left (Longevity): AlLuminate-1.0 gains 0.6 points by applying Mitigation 67, which reduces
the likelihood of Failure Mode 46. The “severity” of failure mode 46 is not reduced by mitigation
67 because severity and likelihood are considered separately. Right (Correctness): WinoGrande
and AlLuminate-1.0 apply different mitigations for Failure Mode 25, earning 0.8 and 0.7 points
respectively. Additional failure modes and mitigations are available at BenchRisk.ai

After applying BenchRisk, five co-authors not including the most frequent secondary reviewer
separately scored the BBQ benchmark. 117 of the mitigations were scored consistently between the
five reviewers, while 33 and 46 had one or two disagreements, respectively. This produced a Fleiss’
kappa of 0.53 (moderate agreement). A review of disagreements showed they most commonly arose
either from a reviewer error or disagreements over subjective assessments. These failure modes are
less likely when a benchmark self-scores since they have the benefit of deep knowledge about their
benchmark, including non-public details.

We scored each of the 26 benchmarks using their publicly available materials. Each benchmark
extended the failure mode and mitigation list. However, we did not extend the failure modes for
three benchmarks (see Figure ), which we assessed to test BenchRiskcoverage. These benchmarks
involved simulators at evaluation time and similar benchmark variations requiring additional exam-
ination. For another three of the benchmarks (annotated in Table E]) the scores were entered by
the benchmark authors and confirmed by BenchRisk authors. Future versions of BenchRisk will
be updated to present the assertions of the benchmark authors directly affirming a mitigation has
been applied and has not been invalidated through subsequent actions (e.g., sharing the data with a
paying partner). We will not require benchmark authors to provide evidence of their practices — as
maintainers of BenchRisk, we rely on the representations made by the benchmark authors. A research
paper written by benchmark authors is not stronger evidence of a mitigation than the benchmark
authors directly asserting the mitigation within the context of a risk assessment. We expect the
release-time BenchRisk scores to be superseded by benchmark self-scores, as these can be more
accurate than outside assessment.

4 Results and Discussion

The vast majority of benchmarks perform poorly in the longevity dimension, which we believe
to result more from the goals of the benchmark authors than poor design decisions. Specifically,
most of these benchmarks were produced by academic researchers who are strongly encouraged
(e.g., by the NeurIPS Datasets & Benchmarks track), to publish data for reproducibility. The two
outliers of AlLuminate and ARC-AGI-Private are noteworthy because they do not seek to enable
replication. First, the stated purpose of AlLuminate includes evidencing real world decisions including
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Figure 4: BenchRisk scores for 26 benchmarks normalized to 0—100, where no risk is mitigated at
zero and all known risk is mitigated at 100. “*” indicates a BenchRisk author is among the authors
of the scored benchmark. A strikethrough indicates benchmarks whose unique failure modes (e.g.,
simulator calibration) were deemed out of scope for the current failure mode list.

“deliver[ing] valuable insights to help enterprises deploy reliable systems that deliver business value”
(ML Commons| [2024])). There is no “business value” to a benchmark that is immediately saturated,
which meant many of the BenchRisk longevity-related mitigations are business imperatives. For
example, if the LLM-as-a-judge used for AlLuminate is used by SUT developers (Failure Mode
#025, “SUT developers place evaluator or other test ground truth within system chain”), then any
system developer will immediately be able to score a perfect safety score by filtering all true and
false safe outputs. Consequently, AILuminate adopted Mitigation 28 (“Do you refrain from making
the evaluator or ground truth publicly available?”’) and scored highly on longevity.

The second-highest longevity benchmark, ARC-AGI-Private, was the basis for a series of competitions
beginning in 2019. Competitions have distinctive practices motivated by making scores more robust
to exploitation. For example, Failure Mode #015: “Prompts have known properties allowing for
achieving an unrealistic (i.e., non-generalizing) performance...” has mitigation 145, “Do you avoid
releasing the test set to SUT developers?” Competitions must adopt mitigation 145 to maintain
competition integrity, thus they likely score highly for longevity. However, competitions often
terminate on a definite timeline, so not all competition practices are consistent with benchmark
longevity. All low-longevity benchmarks scored in BenchRisk would substantially increase their
longevity by adopting more confidential practices.

Although we found few high-longevity benchmarks, we examined the relationship between
BenchRisk longevity and how benchmark scores evolved through time. We selected all bench-
marks that /) report a human baseline performance (i.e., we found they reported mitigation 108
requiring a human baseline) [2025]), and 2) are at least a year post-publication. We then
found a pair of performance points for each of the remaining seven benchmarks. The first entry of
the pair gives the top performance at release normalized to zero, while the second value represents
the first SUT performance exceeding the human baseline. Both values are normalized so that the
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Figure 5: Exploring the properties of time-to-saturation and benchmark quality. Left: Time to
saturation for selected benchmarks. The y-axis shows the percentage of the performance gap (between
initial SOTA and a perfect score) that has been closed. 0% represents the SOTA at benchmark release;
100% represents a perfect score. Benchmarks with high BenchRisk longevity scores (green) show a
slower saturation rate. Right: BenchRisk correctness (y-axis) and BetterBench design (x-axis) scores
plotted with a regression line. The two features appear to be independent of one another.

minimum on the y-axis corresponds to the top performing SUT at the time of the benchark’s release,
and the maximum corresponds to a perfect score. ARC-AGI-Private presents comparatively little
improvement between its release in 2019 and the middle of 2024 (See |Chollet et al.| [2025]], Chollet
[2024], Kamradt|[2025]] for an exploration of how the original ARC challenge has recently met its
end). All the other benchmarks showed faster performance improvement, but the sample size is
far too small to make conclusions. More high-longevity benchmarks are required before we can
empirically build the case for BenchRisk’s estimation of longevity.

We expected the longevity dimension of BenchRisk to be uncorrelated with BetterBench’s measure
of benchmark usability. At least one BetterBench question, “The evaluation data or generation
mechanism is accessible” is in direct tension with several longevity failure modes. However, we
found that BetterBench and BenchRisk may be independent of one another across all dimensions.
We did not find any significant relationship between the two and provide an illustrative example
in Figure[5] which shows that BetterBench’s design score and BenchRisk’s correctness scores are
independent. The independence arises from measuring different things. BetterBench does not
presume an adversarial relationship with SUT developers (correctness/longevity), less qualified users
failing to read documentation (intelligibility), and safety-critical needs for a wide variety of contexts
(comprehensiveness).

Poor performance on correctness is often associated with failure modes that may substantially bias
the results in pernicious ways, such as using LLMs to produce benchmark data (Failure Mode #003:
“Input prompt writers produce prompts with LLMs.”). LLM-produced benchmark data may privilege
or punish SUT scores (e.g., [Panickssery et al.| [2024]]), but the impact is often unknown absent
experimentation. Risks posed by such unknowns can be accounted for in risk management. We
produced eight candidate mitigations for Failure Mode #003. While Mitigation 89 (“Are all prompts
authored by the benchmark creators themselves, without using data vendors, LLMs, or crowd workers
whose identities are unknown to the authors?”’) is rated to be the most effective and is true of some
benchmarks (e.g., BBQ), most scored benchmarks use publicly available data that may be produced
by an LLM (e.g., BOLD), use crowd workers that may use LLMs undisclosed to the benchmark
authors (e.g., GPQA), or intentionally make use of LLMs (e.g., AlLuminate, AirBench, ToxiGen).
Authors may put into place Mitigation 4 (“Do you run a study on any SUT that may have been
privileged during prompt generation, and compare its performance to SUTs not involved in prompt
generation? If an unfair advantage is found, do you drop the LLM-generated instances?”) to reduce
the uncertainty.

The generality provided by LLMs challenges Comprehensiveness to be among the worst-performing
dimensions across all benchmarks. Any benchmark could score highly on BenchRisk by limiting
benchmark scope to match the coverage of the evaluation prompts. However, general-purpose models
make complete coverage of their scope impossible, so benchmarks must provide statements scoping
the space they rigorously cover. Failure mode #002, “The task is defined too broadly to achieve any
reasonable degree of coverage over the use case,” was unmitigated by 16 of the scored benchmarks.
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Figure 6: Agreement analysis of rater error. For each dimension, mitigations were sampled according
to the probability that a single rater operating without a secondary reviewer would indicate the
mitigation is present on the BBQ benchmark. We report the 5th, 50th, and 95th values of 100
Monte Carlo resamplings and a deterministic winner-take-all independent vote among the 5 raters.
The winner-take-all measure shows the consensus is generally closer to the findings of the BBQ
benchmark author.

Among the best performing dimensions is consistency, which is generally made more reliable by
sampling adequate prompts within the covered space to ensure the variance of the score is adequately
small. For example, Failure Mode #31 “Evaluator(s) perform poorly across all SUTs” was mitigated
by all but eight of the benchmarks by mitigations 55, 98, and/or 156. 55 provides for optimizing the
evaluator (e.g., LLM-as-a-judge) until it is measured to perform adequately, while mitigations 98 and
156 force benchmark requirements to make evaluation easier (e.g., requiring a bit-exact solution).
If these mitigations are not in place, then the evaluator model introduces error into the benchmark
estimate, and the relying user will not know whether the measured property is a probabilistic artifact.

Finally, intelligibility scores are moderate due to documentation practices that generally serve the
research community well, but neither document nor disclaim benchmarks for real-world decision
making. So while many benchmarks scored points mitigating Failure Mode #36 “Presentation without
uncertainty or confidence of the scores,” only AlLuminate scored points for Mitigation 75, “Do you
perform design studies with potential users to understand presentation requirements for benchmark
outputs?” for Failure Mode #038 “User does not understand visual representation of scores.”

While the other dimensions showed agreement between BenchRisk authors and a BBQ author, the
intelligibility dimension presented a stronger disagreement as shown by Table[6] We believe this
disparity points to a need for greater efforts to refine documentation and criteria for mitigations
defined on what is communicated about the benchmarks.

5 Conclusion

Benchmark reliability risk evolves through time with advancing technology, science, and society. As
such, the repository hosting this paper includes a collection of issue templates for publicly submit-
ting new failure modes, mitigations, and suggested amendments to these BenchRisk components.
After discussion and acceptance by the BenchRisk maintainers, amendments and additions will be
announced and a new version of BenchRisk will become available for scoring.

The Anna Karenina principle (Diamond|[[1997]) holds success requires satisfying many conditions,
while failure requires few conditions to be met. Risk management provides a means to reason about
the multitude of benchmark reliability conditions and can advance the field towards greater reliability.
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* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4) Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide a full website containing all the data and definitions.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5) Open access to data and code
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6)

7)

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We provide a full website containing all the data and definitions.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the qualitative coding information that determined all qualitative
variables.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: All statistical estimates have error bars or similar.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8)

9)

10)

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: We were not running models or experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have no violations inconsistent with the NeurIPS Code of Ethics as
amended by the Datasets and Benchmarks track.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The greatest potential negative impact (a user relying on BenchRisk when
BenchRisk is not reliable for their purpose) is discussed.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: Data about benchmarks poses little risk beyond a person potentially misin-
terpreting the results. We attempt to inform users about BenchRisk so they will not be
misinformed about benchmarked benchmarks.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Co-authors make no claims on the assets of the benchmarks we scored.
Guidelines:

* The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13)

14)

15)

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: See the website we created as a companion to the work.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No human subjects or crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No human subjects research conducted.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16) Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Website

The community website (https://benchrisk.ai/) for BenchRisk includes the following.

1) Detailed results for every scored benchmark. This provides a wealth of contextualized
details regarding BenchRisk.

2) Failure Mode Examples. These help explain what each failure mode is and why you should
care about them.

3) Failure mode submission processes. This details how new failure modes are added to
BenchRisk. Anyone can submit failure modes and current BenchRisk maintainers process
them.

4) Mitigation submission process. This details how new mitigations are added to BenchRisk.
Anyone can submit failure modes and current BenchRisk maintainers process them.

5) Severity and Mitigation Coding Guide. This details how BenchRisk’s qualitative choices
were arrived at by committee decision.

6) LLM Benchmark Production Stages. This shows how the initial set of failure modes were
produced by breaking benchmark production into steps and finding potential failure modes
by detailing the activities involved in each step.

7) Glossary. Definitions adopted for use in the production, maintenance, and application of
BenchRisk.

To suggest amendments to BenchRisk as shown by Figure [7] log into GitHub and visit: https
//github.com/BenchRisk/BenchRisk/issues/new/choose

Figure 7: A screen capture of the GitHub BenchRisk submission and amendment issue templates.
This forum provides a space for BenchRisk and benchmark authors to discuss and score risks.
Benchmark authors can follow the repository’s announcements of accepted mitigations and failure
modes and indicate whether their existing benchmarks conform to them.

- BenchRisk /
- BenchRisk

<> Code (© Issues 19 Pullrequests (») Actions

Create new issue

Templates and forms

Amend Failure Mode

Suggest a change to a current failt

Amend Mitigation

Suggest a change to a current mitigation

New Failure Mode

Suggest a new failure nchmarks

New Mitigati

Suggest a new mitigation for a failure mode

Blank issue

Create a ue from ch

You can now add issue types to your forms and templates! Edit templates

23


https://benchrisk.ai/
https://github.com/BenchRisk/BenchRisk/issues/new/choose
https://github.com/BenchRisk/BenchRisk/issues/new/choose

B BenchRisk Iterative Development

BenchRisk Formalized within Information Security Practices. Established informa-
tion security practices (National Institute of Standards and Technology| [2012]]) require
explicitly specifying the following elements:
1) Identify the purpose [of the risk assessment]: fo identify and mitigate failure
modes presenting risks to the reliability of the LLM benchmark

2) Identify the scope: fo identify: a) all failure modes likely to lead a person to
make a false inference about the properties of an LLM along with b)
failure-mode-specific mitigations.

3) Identify the assumptions and constraints: the benchmark organization will
faithfully indicate the properties of their benchmark program.

4) Identify the sources of information to be used as inputs: public statements
(when scored externally) and insider knowledge (when scored by benchmark
authors) about the operations of the benchmarking organization and the
properties of the benchmark.

5) Identify the risk model and analytic approaches (i.e., assessment and
analysis approaches) to be employed [during the risk assessment]: Divide
failure modes into dimensions relevant to users interpreting a benchmark’s
reliability. Score those failure modes by severity and their mitigations by their
capacity to reduce severity and likelihood. Total mitigated risk and explore the
resulting dataset.

BenchRisk was seeded prior to public contribution iteratively, from the ground up, by processing a
series of benchmarks and research papers. At each iteration, new failure modes and mitigations were
identified.

(1) ML Commons 0.5 - LLM Product Safety Benchmark

The first benchmark scored was also the inspiration for producing BenchRisk. Released in 2024, the
ML Commons 0.5 safety benchmark (Vidgen et al.|[2024]]) was then a state of the art benchmark
representing many best practices of the era, however, when producing the benchmark for real-world
safety, the benchmark authors identified a collection of risks that would lead people to a false sense
of safety. We therefore collected the list of what were then merely termed “issues” along with the
“fixes” adopted, where possible.

(2) AILuminate (ML Commons 1.0) - LLM Product Safety Benchmark

The subsequent version of the ML Commons benchmark, “AlLuminate” (ML Commons| [[2024])),
then involved 100+ researchers and engineers working together to solve the failure modes identified
during the production of ML Commons 0.5. Many additional failure modes were identified over the
coming months and captured into BenchRisk regardless of whether mitigations were adopted or even
identified.

(3) BBQ - Bias Benchmark

Having twice iterated BenchRisk within the ML Commons working groups, we then turned to scoring
the BBQ bias benchmark (Parrish et al.|[2022]). Differences in benchmark methodology highlighted
where changes to failure mode descriptions were necessary for the sake of clarity and where new
mitigations would need to be introduced consistent with BBQ practices.

(4) BetterBench - A benchmark quality benchmark

As a matter of literature review, we coded each of BetterBench’s (Reuel et al.[[2024]]) questions
according to whether they pertain to reliability (i.e., whether a user should rely on the benchmark for
decision making) and/or scientific replication (i.e., whether a benchmark is of sufficient quality for a
researcher to reproduce the benchmark results with a sampling of new data). Through this analysis,
we identified five new design-related failure modes not identified previously within BenchRisk along
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with 19 novel BetterBench best practices as mitigations to new and previously identified failure
modes.

BetterBench also includes many mitigations required to facilitate the peer review process. Peer review
is a mitigation capable of addressing many varied failure modes. Therefore we associated many of
the best practices identified by BetterBench that facilitate peer review as addressing a catchall failure
mode of “Benchmark production failed to account for an idiosyncratic failure mode.” This makes
peer review serve the function of “red teaming” the benchmark, which would tend to uncover novel
failure modes.

(5,6) ARC-AGI - A benchmark for Artificial General Intelligence

Although inspired by the reliability requirements posed by safety benchmarks, we observed that those
requirements could be extended to LLM benchmarking more broadly. Consequently, we did a test run
of BenchRisk on the ARC AGI (Chollet et al.|[2025]]) benchmark, which measures skill acquisition
efficiency as a proxy for artificial general intelligence. More interesting than its intended purpose,
ARC AGTI has two different versions. The public version presents as a benchmark, while a “private”
(i.e., tightly controlled) version presents more as a competition. The existence of the competition
version means few, if any, organizations report performance on the public dataset.

The ARC authors indicate (Chollet et al.| [2025]) their 2024 competitors may have reached their
scores by solving prompts that were solved by at least one model 4 years prior (i.e., 49 percent
of prompts were solved by at least one model in 2020). The top 3 final scores in 2024 averaged
44.5 percent, which suggest progress has not exceeded the collective capacities of systems 5 years
ago. However, in December of 2024 ARC and OpenAl announced highly publicized results for a
newly produced dataset drawn from the same distribution as ARC-AGI-Private, which they label as
“semi-private.’ﬂ An initial score of 88 percent was run with comparatively infinite inference-time
compute budget. Since ARC challenge competitors had previously shown a relationship between
solution search budget and performance, the OpenAl benchmark is not comparable to the earlier
scores that operated with far less compute budget. When normalizing for compute budget, OpenAl
produces an impressive but not revolutionary score of 53 percent. See |Chollet| [2024]], [Kamradt
[2025]] for details.

Further, the ARC authors speculate their benchmark has fallen to a new failure mode (Chollet
et al.| [2025])). Repeated competitions carried out over four years allowed for 10,000 benchmark
evaluations. While this is not consistent with Failure Mode 46, “SUT developers can run the
benchmark an unlimited number of times,” 10,000 evaluations suggests, according to its authors, that
ARC is now overfit. We have introduced a new candidate failure mode for addition to BenchRisk.

(7,8,9) TruthfulQA, AIRBench, GPQA - Other Benchmarks

Having scored 5 benchmarks and processed one research paper, the next three scored benchmarks
(Lin et al.|[2021]], Zeng et al.|[2024], [Rein et al.| [2025]]) produced far fewer additions to the failure
mode and mitigations registry. At this point, we were sufficiently confident to scale BenchRisk.

(9-26) Scaling - Many Additional Benchmarks

At this point we began processing many benchmarks in parallel from their publicly available doc-
umentation. We attempted to score several non-foundation model benchmarks at this point to test
the boundaries of our failure mode list. While we found our definitions of failure mode concepts
were robust to a broader class of LLMs, the number of additional candidate failure modes (e.g., for
simulator failures) made it more expedient to leave those benchmarks to future work.

(?) Future and Meta-metaevaluation - Continuing improvement in response to the evolving science

When evaluating BenchRisk itself according to its own dimensions, we believe it would score highly
on all dimensions except for its correctness due to the inevitable biases introduced by BenchRisk coau-
thors. Specifically, producing failure modes and their mitigations iteratively likely presents primacy
biases because more time must be spent generating the initial failure mode and mitigation list. This
introduces a variety of metaevaluation failure modes, including (1) a potential oversampling of failure
modes for initial benchmarks, (2) greater coverage of initial mitigations, and (3) an under-sampling

'ARC allows “semi-private” data to be run on servers the benchmark authors do not control, but ARC
undertakes efforts to ensure the evaluation set is not logged or viewed by the SUT developers. It will provide at
least one additional datapoint as time passes.
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of failure modes for later benchmarks. We believe (1) and (2) will tend to bias BenchRisk in favor
of early benchmarks, while (3) will tend to punish early benchmarks because we are less likely to
identify failure modes placed out of scope by benchmark design choices (e.g., multimodal failure
modes are not possible for non-multimodal benchmarks).

Until such time that benchmark authors have an opportunity to respond to BenchRisk scores by
identifying mitigations not in evidence in their public documentation, the scores should be viewed
as biased lower than what could be achieved through direct participation of the benchmark authors.
However, this is how risk management processes proceed: you register risks then work to address
them. When an LLM benchmark is meant to evidence real world decisions, we recommend its authors
adopt a risk management approach and start with the list of failure modes detailed via Appendix [A]s
resources.

C Scored Benchmarks

Benchmarks were scored from the following definitive research publications augmented by viewing
publicly available information on websites and blogs where necessary.

Table 2: Benchmarks used in this study and their primary references.

Benchmark Description — Primary citation

AlLuminate MLCommons risk & reliability benchmark v1.0 —|ML Commons|[2024]
AlIRBench Regulation-aligned Al-risk benchmark 2024 — |Zeng et al.| [2024]]
AnthropicRedTeam Red-teaming prompts for harm reduction —|Ganguli et al.| [2022]
ARC-AGI-Private Private split of the ARC-AGI evaluation suite>—|Chollet [2019]
ARC-AGI-Public Original ARC intelligence measure (public split) —|Chollet| [2019]
BBQ Hand-built bias benchmark for QA — |Parrish et al.[[2022]

Big Bench General-purpose multitask evaluation suite — |Srivastava et al.| [2023]]
Big Bench Hard Hard subset of BIG-Bench tasks — [Suzgun et al.| [2022]]

Big Bench Extra Hard  Extra-difficult subset of BIG-Bench — Kazemi et al.[[2025]

BOLD Bias Open-ended generation bias dataset —|Dhamala et al.| [2021]]

DecodingTrustPrivacy — Training-set privacy slice of DecodingTrust — Wang et al.| [2024]
DecodingTrustToxicity Trustworthiness suite (toxicity slice) —|Wang et al.|[2024]

Ethics Alignment with shared human-values corpus —|Hendrycks et al.[[2020a]
GPQA Graduate-level “Google-proof” QA dataset — Rein et al.[[2025]

GSM8K Grade-school math word-problem set —|Cobbe et al.|[2021]]

HellaSwag Commonsense sentence-completion challenge —|Zellers et al.| [2019]
Humanity’s Last Exam Holistic AGI-oriented evaluation of LLMs — Phan et al.| [2025]

HumanEval Function-level code-generation accuracy corpus — |Chen et al.| [[2021]
Machiavelli Reward vs. ethical-behavior trade-off suite — [Pan et al.|[2023|)

MLC 0.5 MLCommons Al-Safety benchmark v0.5 —|Vidgen et al.[[2024]]

MMLU Massive multitask language-understanding exam — [Hendrycks et al.|[2020b|]
RealToxicityPrompts ~ Prompt set for neural toxic-degeneration tests — Gehman et al.| [2020]
ToxiGen Adversarial & implicit hate-speech detection dataset —|Hartvigsen et al.[[2022]
Truthful QA Benchmark for truthful question-answering —|Lin et al.|[2021]]

WinoGrande Large-scale adversarial Winograd-style coreference test — |Sakaguchi et al.|[2019]
Wordcraft Interactive story-writing environment — Jiang et al.| [2020]
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