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Abstract

Multimodal models often over-rely on dominant modalities, failing to achieve opti-
mal performance. While prior work focuses on modifying training objectives or
optimization procedures, data-centric solutions remain underexplored. We propose
MIDAS, a novel data augmentation strategy that generates misaligned samples
with semantically inconsistent cross-modal information, labeled using unimodal
confidence scores to compel learning from contradictory signals. However, this
confidence-based labeling can still favor the more confident modality. To address
this within our misaligned samples, we introduce weak-modality weighting, which
dynamically increases the loss weight of the least confident modality, thereby
helping the model fully utilize weaker modality. Furthermore, when misaligned
features exhibit greater similarity to the aligned features, these misaligned sam-
ples pose a greater challenge, thereby enabling the model to better distinguish
between classes. To leverage this, we propose hard-sample weighting, which
prioritizes such semantically ambiguous misaligned samples. Experiments on mul-
tiple multimodal classification benchmarks demonstrate that MIDAS significantly
outperforms related baselines in addressing modality imbalance.

1 Introduction

The human ability to perceive and interpret the world is inherently multimodal, integrating information
from visual, auditory, and textual cues to form a complete understanding. Motivated by this human
perception, multimodal learning has gained significant attention in artificial intelligence research [1. 2]].
This approach has led to breakthroughs across domains, including vision-language modeling [3],
medical diagnosis [4], and autonomous systems [5]]. In spite of its success in various areas, one of
the fundamental challenges is imbalanced multimodal learning [[6], where models tend to rely on
the more informative modality while neglecting the weaker ones. Modality imbalance leads models
toward degraded overall performance, even worse than unimodal models [7].

While extensive recent studies [[7, 18,9, [10] have addressed the multimodal imbalance problem, they
have largely overlooked the importance of data and feature processing. Most studies solve the
problem through designing new training objectives or optimization strategies using only aligned
samples, such as re-weighting each modality importance [[7] or adjusting the direction and magnitude
of gradients [11]]. Even if a few studies propose data or feature-level solutions, these approaches
typically rely on masking [12]] or zero-vector substitution [13]]. Such approaches intentionally limit
information use and fail to fully exploit the information embedded in multimodal data.

To overcome this limitation, we introduce a different data-centric perspective: leveraging misaligned
samples as informative data that can reveal and help address modality imbalance, rather than as noise
or outliers [14]]. A misaligned sample is formed by combining modalities from different original
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Figure 1: (a) Accuracy comparison between Joint training and our method on aligned (original) and
misaligned validation data. (b) Comparison of modality confidence scores between Joint training and
our method when predicting misaligned validation data on the Kinetics-Sounds dataset.

samples (e.g., an image of a dog paired with text describing a cat), with its original labels. This
structure preserves the features of the original samples, enabling full exploitation of multimodal
representations. More importantly, because aligned samples are associated with a single label shared
across all modalities, it is difficult to determine whether the model is truly using all modalities or
relying on just one. In contrast, misaligned samples contain modality-specific information pointing
to different labels, making it possible to diagnose modality imbalance by analyzing the model’s
prediction. Ideally, a model trained to truly leverage information across modalities should be able to
identify content related to all modalities, even when the input is synthetically misaligned.

To investigate whether a standard multimodal model has this capability, we evaluate its accuracy on
aligned and misaligned samples from the Kinetics-Sounds dataset [[15]. For aligned samples, accuracy
is measured using the top-1 predicted class, while for misaligned samples, it is measured based on
whether both ground-truth labels appear within the top-2 predictions. As shown in Figure[Ta the
multimodal model exhibits low accuracy on misaligned samples (6.3%) compared to aligned data
(65.5%), revealing its biased reliance on a specific modality. Furthermore, Figure [Tb]shows that the
model consistently predicts the class associated with the dominant modality (audio, in this case) with
high confidence when facing misaligned inputs.

Thus, we propose MIDAS, a novel modality-agnostic multimodal data augmentation strategy designed
to mitigate modality imbalance (see Figure [2). MIDAS systematically generates misaligned samples
by pairing modalities from different source instances, where each modality has different labels. The
key idea is to enforce the model to recognize conflicting signals within a single input. To assign
a meaningful label for misaligned samples, we take a weighted average of labels based on the
confidence scores of each unimodal classifier, since the modalities are not equally informative [10].

However, the model still relies heavily on the stronger modality, as more confident modalities
contribute more to the target label. To supplement this, we first propose weak-modality weighting,
which increases the loss contribution of the least-confident modality. This adjustment counteracts the
weakness of unimodal confidence-based labeling and allows the model to better attend to underutilized
sources. Moreover, not all misaligned samples are equally useful. Higher similarity between the
swapped and original embeddings makes the semantic conflict more subtle, causing these samples to
be more challenging and informative. Thus, we employ hard-sample weighting, which emphasizes
such difficult samples to improve class discrimination. Together, these techniques enhance the
model’s ability to learn balanced representations from misaligned data.

We conduct comprehensive evaluations of MIDAS on multiple real-world multimodal datasets for
classification. The results demonstrate that MIDAS effectively enhances modality utilization and
outperforms existing approaches for addressing imbalanced multimodal learning. Our findings
highlight that MIDAS is the first data augmentation method to construct misaligned pairs with distinct
labels and advanced weighting techniques.

Summary of contributions: (1) We propose a new modality-agnostic data augmentation method
based on misalignment for multimodal imbalance learning; (2) We introduce a novel labeling strategy
and two weighting mechanisms to maximize learning from misaligned data; (3) We show that MIDAS
outperforms related baselines via extensive experiments.
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Figure 2: MIDAS trains a multimodal model on both aligned and misaligned samples with conflicting
semantics simultaneously. MIDAS consists of three main components: 1) We label misaligned
samples with a confidence-based labeling strategy using unimodal classifiers. 2) Weak-modality
weighting increases the loss weight of the least confident modality. 3) Hard-sample weighting assigns
a higher loss weight to more confusing misaligned samples containing similar semantics.

2 Related work

Imbalanced Multimodal Learning The disparity in learning effectiveness between modalities
is a key challenge in multimodal learning. Many studies [[7, [16} (17, [18}, |6 (11} [19, 20, 21 22] have
highlighted this problem with two representative directions using only aligned samples: optimization-
based strategies that adjust training dynamics, and data/feature-based approaches that manipulate
inputs or representations. Optimization-based techniques such as AGM [8]] and OGM [16] aim to
reduce the gradient strength for dominant modalities based on performance or Shapley value estima-
tions. However, they often introduce additional overhead through complex steps, including repeating
gradient computation. In parallel, data and feature-centric approaches like selective resampling [|13]]
and adaptive masking [[12] aim to support weak modality by generating weak modality-specific data
or masking dominant modality features, respectively. While effective, they often perturb data or
features and fail to fully leverage information from the original data. Recently, a few studies have
used misaligned pairs to inject cross-modal information. LFM [21] leverages misaligned data points
as negative samples in contrastive learning, and MCR [23]] employs within-batch permutations to
estimate conditional mutual information. However, these methods remain unsupervised learning
schemes, limiting their applicability to downstream tasks. In contrast, our approach treats misaligned
data as supervised training signals, enabling us to leverage the original features in addition to the
misaligned relationship between modalities for imbalanced multimodal learning.

Multimodal Data Augmentation Although data augmentation has greatly improved unimodal
learning, its application to multimodal settings remains relatively underdeveloped. Recently, a few
studies [24, 25, 26l 277]] have focused on augmentation techniques for multimodal data. Yet many
of these methods are either modality-specific [25] 28| 29]] or apply uniform transformation to all
modalities [27], failing to account for the varying influences that different modalities exert on learning.
For instance, MixGen [25] only augments image-text pairs by interpolating images and concatenating
the corresponding texts. In contrast, PowMix [24] introduces a regularization strategy that interpolates
latent representations with anisotropic mixing and adjusts their contributions. However, it does not
explicitly address modality imbalance. On the other hand, our method focuses on imbalanced
multimodal learning, while considering diverse and complementary cross-modal information [1]].

3 Method

In this section, we detail our approach for solving the multimodal imbalance problem. We first
introduce the basic setup and notation in Sec.[3.1] Then, we describe our core mechanisms generating
misaligned samples (Sec. , unimodal confidence based sample-level labeling (Sec. [3.3), weak-
modality weighting (Sec. , and hard-sample weighting (Sec.[3.3). Finally, we present the overall



training objective combining these elements in Sec. [3.6] For simplicity, we consider a two-modality
setting (M=2) in this paper, such as image-text pairs. We briefly discuss how these concepts generalize
to scenarios with more than two modalities in the Appendix (Sec.[A.2).

3.1 Preliminaries

We consider a dataset D = {(z;,y;)}}_,, where each input zi = (x},..., M) consists of M modal-
ities and y; € {1,...,C} is the class label. Each modality =} is mapped to a feature f/™ = gpm(m;")
by a dedicated encoder ©m; the set of encoders is p = {(pm}M These features (f}, ..., fM)
are processed by a multimodal classification layer gy to produce logits z; = gf( e fM ),
yleldlng predicted probabilities p; = softmax(z;). In parallel, M unimodal cla551ﬁcat10n layers
{ gm}m 1 process individual features f!™ to yield unimodal logits z[ = g, (™) and probabilities
p" = softmax(z]"). Crucially, the encoders ¢ are shared across both multimodal and unimodal
pathways. Unless stated otherwise, we use the standard cross-entropy loss, Lcg, for training.

3.2 Generating Misaligned Samples

To reduce the tendency of the model to over-rely on dominant modality, we systemically generate
misaligned samples that contain conflicting semantic information across modalities. Multimodal
models trained only on aligned data with hard labels often learn “shortcuts”, focusing excessively
on the most informative modality while ignoring the others [[7, 21]. To address this imbalance,
we explicitly leverage such misaligned samples, which have generally been treated as noise or
outliers [14]. By requiring the model to interpret information from all modalities within these
misaligned samples, we encourage the model to develop a more balanced reliance on each modality.

Consider an aligned sample z; = (2}, 2?) with label y;. Within the same mini-batch, we randomly
1

select another sample z; = (x; i a:f) such that y; # y;. We adopt random replacement due to its
two advantages: computational efficiency and improved model generalizability. To substantiate this
choice, we provide comparisons with alternative misaligned-sample generation strategies in Appendix
(Sec.[A.4). A misaligned sample Z; is then constructed by swapping one modality as follows:

& = (3;,17) = (w,7) M
This 2; combines the first modality from sample ¢ with the second modality from sample j. For
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example, if x; is an image of a “cat” (y; = “cat”) and x5 is a text description of a “dog” (y; = “dog”),
the misaligned sample 7; = (z},x j) pairs the “cat” image with the “dog” text. Symmetrically, we
also generate and utilize (33] , 7).
3.3 Unimodal Confidence based Sample-level Labeling

Supervising the model with the generated misaligned sample Z, presents a challenge: determining an
appropriate target label for ;. Thus, we generate a label §; € R for each &; by using a sample-level
labeling strategy. Since Z; combines two modalities from different source classes, using a single hard
label for either class is inappropriate. On the other hand, a naive average of source labels ignores
valuable supervision or inadvertently overweights a less informative modality [[10].

Our key idea is to compute 7; by evaluating how confidently each unimodal classifier predicts the
original label associated with its respective modality. Specifically, we use the unimodal classifiers
(g1 and g2) to estimate the confidence scores for their corresponding source labels, based on the
individual components (x} and x?) of the misaligned sample. This approach draws inspiration from
prior work that utilizes unimodal output probabilities to estimate modality importance or reliability
[L1} 30]. Furthermore, sample-level labeling is crucial because even within the same modality, the
amount of discriminative information can vary across samples [[13].

Given a misaligned sample #; = (zj,7), we obtain the unimodal output probabilities p; =
softmax(g1 (1 (x}))) and p7 = softmax(gz(@2(23))). Using the probabilities, we calculate the
confidence scores for the original class labels of each modality: (p;),, (confidence of modality 1 on
label y;) and (p?),, (confidence of modality 2 on label y;), where (-). indicates k-th components of

the input. These confidences are normalized as:
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Then, the target label g; is a weighted average of the one-hot encoded source labels as follows:
Ji= > &"yim =y +&y; 3)

where y;,y; € {0, 1}0 are the one-hot vectors for labels y; and y;, respectively For example, if
(pf)y, = 0.9 and (p?),, = 0.3, then the normalized confidences are ¢; = 0.75 and &; = 0.25. In
this case, the target label is §; = 0.75y; + 0.25y ;. The g; reflects the relatwe contrlbutlon of each
modality in the misaligned sample, as estimated by the unimodal classifiers. Then, the loss for
misaligned sample z; with its label g; is defined as:
C
Lonis(%i,5i) = Lop(Bi 5i) = — > (6 (vi)e + E(¥1)c) log((Bi)e) €5
c=1
where p; = softmax (g;(4(&;))) is the output probability of the multimodal classifier for Z;. In
practice, we implement a warm-up phase to train encoders and unimodal classifiers for each modality
before the labeling process. During this phase, encoders and unimodal classifiers are trained with
aligned data to ensure that confidence scores reflect meaningful modality reliability. Without this
step, unreliable confidence estimates could mislead the labeling and downstream weighting process
during the early stages of training.

3.4 Weak-Modality Weighting

To further prevent the underrepresented modality from being overshadowed in misaligned samples,
we introduce a weak-modality weight & = {1, aa }. While the target label g; provides a supervisory
signal for the misaligned sample Z;, a standard cross-entropy loss Lcg (p;, §;) may still be insufficient
to suppress the model’s tendency to rely on the dominant modality. Even when optimizing toward
i = Cly; + 7y, the multimodal model g could primarily focus on the component of the modality
with higher confidence (i.e., max(¢;, ¢2)), potentially undervaluing the signal of the other modality.
Thus, the weak-modality weight dynamically increases the loss weight for the least confident modality
when the multimodal model’s normalized confidence for the class associated with that modality falls
below the corresponding unimodal confidence used to generate the target label.

We first identify the least confident modality 7 whose unimodal classifier shows the lowest average
confidence across a batch of misaligned samples B as follows:
mo=argminE ., p[¢"] Q)
me{1,2}

We initialize weights 04(1 ), ag ) to 1, and only update the weight of the identified least confident

modality, 0‘5;1) at each batch iteration ¢. This update mechanism compares the target label associated

with modality 77 (i.e., &) within the misaligned label against the multimodal model’s predicted

confidence for the corresponding source class from ;. Let p; = softmax(gr(¢(Z;))) be the
~(

lm) be the target label for the modality 7 in the sample z; (e.g.,

multimodal prediction for z;, and y

if #; = (x!,22), then j" )

i &5 =y;and ;7 = y;). To accurately assess the model’s confidence for
the specific source class associated with the modahty m in the misaligned sample, we calculate the
normalized multimodal confidence for class 3 as (¢;)gm = (pi)gm /((Pi)y; + (Pi)y,)- The update
signal A, is computed as the batch-averaged difference between the target label and this normalized

predicted confidence:

Aa = sign (E;,ple"] - B, pl(é);0]) ©)

where the expectations are over the current batch of misaligned samples B. The weight a(tH)

updated as follows, while the weight for the other modality remains 1:

agfl) = max (1, ag) +n- Aa); aff;gl = @)
where 7 > 0 is the step size. If the model under-predicts the contribution of modality m (i.e.,
Ay > 0), o, increases, thereby amplifying its influence in the misaligned sample loss. For example,
if the normalized unimodal confidence of the least confident modality 72 is ¢;* = 0.25, and the
normalized multimodal confidence for its corresponding class is only (&;);» = 0.10, the multimodal
model underestimates the importance of the modality m. In this case, o3 becomes larger than 1. The
loss for misaligned samples with a(*) will be presented in Sec.



3.5 Hard-Sample Weighting

We also propose a hard-sample weight s;, which modulates the influence of a misaligned sample ;.
The intuition is that not all misaligned samples are equally informative. If the swapped-in feature is
highly similar to the original feature despite originating from a different class, the semantic conflict
might be difficult for the model to discern. Thus, we encourage the model to focus more on the
misaligned samples composed of more similar semantics, thereby improving its capacity to capture
fine-grained feature representations. The hard-sample weight is based on how similar the feature
embedding of the swapped modality is to that of its original counterpart from the same source sample.

Consider the misaligned sample 7; = (z}, x?) where :z:? (from sample j, label y;) replaces the
original #? (from sample i, label y; # y;). We compare the feature vector of the original modality,
f? = pa(x7), with the feature vector of the swapped-in modality, f7 = @2 (7). The 3; is calculated

as the cosine similarity between these two features:

e
= PRI ®

This weight §; € [—1, 1] quantifies how similar the swapped-in modality feature (f j2) is to the feature

it replaced (f?). A higher 3; suggests a more subtle semantic difference between the components
involved in the swap for the second modality. As detailed later in Sec.[3.6] this weight modulates the
loss contribution of the misaligned samples. (If the other type of misaligned sample z; = (l‘]l, x?)
is generated, the similarity would be calculated between fi1 and fj1 = cpl(m%)). The harder the

misaligned sample, the higher its loss weight.

3.6 Overall Training Objective

Our final training objective combines the standard supervised loss from aligned samples with the
weighted supervised loss from misaligned samples. For aligned data (x;,y;), the loss Laiign for
multimodal model and £,,,,; for unimodal models are represented as:

»Calign(xiv yz) = £CE(}% Yz), ['uni(xia yz) - ECE (pzlv yz) + »CCE(sza YZ) (9)

As mentioned in Sec.[3.3] we train encoders and unimodal classifiers prior to training multimodal
classifiers using L,; during the warm-up phase.

The final objective Ls for a misaligned sample Z; (i.e., (], =7

based label §;, the weak-modality weight o(*), and the hard-sample weight §; as follows:

) is calculated using the confidence-

- - s;i+1 -
Lonis (&5, Gi; W, 5,) = (1 + 5 ) - Low(Bi, Gs; V)
- c (10)
5 +1 - . -
= 1+ 552 =3 (Ve () + o2 ). log«pml
c=1

The total loss Lot is averaged over a mini-batch B:

1
['total = ‘

] > [ﬁalign(xi, Yi) + Luni (€6, Yi) + Muis (1, §i; 7, 52)} (1D

(zi,y:)EB

The generation of Z;, the computation of §j; and 3;, and the update of a*) occur dynamically within
the training loop. The model parameters ({¢.m, }, g¢, {gm }) are updated by minimizing Liota1. The
overall algorithm of our method is given in the Appendix (Sec. [A.T).

In addition, we analyze the computational complexity of MIDAS. For instance, in a two-modality
setting (M = 2), MIDAS generates two misaligned samples per original sample x;. As this adds
only a constant number of additional samples per z;, the overall computational complexity remains
O(N), where N is the number of training samples. While increasing the number of modalities M
would lead to generating more samples, M is typically small (2 or 3) in real-world settings.



4 Experiments

We provide experimental results for MIDAS, evaluating its performance on multimodal classification
tasks in the presence of the imbalance modality problem. We report the mean and standard deviation
(&%) across three independent runs with different random seeds for all experiments. All experiments
are conducted using NVIDIA GeForce RTX A6000 and Quadro RTX 8000 GPUs.

4.1 Experimental Settings

Datasets We evaluate our method and baselines on four widely used benchmarks for imbalanced
multimodal learning, each exhibiting varying degrees and types of modality characteristics: Kinetics-
Sounds [[15] is a dataset linking audio and video clips for action recognition with 31 classes. CREMA-
D [31]] is an audiovisual dataset for emotion recognition featuring actors speaking sentences with 6
classes. UCF-101 [32] is an action recognition dataset consisting of RGB frames and optical flows
with 101 classes. Food-101 [33]] is a dataset of food images paired with their corresponding textual
recipes with 101 classes. Additional dataset statistics are summarized in the Appendix (Sec.[A.3).

Metrics We report the Top-1 Accuracy (Acc) and F1-Score (F1) as our primary evaluation metrics
in percentages following [6]. Accuracy measures the overall classification correctness, while F1-Score
provides a balanced measure between precision and recall, which is particularly relevant in cases of
class imbalance or varying difficulty across classes. For both metrics, higher is better.

Implementation Details We conduct experiments following the configurations in [6]. For Kinetics-
Sounds and CREMA-D, we use ResNet-18 [34] encoders for both audio and video, training from
scratch. For UCF-101, we also use ResNet-18 as encoders. For the Food-101 dataset, we use a
pre-trained ResNet-18 and a pre-trained ELECTRA [35] as image and text encoders, respectively.
More detailed configurations are provided in the Appendix (Sec.[A.3).

Baselines We compare MIDAS against the following related baselines, which manipulate features
or generate new types of data for imbalanced multimodal learning: 1) Joint training is a vanilla
multimodal learning technique; 2) SMV [[13]] re-samples data from low-contributing modalities based
on sample-level modality valuation; 3) OPM [36] modulates features by weight multiplication to
adjust the contribution of each modality by predicting per-sample modulation weights during training;
4) AMCo [12] applies adaptive masking on the features of the dominant modality to adjust the
learning difficulty; 5) LFM [21]] combines multimodal learning with contrastive learning through
dynamic integration; 6) MCR [23]] leverages misaligned features for unsupervised learning and uses
game-theoretical regularization to balance the contributions of modalities.

4.2 Comparison with Baselines

We compare the performance of MIDAS with existing related baselines across four benchmark
datasets. As shown in Table [T} MIDAS consistently outperforms the baselines across all datasets in
both accuracy and Fl1-score. Specifically, MIDAS achieves significant improvements in accuracy on
the Kinetics-Sounds (3.13%p1) and CREMA-D (4.08%p1) compared to the best-performing baselines
trained solely on aligned samples. Furthermore, MIDAS is effective not only on audio-video pairs
(representative examples of imbalanced modality pairs) but also on other modalities, including image,
text, and optical flow, demonstrating its versatility. While MIDAS shows comparable performance to
SMYV on the UCF-101, it is worth noting that SMV has more epochs and opportunity to learn due
to approximately 3x more generated data. In addition, compared to LFM and MCR, which utilize
misaligned samples in unsupervised or contrastive learning frameworks, MIDAS achieves superior
performance through supervised learning. By providing explicit labels derived from unimodal
confidences, MIDAS offers direct supervision to the model, enabling more effective representation
learning compared to these less direct (unsupervised or contrastive) approaches.

4.3 Ablation Study

To understand the contributions of each component in MIDAS, we evaluate the impact of three key
elements: the warm-up phase (W) for unimodal classifiers, weak-modality weighting (WM), and
hard-sample weighting (HS) on all datasets. As shown in Table |2} each component individually



Table 1: Performance results comparing MIDAS against related baselines on four multimodal datasets.
The best and second-best results are highlighted in bold and underlined, respectively.

Method

Kinetics-Sounds

Acc () FI(M

CREMA-D
Acc(P)  F1(D)

UCF-101
Acc(P)  FI(D

Food-101
Acc (1) F1L. (D)

Joint training

63.9240.23 55.54+0.30

| 60.28+1.16 58.60+1.14

90.07+1.23 83.80+1.56

| 91.35+0.17 85.75+0.35

SMV [13] 65.76+1.48 57.59+1.56 | 67.94+1.73 66.83+1.89 | 95.24+0.39 91.80+0.88 | 91.64+0.28 86.26+0.54
OPM [36] 67.3540.67 59.29+0.70 | 63.97+1.72 62.71+1.68 | 91.73+0.51 86.42+0.66 | 92.40+0.27 87.41+0.59
AMCo [12] 67.04+0.68 58.41+1.05 | 69.91+3.23 68.85+3.28 | 93.77+0.53 89.46+0.79 | 92.00+0.23 86.79+0.47
LFM [21] 64.8840.61 56.39+1.00 | 64.02+1.82 62.50+2.24 | 91.86+0.41 86.48+0.61 | 92.1540.34 86.48+0.49
MCR [23] 71.75+0.56 64.23+0.69 | 70.91+1.22 70.19+1.17 | 91.84+0.27 86.27+0.46 | 90.58+0.26 84.62+0.38
MIDAS | 74.88+0.49 67.18+1.23 | 74.99+0.31 73.82+0.33 | 95.20+0.18 91.66+0.57 | 93.46+0.36 89.02+0.62
Table 2: Ablation study on four multimodal datasets.
W WM HS Kinetics-Sounds CREMA-D UCF-101 Food-101
Acc(t)  FL (D) Acc (1)  FIL.(D) Acc(t)  FL (D) Acc ()  FL(D)

X X X | 7170061 63.47+0.36 | 72.32:0.52 70.94+3.14 | 94.16+0.08 90.170.32 | 93.39+0.19 88.91+0.48
v X X | 72.32+0.52 64.04+0.81 | 71.25+1.87 70.28+1.79 | 94.97+0.41 91.40+0.97 | 93.46+0.32 89.02+0.48
X v X | 72.8440.41 64.7640.34 | 72.28+1.14 71.03+1.14 | 94.68+0.22 91.03+0.24 | 93.42+0.17 89.00+0.39
X X v | 71.86+0.69 63.41+1.10 | 72.35+1.45 71.01+1.57 | 94.19+0.46 90.04+0.64 | 93.51+0.29 89.21+0.47
v v X | 73.83+0.71 65.54+1.16 | 72.68+1.42 71.43+1.42 | 95.11+0.29 91.63+0.45 | 93.45+0.28 89.02+0.46
vV X Vv | 73.17+0.27 64.77+0.66 | 73.76+1.44 72.60+1.78 | 94.86+0.67 91.12+0.61 | 93.48+0.27 89.00+0.47
X v v | 73.90+0.84 66.10+1.10 | 73.98+1.62 72.93+1.68 | 93.95+0.16 89.81+0.38 | 74.41+16.4 64.24+21.4
v VvV | 74.88+0.49 67.18+1.23 | 74.99+0.31 73.82+0.33 | 95.20+0.18 91.66+0.57 | 93.46+0.36 89.02+0.62

contributes to performance improvements, but the gains are relatively small when applied in isolation.
In contrast, combining all three components consistently leads to the best result, demonstrating a clear
synergistic effect. For Food-101, the individual components (W, WM, HS) do not yield additional
performance gains, possibly because MIDAS leveraging misaligned samples already achieves strong
performance. Overall, MIDAS clearly improves or is at least as good as the related baselines. These
findings confirm that the components complement each other and that their integration is crucial to
maximizing the effectiveness of learning from misaligned samples.

4.4 Comparison with Existing Data Augmentation Methods

In addition to imbalance-specific
techniques, we also compare our
method with modality-agnostic

Table 3: Performance evaluation of MIDAS against existing
multimodal data augmentation strategies.

multimodal data augmentation ‘ CREMA-D ‘ Food-101
strategies, including Mixup [37], Method Acc (1) FL.(D) Acc (1) F1.(1)
PowMix [24], and LeMDA [27]  Joint training | 60.28+1.16 58.60+1.14 | 91.35+0.17  85.75+0.35
on the CREMA-D and Food-101 ™\ ™ 761 84550 60.3845.50 | 91.36£028  85.80063
datasets. While Mixup is origi-  powMix [24] | 63.6641.25 62.324121 | 80.59+2.73  83.21+4.07
nally designed for unimodal data,  LeMDA [27] | 58.13+2.74  56.7542.45 | 91194021  85.56+0.43
we extend it to the multimodal set- =3y (6™ "4 00 73821035 | 93112035 88.48.0.00

ting by interpolating each modal-
ity’s embedding independently
and computing the label as a weighted average of the original labels, following the standard Mixup
formulation. As shown in Table[3] MIDAS consistently outperforms data augmentation baselines
in both accuracy and F1-score. These results indicate that typical multimodal data augmentation
strategies are insufficient for handling modality imbalance, and they sometimes even show worse ac-
curacy than Joint training. In contrast, MIDAS leverages misaligned samples with targeted weighting
schemes, allowing the model to learn better from underutilized modalities. This demonstrates the
importance of incorporating imbalance-aware design into multimodal data augmentation.

4.5 Additional Analysis

Efficacy of weak-modality weighting To validate the efficacy of the weak-modality weighting,
we present the averaged normalized confidence scores of training pairs as training progresses on
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Figure 3: Normalized confidence score comparison between (a) MIDAS without the weak-modality
weighting and (b) MIDAS with the weak-modality weighting on the CREMA-D dataset.

Table 4: Performance comparison between cosine similarity and L2 distance across three datasets.

Kinetics-Sounds CREMA-D Food-101
Method Acc () FI (D Acc (1) F1 (1) | Acc (1) F1(1)

L2 distance 74.69  67.00 74.26 73.36 93.79 89.54
Cosine similarity (Ours) 75.26  68.34 75.00 74.05 93.82 89.56

the CREMA-D dataset. In Figure [3] “Uni” represents the confidence scores from the unimodal
classifiers (E; _3[¢;"]) and “Multi” represents the confidence scores from the multimodal classifier
(E;,.5[(¢i)gr]). The normalized confidence scores are measured when classifiers predict the
misaligned training samples. As shown in Figure [3a] without the weak-modality weighting, the
normalized confidence score gap of the multimodal classifier between audio (dominant modality)
and video becomes larger than the target normalized confidence scores. The reason of the larger
gap is that confidence-based labeling still assigns the larger value to the loss regarding the dominant
modality, as we point out in Sec. In contrast, with the weak-modality weighting, the normalized
confidence scores of the unimodal classifiers and the multimodal classifier become more consistent
within each modality, as shown in Figure This means that the weak-modality weighting leads the
multimodal classifier to predict the misaligned samples closer to the target labels.

Trend of weak-modality weight We analyze the tra- 4.0
jectory of the weak-modality weight « throughout the 35| — Kineties-Sounds - —— UCF-101
training process on all datasets. As illustrated in Fig- 7| [T _CREMA-D — Foodl01
ure after the warm-up phase, « increases to allocate 3.0

greater weight to the undervalued modality. Notably, @ 2.5
converges as training progresses, indicating that it effec-

tively captures the relative importance of each modal- 20
ity while maintaining an appropriate balance between L5
them, without diverging. 1.0

0 10 20 30 40 50 60 70
Similarity metric study for hard-sample weight- Epoch
ing We compare cosine similarity for hard-sample Figure 4: Trends of weak-modality weight
weighting with L2 distance, a w1dely used distance during training on four datasets.
metric. Cosine similarity is generally preferable for
high-dimensional features due to its scale invariance and stronger discriminative properties [38, 39].
To empirically validate this choice, we conduct experiments where L2 distance replaces cosine simi-
larity in our hard-sample weighting. As shown in Table ] cosine similarity consistently outperforms
L2 distance in terms of accuracy and F1-score. These results confirm that cosine similarity is more
suitable for our hard-sample weighting based on high-dimensional feature similarity.

Modality confidences during training We also provide modality confidence of Joint training and
MIDAS when predicting misaligned validation data as training progresses on the CREMA-D dataset
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Figure 5: Model confidence curves of Joint training and MIDAS for each modality on (a) CREMA-D
(audio, A; video, V) and (b) UCF-101 (optical flow, OF; RGB frame, RF) datasets.

and UCF-101 dataset. As shown in Figure 5} MIDAS predicts the misaligned samples based on
two modalities in a balanced manner while Joint training solely relies on the audio. The additional
confidence curves for the Kinetics-Sounds and Food-101 datasets are in the Appendix (Sec.[A.4).

Accuracy for misaligned samples We show the accu- 100
racy of MIDAS on misaligned validation data across all
datasets, compared to Joint training, in Figure[6] For all
datasets, our method yields substantial improvements
over Joint training, demonstrating its robustness under
semantic inconsistency. This suggests that our method
effectively captures modality-invariant representations,
enabling the model to maintain reliable predictions even
when semantic cues are partially misaligned.

[ Joint training 1 Ours
80

60 +48.6% +29.8%

060 +13.4%
|
¥l

Kinetics CREMA-D UCF-101 Food-101

Misaligned Accuracy (%)

Experiments on trimodal dataset To demonstrate

the scalability of our method, we further conduct exper- Figure 6: Accuracy for misaligned vali-
iments on the CMU-MOSI dataset [4Q], which contains dation samples comparison between Joint
three modalities: text, audio, and video. This dataset is training and MIDAS.

widely used for multimodal sentiment analysis, consist-

ing of two classes: positive and negative. We use 1,284, 229, and 686 pairs for training, validation,
and testing, respectively. We follow the experimental settings introduced by [6] and [41]]. MIDAS
achieves 74.00% accuracy and 73.64 F1-score, outperforming Joint training (71.13% accuracy and
70.86 F1-score). These results indicate that our method is not limited to simpler bimodal tasks but
can effectively scale to more complex multimodal environments.

5 Conclusion

In this paper, we first identify misaligned samples as a key signal for exposing and addressing
modality imbalance in multimodal learning. Based on this insight, we propose MIDAS, a novel data
augmentation approach that constructs misaligned samples by pairing modalities from semantically
different data points and labels them based on the confidence of unimodal classifiers. To strengthen
the model’s ability to extract useful information from these difficult samples, MIDAS incorporates
two weighting mechanisms. First, weak-modality weighting amplifies the contribution of the least
confident modality, thereby encouraging the model to utilize underrepresented signals during training.
Second, hard-sample weighting prioritizes semantically ambiguous samples, making the model learn
more effectively from misaligned samples. Extensive experimental results on various multimodal
datasets demonstrate that MIDAS outperforms the baselines using both weighting strategies, con-
firming its effectiveness as a data-driven solution for mitigating the multimodal imbalance problem.

Limitations: While MIDAS demonstrates significant improvements in imbalanced multimodal
learning, the current framework focuses primarily on classification tasks only. Extending applicability
to other multimodal tasks, such as generation or retrieval, could require further adaptations.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We provide the abstract and introduction reflecting and supporting the paper’s
contribution and scope with detailed explanations.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We explain that our method is a modality-agnostic, general with extensive
empirical results. We also discuss the computational efficiency at Sec[3.6]and provide the
future limitations after Sec

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Our paper do not claim theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide detailed configurations for experiments in Sec.[d.T]and Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We use open access datasets for experiments and provide the codes for
conducting experiments in the supplemental material.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide detailed configurations for experiments in Sec.[d.T|and Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provide experimental results with means and stand deviations in Secd] We
also plot the figures with error bars in Sec

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the environment for experiments including the type of CPU and
GPUs in Secfl

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We adhere to the Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: We believe that our work deals with the fundamental problems of machine
learning in multimodal settings, it have no critical societal impact, which affects to our lives.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our work does not generate any data or models potentially having a high risk.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite original papers or datasets accurately in Sec[d}
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide new assets in the paper and supplementary materials.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We have not used any works related to crowdsourcing.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)

approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We have not used any works related to crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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A Appendix

A.1 The Algorithm of MIDAS

Algorithm 1: The algorithm of MIDAS

Input: Training dataset D; Number of total epochs E; Warm-up epochs FE,,, Batch size b;
Learning rate v; Hyperparameters A, 77; Model parameters
0= {9917"’799]W7gfvglv"ng}'

Initialize weak-modality weights o, <— 1 form =1,..., M;

for epoch = 1 to E do

//Warm—up phase for training unimodal classifiers

if epoch < F,, then

for each mini-batch Bajignea = { (i, yi)}_, C Ddo

Pyt = softmax (gm(QDM (ﬂn)))’
Luni = Zﬁlle ECE(pT, Yi);
Update parameters 6 < 0 — vV L5

else
//Main training
Initialize t = 1, o) = 1form =1,..., M :

for B = {(x;,y:)}’_, € D do

//1. Compute losses for aligned samples
Compute Lyni(zi, yi);

Compute Latign (i, y;) using Eq. @

//2. Generate misaligned samples
{2;}%_, by random shuffling B ;

B = {(;,7:)}%_, using Eq.

//3. Compute the loss for misaligned samples
Compute Lois(Z;, 75; o, ;) using Eq.

//4. Compute the total loss and update parameters
Compute Liotal using Eq.

Update parameters 0 < 6 — vV g Liotar;

//5. Update weak-modality weight «

Identify batch-wise least confident modality 7 using Eq.
Compute average update signal A, using Eq. E];

Update oD max(1, o® 4 7 - A,) using Eq.

m m

t+—t+1;

O:Itput : Trained model parameters 6

A.2 Generalization to M > 2 Modalities

Continuing from Sec. 3} while we focus on M=2 for clarity in the main paper, our approach readily
generalizes to M > 2 modalities. The core mechanisms remain identical, with summations and
operations extending naturally over M modalities.

* Generating misaligned samples Generation involves selecting a set of M source samples
K; ={i,j1,...,7m—1} with at least two different labels. A random permutation 7 € Sy
determines the assignment z; = (l‘i( e ,x{c\f (M))), where k .y indexes into K.

+ Confidence based sample-level labeling Confidences (p}) are computed for each

Yk (m))

modality m. Normalization uses Zi\il(ﬁﬁ) in the denominator. The soft label is

. Yk(xay)
~ -m
Yi = Zm:l Ci Yk(n(m))
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Table 5: Summary of datasets used in our experiments.

Dataset #Train #Val #Test #Class Modality 1 Modality 2
Kinetics-Sounds 16,890 2,461 4,778 31 Audio Video
CREMA-D 5,209 744 1,489 6 Audio Video
UCF-101 9,159 1,308 2,618 101 Optical Flow RGB frame
Food-101 63,481 9,069 18,138 101 Text Image

* Weak-modality weighting The least confident modality m is found using
. . . . M . .
argmin,,crqy, . psy and normalization involves > ;—, in the denominator. The up-
date signal A, and rule remain conceptually the same, targeting cv;,.

* Hard-sample weighting The set of replaced modalities R; = {m | k(zm)) # i} is
identified. The weight §; is the average similarity ﬁ > mer, SIM(f", f7) where y; # i

Gf R; # 0).

A.3 Experimental Details

Dataset details Table[5|summarizes the number of samples in each split, class counts, and the types
of modalities used for each dataset.

Implementation details Continuing from Sec. we provide additional configurations for imple-
menting experiments. We use the SGD optimizer with momentum of 0.9 and an initial learning rate
of 1e-3 for Kinetics-Sounds, CREMA-D, and Food-101, and 1e-2 for UCF-101. We use a batch size
of 64 across all datasets. Models are trained for 30 epochs for Food-101 and 70 epochs for the other
three datasets. We combine the features from different modalities by concatenation. The step size
of the StepLR scheduler is 15 for Food-101 and 50 for the others. We apply a weight decay of 1e-4
and a StepLR learning rate schedule for all datasets. We use five workers for all experiments. For
MIDAS, we use the hyperparameter ) of 5 for the Kinetics-Sounds datasets, and 1 for others. We
also provide an analysis of the hyperparameter A in Sec. We use 7 of 5e-2 for all datasets. The
best model is selected based on validation accuracy.

In practice, generating a misaligned sample at the input level can be computationally expensive
as it requires passing each input component through its respective encoder for each modality. For
efficiency, we implement this process at the feature level. Given a batch of samples B = {(z;,v:)},
we first compute the features [ = ,,(z7") for all i and m € {1,2}. Then, we construct a

misaligned feature vector f by combining features from different samples within the batch:
fo= (1) (12)

where y; and y; are not identical. f; = ( fjl7 f?) is also possible. This feature-level combination
reuses the already computed features, significantly reducing the computational overhead compared to
processing misaligned samples from scratch. Quantitative comparisons of the efficiency of feature-
level augmentation are provided in Sec.[A.4]

For the CMU-MOSI dataset, a trimodal dataset, we use Transformer encoders for all three modalities,
trained from scratch. We employ the SGD optimizer with a momentum of 0.9 and a weight decay of
le-4. The batch size is set to 64, and the models are trained for 70 epochs. A StepLR scheduler with
a decay rate of 0.1 and a step size of 50 is used. The initial learning rate is le-2.

A.4 Additional Experiments

Modality confidence during training Continuing from Sec. 4.5 we additionally present the
modality confidence curve on the Kinetics-Sounds and Food-101 datasets in Figure |/} Similar to
Figure [5al MIDAS utilizes all modalities in a much more balanced way when predicting multimodal
data compared to the Joint training.

Hyperparameter analysis As introduced in Sec. to further study the impact of the loss weight
hyperparameter A, which controls the contribution of the midaligned sample loss term L,y;s, we
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Figure 7: Model confidence curves of Joint training and MIDAS for each modality on the (a)
Kinetics-Sounds (audio, A; video, V) and (b) Food-101 (text, T; image, I) datasets.

Table 6: Performance evaluation with varying A values across three datasets.

Kinetics-Sounds CREMA-D Food-101
A Acc (1) F1 (1) | Acc () F1 (1) | Acc () F1 (1)

05| 7043 62.06 73.52 72.26 93.65 89.32
1 71.35 62.87 75.00 74.05 93.82 89.56
2 7323  65.05 74.60 73.31 93.57 89.21
5 75.26  68.34 7325 7232 65.20 52.11
10 75.34 68.10 63.17 62.58 n/a n/a
20 74.19  66.12 5746 57.12 n/a n/a

conduct an additional analysis on the Kinetics-Sounds, CREMA-D, and Food-101 datasets. As
summarized in Table[6] the optimal X value varies depending on the dataset. When ) is too small,
the model under-utilizes the information from misaligned samples. Conversely, if A is too large,
the model overly prioritizes misaligned samples and fails to adequately learn shared multimodal
representations from aligned data.

Evaluation on additional datasets To further validate the effectiveness of MIDAS, we additionally
evaluate our method on the Sarcasm [42] and Twitter2015 [43]] datasets, beyond the four widely used
datasets included in Sec.[d] Both datasets consist of image and text modalities. The Sarcasm dataset
contains 17,316 samples for training, 2,463 samples for validation, and 4,936 samples for test, while
the Twitter2015 dataset includes of 3,736 pairs for training, 534 pairs for validation, and 1,068 pairs
for test. As provided in Table[/] the results are consistent with our original findings, where MIDAS
consistently outperforms competing methods across these datasets, confirming the same performance
trend. These findings demonstrate that MIDAS is effective not only on standard benchmarks but also
on diverse domains such as sarcasm detection.

Efficiency of feature-level augmentation Feature-level augmentation leverages precomputed
features after processing aligned samples. In contrast, input-level augmentation requires processing
twice as many raw inputs (aligned and misaligned samples), thereby significantly increasing compu-
tational cost. To quantify this, we measure the training times on the CREMA-D, Kinetics-Sounds,
and Food-101 datasets. As shown in Table[8] the feature-level method achieves substantial reductions
in training time compared to the input-level method. These results confirm the efficiency advantages
of our approach.

Study of the misaligned sample generation methods To examine the effectiveness of the random
replacement method in terms of model generalizability, we compare our method against a confusion-
based replacement strategy, in which each sample is paired with another whose label is among its
top-2 predicted classes. This alternative strategy makes misaligned samples inherently challenging or
informative for better training. On the CREMA-D dataset, the confusion-based replacement yields an
accuracy of 67.67% and an F1 score of 66.79. In contrast, our random replacement method achieves
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Table 7: Performance comparison on the Sarcasm and Twitter2015 datasets.

Sarcasm Twitter2015
Method Acc (1) F1 (1) | Acc(T) F1 (1)
Joint training 86.89 86.38 71.82 64.35
AMCo [12] 85.92 85.39 71.44 58.59
MCR [23] 85.33 84.68 72.19 65.17
MIDAS (ours) \ 87.16 86.58 \ 73.60 65.89

Table 8: Training time comparison (in minutes) between feature-level and input-level methods.

Dataset \ Feature-level (Ours) Input-level
CREMA-D 52 77
Kinetics-Sounds 311 445
Food-101 278 693

higher performance, with an accuracy of 75.00% and an F1 score of 74.05. These results indicate
that while confusion-based replacement enforces harder negative pairs, it limits generalization and
ultimately reduces model performance. In comparison, random replacement provides a better balance
between efficiency and generalizability, leading to stronger overall results.

Role of modality balance in performance improvement To further investigate whether the
performance gains of MIDAS stem from improved modality balancing, we evaluate the contributions
of each modality using Shapley value-based modality valuation [13] on the CREMA-D dataset,
which consists of audio and video modalities. Specifically, we compare predictions from models
trained with joint training against those from MIDAS, while also considering unimodal baselines.
For modality-specific analysis, we replace the features of the non-target modality with zero vectors
and then measure performance in the usual way. For example, in an audio-only evaluation, the video
features are replaced with zero vectors before computing the results.

The unimodal audio classifier achieves 60.0% accuracy, and the unimodal video classifier achieves
53.7%. When using joint training, the audio-only accuracy drops to 42.1%, and the video-only
accuracy further drops to 19.2%, indicating severe under-utilization of the video modality. In contrast,
MIDAS achieves much more balanced accuracy contributions with 54.3% for audio and 49.9% for
video, leading to an overall accuracy of 73.7%. These results suggest that the substantial performance
gain (from 60.2% with joint training to 73.7% with MIDAS) largely stems from improved modality
balancing rather than a general regularization effect. Regularization alone cannot explain the drastic
improvement in video feature utilization, which increases from 19.2% to 49.9%, while maintaining
strong audio performance. This result confirms that MIDAS explicitly enhances modality balance,
which is the key factor behind the observed performance improvements.
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