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Abstract

Molecular beam epitaxy (MBE) is an atomically precise method for the synthesis of1

extremely thin films which may possess unique and desirable functionalities. The2

epitaxial growth process is typically monitored by reflection high energy electron3

diffraction (RHEED), presenting information on surface morphology, growth rate,4

and crystallinity. However, observing and interpreting RHEED patterns is both time5

intensive and complex. In this work, we are developing an artificial intelligence6

(AI)-driven pipeline to enable automatic monitoring of the deposition process via7

real-time RHEED image analysis (one image per second) for targeted materials.8

Our pipeline utilizes a pre-trained image model that encodes each RHEED pattern9

image into a feature vector. Changes in the RHEED pattern are detected via10

two analytics methods: a time series-based changepoint detection method that11

measures changes in pairwise cosine similarity between feature vectors, and a12

graph theoretic method that clusters feature vectors by cosine similarity. We13

implement the open source framework and detect physically meaningful changes in14

RHEED videos collected from the deposition of epitaxial thin films such as anatase15

TiO2 on SrTiO3(001). We present the strengths and weaknesses of this approach16

and its potential use as the basis for on-the-fly feedback control of MBE deposition17

parameters.18

1 Introduction19

Epitaxial thin films are layers of crystalline materials grown on a single crystal substrate surface that20

play an important role not only in an industrial setting but also the development and study of materials21

with new and undiscovered properties. Synthesizing these films by molecular beam epitaxy (MBE) is22

a highly controllable, atomically precise method for producing novel, non-equilibrium, and metastable23

materials and composites with unique and targeted performance properties [3]. Traditionally, epitaxial24

growth is observed by reflection high energy electron diffraction (RHEED)[11], in which a high-25

energy electron beam is directed at the surface of the film at a shallow angle, producing a diffraction26

pattern on a phosphorescent screen or detector. The resulting diffraction pattern encodes information27

on surface morphology, growth rate, and growth dynamics through features like streaks and spots.28

During and after deposition, an expert qualitatively determines the features and quality of a film29

by observing and interpreting the RHEED patterns produced during growth. However, interpreting30

RHEED patterns is complex and subtle features or feature changes are missed even by observers with31

significant expertise. In many cases, once an undesired feature like surface roughness or secondary32

phase formation is unambiguously identified during the deposition, manual adjustments to deposition33

parameters are insufficient to reverse the outcome. This underscores the need for advanced RHEED34

pattern analysis to detect subtle changes before they become visible.35
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Previously, offline-analysis has leveraged dimensionality reduction techniques to identify pattern36

changes [15, 17] however, these decomposition approaches heavily rely on consistent pixel position37

and in reality the geometries of a real system experience fluctuations. Existing techniques have also38

approached improvements in throughput analysis and instrument parameter space through Bayesian39

optimization [16, 7, 13]. Very simple closed loop control for RHEED analysis was demonstrated by40

Shen et al. [12] using a 3D ResNet to cycle temperature ramping either ‘on’ or ‘off’ specific to the41

formation of quantum dots. This approach utilized a training data set of 120 quantum dot deposition42

runs. Here, we present a rapid, material-agnostic approach for real-time RHEED pattern analysis43

that detects changes within a 1 second frame rate, ahead of visual identification. This method is44

demonstrated on pre-recorded data from a model epitaxial oxide thin film deposition and forms a45

basis for on-the-fly feedback control of MBE deposition parameters.46

2 Methods47

Our approach for real-time RHEED pattern analysis consists of three components: preprocessing,48

changepoint detection, and film surface descriptor identification. However, the descriptor iden-49

tification, i.e. a UNet architecture for segmenting streaks and spots in RHEED images [9], is50

currently underdeveloped for the scope of this paper. In preprocessing, TIFF images are captured at51

1 Hz, converted to 8-bit grayscale, cropped to 280x138 to exclude non-diffraction regions, resized,52

and standardized using wavelet denoising and histogram equalization. For changepoint detection,53

image features are extracted using a VGG16 model [10] pretrained on ImageNet [4], creating 512-54

dimensional feature vectors. Grayscale images are tiled into three color channels to match the model’s55

input requirements. Images are compared using a cosine similarity kernel:56

K(x,y) = CosineSim(x,y) = 1− 〈x,y〉
|x||y|

. (1)

The changepoint algorithm segments the time interval I into sub-intervals I0 and I1 where images57

within each sub-interval are similar, and between sub-intervals are dissimilar, identifying the change-58

point time τ . To measure the dissimilarity within intervals, we employ a segmentation cost function59

commonly used by changepoint detection methods [5, 6, 14]:60

SegCost(J) = |J |

1− 1

|J |2
∑
t,t′∈J

K(xt,xt′)

 , (2)

We detect changepoints in the RHEED video by optimizing the choice of τ using the segmentation61

cost of the full time interval compared against the segmentation cost of the sub-intervals separated by62

τ ,63

τ = argmax
τ ′∈I

{
SegCost(I)− SegCost(I0)− SegCost(I1)

|I|

}
. (3)

If the maximum value in equation 3 exceeds the threshold (h = 0.05), τ is declared a changepoint.64

A schematic of the changepoint detection process is shown in Appendix A.1. To support online65

changepoint detection and reduce computational cost, we limit the width of I from the most recent66

frame to the closest frame of either: the most recent changepoint, the beginning of the video, or a67

sliding window width of 300 seconds.68

The similarity matrix is also used for graph-based clustering, forming graph Gt with nodes represent-69

ing images and edge weights corresponding to cosine similarity. Singular value decomposition is70

performed on Gt and nodes are clustered and visualized by the graph theoretic singular values [1].71

Stability of clusters is measured by the ratio of the first two singular values [2]. If the stability ratio72

produces an inflection point when measured against time, then a changepoint is recorded.73

3 Implementation and Availability74

3.1 Experimental Data75

We prototyped the implementation of this framework on an anatase TiO2 film growth on a SrTiO3(001)76

substrate, chosen as a model thin film system because the stoichiometry is simple, which reduces77
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the number of variables, but diverse outcomes can be expected under different deposition conditions:78

smooth vs. rough anatase, epitaxial anatase vs. nucleation of epitaxial rutile, polycrystalline rutile,79

amorphous TiO2. We focus on the transition from an epitaxial film with a smooth surface to an80

epitaxial film with a rough, islanded surface. This transition is typically observed in RHEED81

diffraction patterns as a change from diffraction streaks to diffraction spots, with the spots lying82

along the streak positions. The code for changepoint detection, graph analytics, and instrument83

communications are available at https://github.com/anonymized_for_review.184

3.2 On-the-fly Communication Framework85

RHEED images are collected in raw format from the instrument at 1 Hz to a shared folder on the CPU86

controller computer. The images are then converted to TIFF format with a header and distributed87

to a lambda GPU computer (see Appendix A.3) through a ZeroMQ publish-subscribe model [8]88

to be analyzed in real-time.2 Each image feeds directly into the pre-trained deep convolutional89

neural network (VGG16) to be converted into 512-dimensional feature vector. The feature vector90

is compared against previous images with the statistical analysis of changepoints. Additionally, the91

image feature vectors expand a sliding window and the network graph analysis determines change92

in clustering of new image(s) as described in Section 2. Analytics from the changepoint and graph93

clustering methods are returned through the subscriber of the ZeroMQ framework and rendered in a94

display interface shown in Figure 1.95

Figure 1: Visualization of RHAAPsody interface highlighting changepoint detection and graph
clustering analytics displayed through the ZeroMQ framework. This preliminary framework demon-
strates the message exchange process and lays the groundwork for automated instrument control
once changepoints are correlated with directional changes, i.e. increase or decrease, in instrument
parameters.

Currently, this interface is used to communicate experimental metadata, display data collection and96

analytics, and indicate when instrument control could intervene. The next phases of our research will97

incorporate directional changes in instrument parameters, i.e. temperature, in response to detected98

changepoints.99

1This link is under disclosure review and will be available on or after September 12, 2024.
2The prototyping experiment was prerecorded and simulated as real-time in order to leverage existing growth

data.

3

https://github.com/anonymized_for_review


3.3 Results100

The prototype TiO2 film growth was analyzed with changepoint detection and graph theoretic101

“stabilization” in the ZeroMQ framework as well as an after-the-fact video analysis from an MBE102

subject matter expert. The corresponding timeline for identified changes is shown in Figure 2. The103

change detected, barely visible in the 720s RHEED image, is the appearance of small dots along the104

3 center-most streaks.105

Figure 2: Comparison of expert analysis, changepoint detection, and graph theoretic identified
‘changes’ during the anatase TiO2 film growth on a SrTiO3(001) substrate. The identified change is
the faint appearance of spots occurring along the three center-most streaks, illustrating the transition
between smooth and rough surfaces over time.

4 Discussion106

4.1 Conclusions107

All the ML methods implemented in RHAAPsody—VGG-16, changepoint detection, and graph108

clustering— are executed within the targeted 1 Hz acquisition rate, making our tool suitable for109

real-time analysis during thin film deposition. Both the changepoint detection and the graph based110

clustering methods indicate accurate changing growth characteristics, such as the pattern transitioning111

from streaky to spotty, with the graph clustering method identifying the change sooner. The graph112

clustering correctly separates streaky images from spotty images, separating images which indicate113

layer-by-layer growth from amorphous growth patterns. Additionally, both the changepoint detection114

and graph clustering methods are material-agnostic and operate without supervision. Finally, our115

methodology is less sensitive to pixel scale and translation compared to matrix factorization techniques116

like Principal Component Analysis.117

4.2 Limitations118

The results in Section 3 describe a single dataset. We continue to collect data to both develop our119

communication framework as well as our methods, especially as we begin to incorporate instrument120

parameters into our analysis (e.g. temperature and partial pressure of Oxygen). Preliminary results on121

new experiments show promise as seen in Appendix A.2. While our methods function in real-time,122

because τ is optimized over the entire time interval a changepoint is identified only after it has already123

occurred, making the process retrospective. Both changepoint detection and graph analytics may124

be affected by noise in the initial seconds of an experiment. Lastly, neither approach is predictive;125

therefore, reversing an undesired outcome, such as a trend towards spotty or rutile film, is not126

feasible. Our current and future work aims to integrate changepoint detection and graph analytics127

with predictive models like convolutional LSTMs to identify changes early and enable real-time128

feedback control. We are continuously collecting data to better understand the parameter space129

around growth and instrument control. The ZeroMQ framework is designed to facilitate both the130

relay and control of instrument parameter settings.131
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A Supplemental material178

A.1 Changepoint Schematic179
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Figure 3: A schematic of the changepoint detection process. The time interval between the last
changepoint and the current time is segmented such that the diagonal blocks of the similarity matrix
(internal similarity scores) have high overall values, while the off diagonal blocks (cross similarity
scores) have low values.

A.2 Additional Experimental Results180

Figure 4: Changepoint and graph analytics on a secondary experiment where no changes in film
growth occur after the initial growth phases. Initial growth is indicated by multiple detected change-
points early on.

A.3 GPU Specifications181

The Lambda Vector GPU Workstation used in this experiment was purchased directly from Lambda182

in July 2023. The workstation has the following specifications:183

• Operating system: Ubuntu 22.04, includes Lambda Stack for managing TensorFlow, Py-184

Torch, CUDA, cuDNN, etc.185

• Processor: AMD Ryzen Threadripper PRO 5955WX: 16 cores, 4.0 4.5GHz, 64 MB cache,186

PCIe 4.0187

• GPU: 2x NVIDIA RTX A6000: 48GB memory, 10752 CUDA cores, 336 Tensor cores,188

NVLink189

• System memory: 256 GB: DDR4-3200 UDIMM190
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• OS drive: 1x 1.92 TB M.2 NVMe191

• Data drive: 2x 15.36 TB U.2 NVMe: Data center SSD, 1 DWPD, PCIe 4.0192

• Onboard networking: 2x 10 Gbps RJ45 Ethernet ports, 1x dedicated IPMI port193
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NeurIPS Paper Checklist194

1. Claims195

Question: Do the main claims made in the abstract and introduction accurately reflect the196

paper’s contributions and scope?197

Answer: [Yes]198

Justification: We in fact describe the implementation of an open source framework to detect199

physically meaningful changes in RHEED videos collected from the deposition of anatase200

TiO2 on SrTiO3(001). We present the strengths and weaknesses of our methods in Section201

4 as well as potential use as the basis for on-the-fly feedback control of MBE deposition202

parameters.203

Guidelines:204

• The answer NA means that the abstract and introduction do not include the claims205

made in the paper.206

• The abstract and/or introduction should clearly state the claims made, including the207

contributions made in the paper and important assumptions and limitations. A No or208

NA answer to this question will not be perceived well by the reviewers.209

• The claims made should match theoretical and experimental results, and reflect how210

much the results can be expected to generalize to other settings.211

• It is fine to include aspirational goals as motivation as long as it is clear that these goals212

are not attained by the paper.213

2. Limitations214

Question: Does the paper discuss the limitations of the work performed by the authors?215

Answer: [Yes]216

Justification: Limitations are described in Section 4.2, centering around data limitations,217

factors that may affect performance (experiments are cost and labor intensive, we continue218

to grow in this area) and timeliness of our algorithms. Computational efficiency is described219

as a non-issue given the low latency of the RHEED collection framework.220

Guidelines:221

• The answer NA means that the paper has no limitation while the answer No means that222

the paper has limitations, but those are not discussed in the paper.223

• The authors are encouraged to create a separate "Limitations" section in their paper.224

• The paper should point out any strong assumptions and how robust the results are to225

violations of these assumptions (e.g., independence assumptions, noiseless settings,226

model well-specification, asymptotic approximations only holding locally). The authors227

should reflect on how these assumptions might be violated in practice and what the228

implications would be.229

• The authors should reflect on the scope of the claims made, e.g., if the approach was230

only tested on a few datasets or with a few runs. In general, empirical results often231

depend on implicit assumptions, which should be articulated.232

• The authors should reflect on the factors that influence the performance of the approach.233

For example, a facial recognition algorithm may perform poorly when image resolution234

is low or images are taken in low lighting. Or a speech-to-text system might not be235

used reliably to provide closed captions for online lectures because it fails to handle236

technical jargon.237

• The authors should discuss the computational efficiency of the proposed algorithms238

and how they scale with dataset size.239

• If applicable, the authors should discuss possible limitations of their approach to240

address problems of privacy and fairness.241

• While the authors might fear that complete honesty about limitations might be used by242

reviewers as grounds for rejection, a worse outcome might be that reviewers discover243

limitations that aren’t acknowledged in the paper. The authors should use their best244

judgment and recognize that individual actions in favor of transparency play an impor-245

tant role in developing norms that preserve the integrity of the community. Reviewers246

will be specifically instructed to not penalize honesty concerning limitations.247
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3. Theory Assumptions and Proofs248

Question: For each theoretical result, does the paper provide the full set of assumptions and249

a complete (and correct) proof?250

Answer: [NA]251

Justification: The paper is an applied technique and does not include any theoretical proofs.252

Guidelines:253

• The answer NA means that the paper does not include theoretical results.254

• All the theorems, formulas, and proofs in the paper should be numbered and cross-255

referenced.256

• All assumptions should be clearly stated or referenced in the statement of any theorems.257

• The proofs can either appear in the main paper or the supplemental material, but if258

they appear in the supplemental material, the authors are encouraged to provide a short259

proof sketch to provide intuition.260

• Inversely, any informal proof provided in the core of the paper should be complemented261

by formal proofs provided in appendix or supplemental material.262

• Theorems and Lemmas that the proof relies upon should be properly referenced.263

4. Experimental Result Reproducibility264

Question: Does the paper fully disclose all the information needed to reproduce the main ex-265

perimental results of the paper to the extent that it affects the main claims and/or conclusions266

of the paper (regardless of whether the code and data are provided or not)?267

Answer: [Yes]268

Justification: The code, data, and implementation described are available on https://269

github.com/anonymized_for_review.270

Guidelines:271

• The answer NA means that the paper does not include experiments.272

• If the paper includes experiments, a No answer to this question will not be perceived273

well by the reviewers: Making the paper reproducible is important, regardless of274

whether the code and data are provided or not.275

• If the contribution is a dataset and/or model, the authors should describe the steps taken276

to make their results reproducible or verifiable.277

• Depending on the contribution, reproducibility can be accomplished in various ways.278

For example, if the contribution is a novel architecture, describing the architecture fully279

might suffice, or if the contribution is a specific model and empirical evaluation, it may280

be necessary to either make it possible for others to replicate the model with the same281

dataset, or provide access to the model. In general. releasing code and data is often282

one good way to accomplish this, but reproducibility can also be provided via detailed283

instructions for how to replicate the results, access to a hosted model (e.g., in the case284

of a large language model), releasing of a model checkpoint, or other means that are285

appropriate to the research performed.286

• While NeurIPS does not require releasing code, the conference does require all submis-287

sions to provide some reasonable avenue for reproducibility, which may depend on the288

nature of the contribution. For example289

(a) If the contribution is primarily a new algorithm, the paper should make it clear how290

to reproduce that algorithm.291

(b) If the contribution is primarily a new model architecture, the paper should describe292

the architecture clearly and fully.293

(c) If the contribution is a new model (e.g., a large language model), then there should294

either be a way to access this model for reproducing the results or a way to reproduce295

the model (e.g., with an open-source dataset or instructions for how to construct296

the dataset).297

(d) We recognize that reproducibility may be tricky in some cases, in which case298

authors are welcome to describe the particular way they provide for reproducibility.299

In the case of closed-source models, it may be that access to the model is limited in300

some way (e.g., to registered users), but it should be possible for other researchers301

to have some path to reproducing or verifying the results.302
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5. Open access to data and code303

Question: Does the paper provide open access to the data and code, with sufficient instruc-304

tions to faithfully reproduce the main experimental results, as described in supplemental305

material?306

Answer: [Yes]307

Justification: The code, data, and implementation described are available on https://308

github.com/anonymized_for_review. The streaming framework is available in code309

and visually represented in Appendix A.1.310

Guidelines:311

• The answer NA means that paper does not include experiments requiring code.312

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/313

public/guides/CodeSubmissionPolicy) for more details.314

• While we encourage the release of code and data, we understand that this might not be315

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not316

including code, unless this is central to the contribution (e.g., for a new open-source317

benchmark).318

• The instructions should contain the exact command and environment needed to run to319

reproduce the results. See the NeurIPS code and data submission guidelines (https:320

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.321

• The authors should provide instructions on data access and preparation, including how322

to access the raw data, preprocessed data, intermediate data, and generated data, etc.323

• The authors should provide scripts to reproduce all experimental results for the new324

proposed method and baselines. If only a subset of experiments are reproducible, they325

should state which ones are omitted from the script and why.326

• At submission time, to preserve anonymity, the authors should release anonymized327

versions (if applicable).328

• Providing as much information as possible in supplemental material (appended to the329

paper) is recommended, but including URLs to data and code is permitted.330

6. Experimental Setting/Details331

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-332

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the333

results?334

Answer: [NA]335

Justification: The standing implementation of our approach does not include training/test336

experiments. Future work will leverage collected data in an experimental setting, but is too337

early in concept and data volumes to describe.338

Guidelines:339

• The answer NA means that the paper does not include experiments.340

• The experimental setting should be presented in the core of the paper to a level of detail341

that is necessary to appreciate the results and make sense of them.342

• The full details can be provided either with the code, in appendix, or as supplemental343

material.344

7. Experiment Statistical Significance345

Question: Does the paper report error bars suitably and correctly defined or other appropriate346

information about the statistical significance of the experiments?347

Answer: [NA]348

Justification: The limitations described in Section 4.2 reference the demonstration of a single349

film growth, which is not enough to qualify the statistical significance of our approach. As350

more data is collected and annotated, we will understand statistical significance in context of351

subject matter expertise for event detection. To our knowledge, no annotated and available352

RHEED pattern dataset currently exists.353

Guidelines:354
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• The answer NA means that the paper does not include experiments.355

• The authors should answer "Yes" if the results are accompanied by error bars, confi-356

dence intervals, or statistical significance tests, at least for the experiments that support357

the main claims of the paper.358

• The factors of variability that the error bars are capturing should be clearly stated (for359

example, train/test split, initialization, random drawing of some parameter, or overall360

run with given experimental conditions).361

• The method for calculating the error bars should be explained (closed form formula,362

call to a library function, bootstrap, etc.)363

• The assumptions made should be given (e.g., Normally distributed errors).364

• It should be clear whether the error bar is the standard deviation or the standard error365

of the mean.366

• It is OK to report 1-sigma error bars, but one should state it. The authors should367

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis368

of Normality of errors is not verified.369

• For asymmetric distributions, the authors should be careful not to show in tables or370

figures symmetric error bars that would yield results that are out of range (e.g. negative371

error rates).372

• If error bars are reported in tables or plots, The authors should explain in the text how373

they were calculated and reference the corresponding figures or tables in the text.374

8. Experiments Compute Resources375

Question: For each experiment, does the paper provide sufficient information on the com-376

puter resources (type of compute workers, memory, time of execution) needed to reproduce377

the experiments?378

Answer: [Yes]379

Justification: These methods are not computationally intensive, however compute is loosely380

described (CPU and GPU) in the setting of on-the-fly analysis.381

Guidelines:382

• The answer NA means that the paper does not include experiments.383

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,384

or cloud provider, including relevant memory and storage.385

• The paper should provide the amount of compute required for each of the individual386

experimental runs as well as estimate the total compute.387

• The paper should disclose whether the full research project required more compute388

than the experiments reported in the paper (e.g., preliminary or failed experiments that389

didn’t make it into the paper).390

9. Code Of Ethics391

Question: Does the research conducted in the paper conform, in every respect, with the392

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?393

Answer: [Yes]394

Justification: This research conforms with and appreciates the NeurIPS Code of Ethics.395

Guidelines:396

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.397

• If the authors answer No, they should explain the special circumstances that require a398

deviation from the Code of Ethics.399

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-400

eration due to laws or regulations in their jurisdiction).401

10. Broader Impacts402

Question: Does the paper discuss both potential positive societal impacts and negative403

societal impacts of the work performed?404

Answer: [NA]405
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Justification: The work performed is foundational research and not directly tied to societal406

impacts. We do describe the importance of an analysis of this time to materials settings407

alone.408

Guidelines:409

• The answer NA means that there is no societal impact of the work performed.410

• If the authors answer NA or No, they should explain why their work has no societal411

impact or why the paper does not address societal impact.412

• Examples of negative societal impacts include potential malicious or unintended uses413

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations414

(e.g., deployment of technologies that could make decisions that unfairly impact specific415

groups), privacy considerations, and security considerations.416

• The conference expects that many papers will be foundational research and not tied417

to particular applications, let alone deployments. However, if there is a direct path to418

any negative applications, the authors should point it out. For example, it is legitimate419

to point out that an improvement in the quality of generative models could be used to420

generate deepfakes for disinformation. On the other hand, it is not needed to point out421

that a generic algorithm for optimizing neural networks could enable people to train422

models that generate Deepfakes faster.423

• The authors should consider possible harms that could arise when the technology is424

being used as intended and functioning correctly, harms that could arise when the425

technology is being used as intended but gives incorrect results, and harms following426

from (intentional or unintentional) misuse of the technology.427

• If there are negative societal impacts, the authors could also discuss possible mitigation428

strategies (e.g., gated release of models, providing defenses in addition to attacks,429

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from430

feedback over time, improving the efficiency and accessibility of ML).431

11. Safeguards432

Question: Does the paper describe safeguards that have been put in place for responsible433

release of data or models that have a high risk for misuse (e.g., pretrained language models,434

image generators, or scraped datasets)?435

Answer: [NA]436

Justification: This work does not pose a high risk for misuse.437

Guidelines:438

• The answer NA means that the paper poses no such risks.439

• Released models that have a high risk for misuse or dual-use should be released with440

necessary safeguards to allow for controlled use of the model, for example by requiring441

that users adhere to usage guidelines or restrictions to access the model or implementing442

safety filters.443

• Datasets that have been scraped from the Internet could pose safety risks. The authors444

should describe how they avoided releasing unsafe images.445

• We recognize that providing effective safeguards is challenging, and many papers do446

not require this, but we encourage authors to take this into account and make a best447

faith effort.448

12. Licenses for existing assets449

Question: Are the creators or original owners of assets (e.g., code, data, models), used in450

the paper, properly credited and are the license and terms of use explicitly mentioned and451

properly respected?452

Answer: [Yes]453

Justification: Existing models and data are properly cited at a manuscript level.454

Guidelines:455

• The answer NA means that the paper does not use existing assets.456

• The authors should cite the original paper that produced the code package or dataset.457
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• The authors should state which version of the asset is used and, if possible, include a458

URL.459

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.460

• For scraped data from a particular source (e.g., website), the copyright and terms of461

service of that source should be provided.462

• If assets are released, the license, copyright information, and terms of use in the463

package should be provided. For popular datasets, paperswithcode.com/datasets464

has curated licenses for some datasets. Their licensing guide can help determine the465

license of a dataset.466

• For existing datasets that are re-packaged, both the original license and the license of467

the derived asset (if it has changed) should be provided.468

• If this information is not available online, the authors are encouraged to reach out to469

the asset’s creators.470

13. New Assets471

Question: Are new assets introduced in the paper well documented and is the documentation472

provided alongside the assets?473

Answer: [Yes]474

Justification: The open sourced code provided for this work includes licensing and use475

descriptors. The acknowledgement statement includes asset source descriptors with use476

outlined in the open source code made available.477

Guidelines:478

• The answer NA means that the paper does not release new assets.479

• Researchers should communicate the details of the dataset/code/model as part of their480

submissions via structured templates. This includes details about training, license,481

limitations, etc.482

• The paper should discuss whether and how consent was obtained from people whose483

asset is used.484

• At submission time, remember to anonymize your assets (if applicable). You can either485

create an anonymized URL or include an anonymized zip file.486

14. Crowdsourcing and Research with Human Subjects487

Question: For crowdsourcing experiments and research with human subjects, does the paper488

include the full text of instructions given to participants and screenshots, if applicable, as489

well as details about compensation (if any)?490

Answer: [NA]491

Justification: While a subject matter expert annotated ‘ground truth’ in our experiment, the492

paper does not include crowdsourcing nor human subjects research.493

Guidelines:494

• The answer NA means that the paper does not involve crowdsourcing nor research with495

human subjects.496

• Including this information in the supplemental material is fine, but if the main contribu-497

tion of the paper involves human subjects, then as much detail as possible should be498

included in the main paper.499

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,500

or other labor should be paid at least the minimum wage in the country of the data501

collector.502

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human503

Subjects504

Question: Does the paper describe potential risks incurred by study participants, whether505

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)506

approvals (or an equivalent approval/review based on the requirements of your country or507

institution) were obtained?508

Answer: [NA]509
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Justification: While a subject matter expert annotated ‘ground truth’ in our experiment, the510

paper does not include crowdsourcing nor human subjects research.511

Guidelines:512

• The answer NA means that the paper does not involve crowdsourcing nor research with513

human subjects.514

• Depending on the country in which research is conducted, IRB approval (or equivalent)515

may be required for any human subjects research. If you obtained IRB approval, you516

should clearly state this in the paper.517

• We recognize that the procedures for this may vary significantly between institutions518

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the519

guidelines for their institution.520

• For initial submissions, do not include any information that would break anonymity (if521

applicable), such as the institution conducting the review.522
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