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Abstract

Aligning Large Language Models (LLMs)001
with human feedback is important and chal-002
lenging. Rafailov et al. (2023) propose Di-003
rect Preference Optimization (DPO), a simple004
but effective alignment method which is rein-005
forcement learning free. However, DPO re-006
quires paired preference data which is harder007
and more expensive to obtain compared to bi-008
nary preference data. We propose a retrieval-009
based method named Retrieval-DPO to align010
LLMs under binary preference data situation.011
The core idea of our method is that learning012
how to align can be achieved with non-paired013
preference data of similar questions rather than014
strictly paired preference data considering the015
learning process of human. For instance, to016
teach the LLM to learn how to treat multi-017
ple perspectives, other comprehensive golden018
answers of similar question may have simi-019
lar positive effects as the golden answer of020
the same question. Following this idea, we021
retrieve an example with opposite label from022
the retrieval database for a binary preference023
data in the training set. After the retrieval pro-024
cess, we get a pair of preference data but with025
possibly different questions and then adopt026
the DOVE (Bansal et al., 2024) optimization027
objective for the alignment. We compare028
Retrieval-DPO with other preference optimiza-029
tion algorithms which do not need paired pref-030
erence data such as Kahneman-Tversky Opti-031
mization (KTO) and Unified Language Model032
Alignment (ULMA). We find that our method033
significantly outperforms KTO and ULMA on034
helpful-base subset of HH dataset (over 13%)035
and slightly outperforms KTO on harmless-036
base subset of HH dataset and controlled sen-037
timent generation task. Besides, our method is038
not sensitive to the ratio of the number of pos-039
itive examples to the number of negative ex-040
amples without additional hyperparameter tun-041
ing.042

1 Introduction 043

Alignment is considered an essential process for 044

training large language models to be helpful, hon- 045

est and harmless (Askell et al., 2021). Among the 046

alignment methods, Reinforcement learning with 047

Human Feedback (RLHF) (Christiano et al., 2017; 048

Ouyang et al., 2022) has proven to be highly effec- 049

tive by employing reinforcement learning. How- 050

ever, the complexity and instability of reinforce- 051

ment learning present significant challenges in 052

practical applications. To overcome these issues, 053

several RL-free alignment algorithms have been 054

developed, such as Direct Preference Optimization 055

(DPO) (Rafailov et al., 2023). DPO reparameter- 056

izes the reward function used in RLHF and op- 057

timizes the policy model without relying on rein- 058

forcement learning and a reward model. This ap- 059

proach simplifies the process and enhances stabil- 060

ity. 061

However, alignment algorithms such as RLHF 062

and DPO require paired preference data, which is 063

difficult and costly to collect in real-world settings. 064

Since 2023, researchers have pursued two main ap- 065

proaches to address this challenge, detailed further 066

in section 6 067

• The first approach involves directly opti- 068

mizing binary preferences. Notable al- 069

gorithms include Kahneman-Tversky Opti- 070

mization (KTO) (Ethayarajh et al., 2024) 071

and Unified Language Model Alignment 072

(ULMA) (Cai et al., 2023). 073

• The second approach focuses on generat- 074

ing paired preference data through sam- 075

pling techniques, followed by applying ex- 076

isting paired preference optimization algo- 077

rithms. Representative methods include Self- 078

Play Fine-Tuning (SPIN) (Chen et al., 2024) 079

and Self-Augmented Preference Optimiza- 080

tion (SPPO) (Yin et al., 2024). 081
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Figure 1: Overview of our Retrieval-DPO pipeline. We retrieve complementary query-response pair from the
retrieval source and combine the retrieval pair with the training data to construct joint preference pairs. Finally, we
perform joint preference optimization (DOVE) to get the aligned model. Q represents the query and R represents
the response.

In this work, we construct preference pairs us-082

ing retrieval rather than sampling. By retrieving083

question similar to the binary preference data from084

the retrieval source, we could adopt the same opti-085

mization objective as Bansal et al. (2024) to learn086

from joint preference. Direct application of paired087

preference optimization algorithms like DPO is088

not feasible, as we cannot ensure the presence of089

identical questions in the retrieval source. Our090

retrieval-based alignment process, which we refer091

to as Retrieval-DPO, involves three steps:092

1. Prepare a retrieval source containing both093

positive and negative query-response pairs.094

2. Retrieve complementary binary preference095

data from the retrieval source to form joint096

preference pairs.097

3. Align LLM using joint preference optimiza-098

tion.099

The process described above is illustrated in fig-100

ure 1.101

Our Retrieval-DPO offers several advantages 102

over existing non-paired preference optimization 103

algorithms:: 104

1. Greater cost-effectiveness and performance: 105

While the retrieval process requires some 106

time and computational resources, its costs 107

are considerably lower than those associ- 108

ated with the data annotation required by 109

other methods such as DOVE. Even a sim- 110

ple retrieval model, without fine-tuning, can 111

achieve satisfactory performance, especially 112

when compared to the costs and outcomes as- 113

sociated with methods like ULMA and KTO. 114

The additional retrieval costs remain manage- 115

able in the context of significant performance 116

improvements, particularly when the retrieval 117

source is not overly large. 118

2. Lower sensitivity to the ratio of the number 119

of desirable data to the number of undesir- 120

able data. When the binary preference train- 121

ing set is imbalanced, if our retrieval source 122

is of good quality we do not need to worry 123
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about the imbalance problem. For instance,124

λD and λU needs to adjusted for different ra-125

tios in KTO algorithm.126

Our experimental results and analysis support127

the advantages we mentioned above for alignment128

tasks including controlled sentiment generation129

and single-turn dialogue.130

2 Background131

Direct preference optimization DPO is a132

widely used offline paired preference optimization133

algorithm without the need for a reward model134

and reinforcement learning techniques. Under the135

Bradley-Terry model, DPO aims to minimize the136

following objective:137

LDPO =− E(x,yw,yl)∼D(log σ(β log
πθ(yw|x)
πref(yw|x)

− β log
πθ(yl|x)
πref(yl|x)

))

(1)138

In this formula, (x, yw, yl) are triples from the139

preference dataset D, consisting of an input x, a140

chosen response yw , and a rejected response yl.141

The function πθ(y|x) represents the model’s pre-142

dicted probability of response y given input x, and143

πref(y|x) represents a reference probability. The144

hyperparameter β is a scaling factor.145

Non-paired preference optimization We in-146

troduce two non-paired preference optimization147

which are used as baselines for our experiments148

here.149

v(z;λ, α, z0) =

{
(z − z0)

α if z ≥ z0

−λ(z0 − z)α if z < z0
(2)150

KTO starts from the Kahneman-Tversky value151

function (2) and replaces λ with λD and λU as hy-152

perparameters for desirable and undesirable losses153

separately. Besides, KTO assumes that the ref-154

erence point z0 should be related to all possible155

input-output pairs rather than one data point. Com-156

bining all the above and let λy denote λD and λU ,157

the KTO loss is:158

LKTO(πθ, πref) = Ex,y∼D[λy − v(x, y)] (3)159

where 160

rθ(x, y) = log
πθ(y|x)
πref(y|x)

z0 = Ex′∼D

[
KL(πθ(y′|x′)∥πref(y

′|x′))
]

v(x, y) =

{
λDσ (β(rθ(x, y)− z0)) y ∈ D1

λUσ (β(z0 − rθ(x, y))) y ∈ D0

(4) 161

where D1 and D0 are the chosen and rejected 162

query-response datasets. 163

ULMA is inspired by point-wise DPO which is 164

developed in the same work and use the SFT loss 165

for the positive samples and an additional KL reg- 166

ularizer for the negative samples. The ULMA loss 167

is: 168

LULMA(θ) =
∑

(xi,yi,zi)∈D

−zi log πθ(yi | xi)

−(1− zi) log (1− σ (rθ(xi, yi) + β logZ(xi)))
(5) 169

where rθ(x, y) = log πθ(y|x)
πref(y|x)

170

Joint preference optimization It is consider- 171

able that the preference data doesn’t always ex- 172

ist and usually we only have supervised fine- 173

tuning dataset D = {(x, y)}. In (Bansal et al., 174

2024), the authors use the method of "Comparing 175

bad apples to good oranges", which means that 176

for two different pairs of query-response samples 177

(x1, y1), (x2, y2), we can use human or AI annota- 178

tors to give the preference of this two samples, say- 179

ing (x1, y1) is better than (x2, y2). Then maximiz- 180

ing the difference of the rewards of these two sam- 181

ples (although they don’t have the same queries) 182

would be reasonable. Hence we get the joint pref- 183

erence optimization method. We will show the de- 184

tails of this idea in Section 3.3. 185

3 Retrieval-DPO: Non-paired preference 186

optimization with retrieval 187

3.1 Motivation 188

Compared to using paired preference data, align- 189

ing LLMs with non-paired preference data is feasi- 190

ble and reflects the adaptive nature of human learn- 191

ing. Observations of how humans learn to respond 192

helpfully reveal that paired preference responses 193

are not always necessary. Humans frequently en- 194

counter novel dialogues and draw on similar past 195

experiences to formulate responses. For example, 196

consider a scenario where a question in Table 6 197

asks about basketball rules. If a new question 198
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seeks the rules for baseball but only provides a199

rejected response, a human can adapt the previ-200

ously chosen response about basketball to deliver201

a helpful answer by replacing basketball-specific202

information with baseball knowledge. Conversely,203

if the new question includes an chosen response,204

the rejected basketball response helps avoid simi-205

lar unhelpful answers for baseball. Turning back206

to the optimization of LLMs, the discussion cor-207

responds to joint preference optimization (Bansal208

et al., 2024). This adaptability in human re-209

sponses mirrors the concept of joint preference op-210

timization in LLMs, as discussed in (Bansal et al.,211

2024). However, if no analogous examples are212

available, the challenge of responding appropri-213

ately increases significantly, a difficulty also re-214

flected in LLM optimization. Further evidence215

supporting this approach will be presented in Sec-216

tion 4.217

A practical implementation of this approach in-218

volves establishing a retrieval-based system. This219

system would search for similar queries that have220

complementary binary preference data. For in-221

stance, retrieving a chosen query-response exam-222

ple when the binary preference signal of training223

data is rejected. In this work, we focus on the224

most straightforward method: a single retrieval fol-225

lowed by joint preference optimization.226

3.2 Construct paired preference data with227

retrieval228

3.2.1 Prepare the retrieval source229

The initial step in our approach is to establish a re-230

trieval source that contains binary preference data.231

To enhance the likelihood of retrieving relevant ex-232

amples, it is advantageous to use a source with233

a distribution similar to that of the training data.234

Consequently, the training set itself is a reasonable235

choice and will serve as the default retrieval source236

in our experiments unless specified otherwise.237

3.2.2 Retrieval238

We utilize a retrieval pipeline analogous to the239

standard Retrieval-Augmented Generation (RAG)240

approach, as outlined in the RAG survey pa-241

per (Gao et al., 2023). This process comprises two242

primary steps:243

1. Indexing. For simplicity, queries are en-244

coded into vectors using a pre-trained dense245

encoder, specifically the Contriever model.246

This approach is effective given that the247

length of queries generally falls within the 248

context limitations of contemporary language 249

models. This encoding strategy will be used 250

in all subsequent experiments. 251

2. Retrieval. To enhance the efficiency of our 252

retrieval process, we use FAISS, a library for 253

fast similarity search (Johnson et al., 2019), 254

to locate queries that are closely related to the 255

query. 256

3.3 DOVE optimization 257

Algorithm 1 The algorithm of Retrieval-DPO
Input: πref the reference model, D+,D− the set of chosen
and rejected responses
Output: πθ the policy model
1: πθ ← πref

2: for prompt-response pair (x, y) in D+ ⊔ D− do
3: Get (x̃, ỹ) // Retrieval step
4: ℓ← − log σ(βη log

πθ(y|x)
πref (y|x) − βη log

πθ(ỹ|x̃)
πref (ỹ|x̃) )

5: θ ← θ − α∇θℓ1 // Update parameters
6: end for
7: return πθ

We set D1 and D0 to be the prompts with cho- 258

sen responses and rejected responses. We use f to 259

denote the retrieval map. For a given x ∈ Dη for 260

η ∈ {0, 1}, we write x̃ = f(x) be the element we 261

find in D1−η. 262

We follow the description of the reward func-
tion in(Rafailov et al., 2023), use β log πθ(y|x)

πref (y|x)
as the reward of (x, y), as what the authors did
in (Bansal et al., 2024). However, the different
thing is that we don’t need to annotate the pref-
erence of the pair ((x, y), (x̃, ỹ)) for x̃ = f(x):
One is from D1 and the other one from D0, by
the retrieval process x and x̃ should be similar
with each other and we may always assume the
one from D1 should have higher reward. Hence
for a given (x, y) ∈ Dη, and the corresponding
(x̃, ỹ) ∈ D1−η, we consider the loss function

− log σ(βη log
πθ(y|x)
πref (y|x)

− βη log
πθ(ỹ|x̃)
πref (ỹ|x̃)

)

where βη = β if η = 1 and −β otherwise. This 263

loss function will make the difference of the re- 264

wards for the pair ((x, y), (x̃, ỹ)) with x̃ = f(x) 265

becomes larger, which is consistent with the hu- 266

man preference. 267
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4 Experiments268

4.1 Setup269

4.1.1 Tasks, datasets, models, and training270

setting271

We evaluate our method across two tasks: con-272

trolled sentiment generation and single-turn dia-273

logue.274

Controlled sentiment generation We follow275

DPO’s setting and use GPT-2 as the base model.276

Starting from IMDB dataset (Maas et al., 2011),277

we employ the first eight tokens (tokenized by278

the GPT2-large tokenizer) of the movie review as279

prompts with the entire movie review serving as280

the target completion. We fine-tune the GPT2-281

large model on this dataset for a single epoch,282

resulting in a model capable of performing text283

completion tasks. For each prompt in the train-284

ing set, the fine-tuned model generates four dis-285

tinct completions. The sentiment of these comple-286

tions is assessed using a pre-trained sentiment clas-287

sifier (Hartmann et al., 2023), same as the ground-288

truth reward model used in the DPO paper. For the289

4 generated completions, we randomly select one290

with positive sentiment labeled by the classifier as291

the chosen completion and one with negative senti-292

ment as the rejected completion. If a prompt lacks293

either positive or negative completions among the294

four, it is excluded from the training set. Subse-295

quently, the size of the paired perference training296

set is reduced to 16,056 cases from an initial count297

of 25,000.298

Single-turn dialogue task We adopt the helpful-299

base and harmless-base subset of the Anthropic-300

HH dataset (Bai et al., 2022) and employ301

Llama2 (Touvron et al., 2023) as the base model.302

To simulate a non-paired preference situation303

from the paired preference dataset, we implement304

a strategy similar to that used in the KTO ap-305

proach. We randomly sample some examples from306

the training set, using only the chosen responses307

with their queries to form the positive examples set308

and the remaining examples’ rejected responses309

with their queries to create the negative examples310

set. This results in a completely non-paired binary311

preference dataset, assuming no duplicate data ex-312

ists. In practice, partially paired preference data is313

more common, so no further deduplication is nec-314

essary. We test three ratios (20315

The instruction-following model is obtained316

through SFT using all chosen responses in the317

initial dataset for one epoch. For alignment, the 318

model is trained for two additional epochs using 319

three different methods. The comparison of their 320

performance and additional training parameters 321

are detailed in the appendix B." 322

4.1.2 Baselines 323

For the controlled sentiment generation task, we 324

compare our method against ULMA and KTO. 325

Due to the high annotation costs associated with 326

DOVE, we defer this comparison to future work. 327

KTO requires adjustments to the parameters λD 328

and λU based on the ratio of positive to nega- 329

tive examples. To maintain consistency as recom- 330

mended, we fix the ratio of λDnD
λUnU

to 1. For exam- 331

ple, in a scenario where nD
nU

= 1
4 indicating only 332

20% of the data is positivewe set λD = 4 and 333

λU = 1. 334

For all methods, including Retrieval-DPO, we 335

standardize β at 1 to ensure a fair comparison. 336

4.1.3 Evaluation method 337

For the controlled sentiment generation task, we 338

utilize a pre-existing sentiment classifier (Hart- 339

mann et al., 2023) we mentioned above as our re- 340

ward model. This model assesses whether each 341

generated review exhibits positive sentiment. We 342

then calculate the proportion of positive cases 343

within the entire test set. 344

For the single-turn dialogue task, we employ the 345

gpt-4-0125-preview model as our evaluator. This 346

model is used to compare the quality of generated 347

responses against the chosen responses from the 348

test set. Due to resource constraints, we randomly 349

select 1,000 examples from the test set for evalua- 350

tion in our experiments. 351

In both tasks, we use greedy sampling to gener- 352

ate the reviews or responses for further evaluation. 353

4.1.4 Computation environment 354

All the experiments in this paper were conducted 355

on 4× A100 GPUs and the implementations are 356

borrowed from TRL library1. The specific pack- 357

ages and codes used in our experiments will be 358

available on our GitHub page. 359

4.2 Results and analysis 360

4.2.1 Performance analysis 361

The performance results are presented in Tables 1 362

and 2. 363

1https://huggingface.co/docs/trl/index
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Table 1: Positive sentiment generation rate on controlled sentiment generation task. The first column for A% it
means for A% of all the preference data, we only use the chosen response for training, and for other preference
samples, we only use the rejected responses. The values mean the positive rate (%)

Percentage of positive examples Retrieval-DPO KTO ULMA

20% 99.22 97.46 80.50
50% 99.37 97.55 80.85
80% 99.34 97.33 81.12

Table 2: Win/Tie rate over chosen responses on helpful-base subset and harmless-base subset of HH dataset. The
first column for A% it means for A% of all the preference data, we only use the chosen response for training, and
for other preference samples, we only use the rejected responses.

Percentage of positive examples HH-helpful-base HH-harmless-base

Retrieval-DPO KTO ULMA Retrieval-DPO KTO ULMA

20% 86.6/1.4 73.5/4.2 70.9/1.8 74.6/2.2 75.2/2.3 X

50% 86.3/1.8 71.0/3.2 68.7/1.3 75.7/2.2 67.8/4.7 X

80% 86.4/1.4 67.9/3.5 69.5/1.2 76.0/1.8 75.0/2.4 X

Controlled sentiment generation task In this364

relatively straightforward task, ULMA achieves365

over 80% positive sentiment generation, and KTO366

surpasses 97%. Our method, Retrieval-DPO, per-367

forms even better than KTO, with nearly a 2%368

improvement, achieving more than 99% positive369

generation. This demonstrates a significant perfor-370

mance advantage of our method.371

Single-Turn Dialogue Task (Helpful-Base Sub-372

set) Here, Retrieval-DPO also exhibits strong373

performance, maintaining approximately an 86%374

win rate. It demonstrates a substantial perfor-375

mance advantage of over 13% compared to the376

other baselines even if we consider the least gap377

(20% positive examples in the training set with378

KTO). This significant margin highlights the effec-379

tiveness of Retrieval-DPO in handling non-paired380

preference data.381

Single-Turn Dialogue Task (Harmless-Base382

Subset) For this subset, ULMA-generated re-383

sponses were frequently nonsensical, leading us384

to exclude it from this part of the evaluation.385

Both Retrieval-DPO and KTO generate normal re-386

sponses, with Retrieval-DPO showing a slight per-387

formance advantage over KTO. This advantage388

may be attributed to the quality of the dataset.389

4.2.2 Robustness to the ratio of positive 390

examples to negative examples 391

From Table 1 and Table 2, we observe that 392

Retrieval-DPO is far more robust to the ratio of 393

positive examples to negative examples than KTO 394

even we fixes λDnD
λUnU

to 1, as recommended in KTO 395

paper. This phenomenon suggests that simply 396

keeping this ratio in the range of [1, 43 ] might not 397

be suffice for optimal performance. Compared to 398

ULMA, our method is still more robust although 399

both methods do need extra parameter tuning. 400

In contrast, Retrieval-DPO maintains a consis- 401

tently high win rate of around 86% across all 402

three percentages of positive examples in the HH- 403

helpful-base subset. This consistency underscores 404

that Retrieval-DPO’s performance is less suscep- 405

tible to fluctuations in the proportion of positive 406

examples, evidencing its robustness. When com- 407

pared to KTO and ULMA, Retrieval-DPO not 408

only outperforms both in win rates across the 409

HH dataset’s subsets but also exhibits less perfor- 410

mance variability as the percentage of chosen sam- 411

ples changes. 412

These observations reinforce the robustness of 413

Retrieval-DPO, suggesting it as a more reliable 414

choice in environments with varying data distribu- 415

tions. 416
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Table 3: Win/Tie rate (%) over chosen responses on helpful-base subset of HH dataset

Percentage of positive examples Random-DPO Retrieval-DPO

20% 69.9/1.5 86.6/1.4
50% 70.1/1.4 86.3/1.8
80% 71.8/1.6 86.4/1.4

5 Further discussion417

5.1 Is retrieval really helpful?418

DOVE shows that randomly constructing paired419

preference data with annotation can perform well.420

Does our method’s great performance only come421

from the construction of paired preference data422

rather than retrieving similar complementary data?423

We randomly select complementary data instead424

of retrieving and check its performance on the425

helpful-base of HH dataset. The results are shown426

in table 3 and we paste the results of Retrieval-427

DPO for comparison.428

The table presents the win/tie rates (expressed429

as percentages) of two different methods, Random-430

DPO and Retrieval-DPO, on the helpful-base sub-431

set of the HH dataset. The data is categorized432

based on the percentage of positive examples:433

20%, 50%, and 80%. Both Random-DPO and434

Retrieval-DPO show a win rate above 69% across435

all categories. However, Retrieval-DPO signif-436

icantly outperforms Random-DPO in all cases,437

with a win rate consistently above 86%. This438

suggests that Retrieval-DPO is a more effective439

method overall. It supports our opinion that re-440

trieving similar questions is necessary to keep high441

performance.442

5.2 Adapting Retrieval to KTO443

From equation 4, KTO assumes that the reference444

point z0 should be related to all possible input-445

output pairs rather than one data point without446

more evidence support. We have already shown447

that retrieval can lead to giant performance gain448

when applied on DOVE. A natural question is can449

retrieval be adapted to other existing non-paired450

preference optimization algorithms? We only con-451

sider KTO as z0 is an biased estimate thus might452

be inaccurate. Here we simply replace z0 with453

zretreival = rθ(xretrieval, yretrieval) and do not454

backpropagate through zretrieval as done in KTO.455

The results are shown in table 4.456

From the results, replacing z0 with retrieval457

cannot guarantee the better performance for KTO.458

One possible reason is that when the ratio is away 459

from 1:1, the estimate of z0 is bad compared to 460

zretrieval. Besides, even considering the best 461

case, Retrieval-KTO’s performance is still around 462

10 percentage points lower than that of Retrieval- 463

DPO, showing that DOVE might be more suitable 464

to KTO as a base optimization algorithm for re- 465

trieval. 466

6 Related work 467

Alignment Alignment is an important part for 468

the modern LLMs’ training, since the biases (Shah 469

et al., 2019), safety problems (Gehman et al., 470

2020) and privacy issues (Carlini et al., 2021) in 471

the training data have been found huge influence 472

to the response of LLMs and bad responses really 473

harm people’s feeling. Hence we need to make the 474

LLMs’ responses be consistent with human pref- 475

erences. Reinforcement Learning from Human 476

Feedback (Ouyang et al., 2022) first introduced 477

reinforcement learning into alignment and show 478

strong performance in this field. In the training 479

of RLHF, researchers need to first train a reward 480

model then apply proximal policy optimization 481

(Schulman et al., 2017) to increase the output re- 482

wards of the policy model. To avoid the high com- 483

puting consumption, RRHF (Yuan et al., 2023) cre- 484

ated a new loss function to modify the generat- 485

ing probability of the ranked responses, and DPO 486

(Rafailov et al., 2023) showed a way to regard 487

the language model as the reward model and align 488

the language model with the human preference di- 489

rectly. 490

Non-paired Cai et al. (2023) propose point-wise 491

DPO by separating desirable and undesirable ex- 492

amples in the DPO loss function and further pro- 493

pose ULMA loss as sum of the Supervised Fine- 494

Tuning (SFT) loss for the desirable examples and 495

an additional KL regularizer for the negative sam- 496

ples. Ethayarajh et al. (2024) show that Kahne- 497

man & Tverskys prospect theory can be be adapted 498

to non-paired preference optimization problems 499

and achieve comparable results with DPO even on 500
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Table 4: Win/Tie rate (%) over chosen responses on helpful-base subset of HH dataset

Percentage of positive examples Retrieval-KTO KTO Retrieval-DPO

20% 74.6/3.0 73.5/4.2 86.6/1.4
50% 69.0/3.3 71.0/3.2 86.3/1.8
80% 69.3/3.3 67.9/3.5 86.4/1.4

paired preference data.501

Chen et al. (2024) propose Self-Play Fine-502

Tuning (SPIN) which generates the rejected re-503

sponses from previous iterations. Yin et al.504

(2024) propose Self-Play Preference Optimization505

(SPPO) which dynamically adjusts training data506

in real-time instead of using pre-generated re-507

sponses.508

7 Future work509

In the retrieval process, different retrievers will510

lead to different retrieval results. Therefore, for511

specific tasks, it is worth considering the work of512

training specific retrievers and designing special-513

ized retrieval methods. Our current approach is to514

consider retrieving the optimal matching options.515

For the robustness of the model, we can consider516

using a Top-N retrieval method, selecting the best517

several examples as corresponding samples based518

on the current sample.519

8 Conclusion520

In this paper, we proposed a novel approach,521

Retrieval-DPO, for aligning Large Language Mod-522

els (LLMs) with binary preference data. We lever-523

aged retrieval methods to form preference pairs,524

which allows us to apply joint preference optimiza-525

tion techniques. Our method not only bypasses526

the need for costly paired preference data but also527

mitigates the complexity and instability associated528

with reinforcement learning approaches.529

Our experimental results demonstrated that530

Retrieval-DPO outperforms other non-paired531

preference optimization algorithms such as532

Kahneman-Tversky Optimization (KTO) and533

Unified Language Model Alignment (ULMA) on534

two subsets of the HH dataset. Furthermore, we535

found that our approach has a low sensitivity to536

the ratio of desirable to undesirable data, which537

is a significant advantage when working with538

imbalanced datasets.539

In conclusion, our work introduces an effective540

and efficient method for aligning LLMs with bi-541

nary preference data, providing a promising di- 542

rection for future research in this area. As we 543

continue to refine and expand upon this method, 544

we anticipate further improvements in the per- 545

formance of LLMs in various real-world applica- 546

tions. 547

9 Limitations 548

While we conduct a comprehensive analysis of 549

various non-paired preference optimization algo- 550

rithms, we still miss some methods such as DOVE 551

and SPIN as interesting baselines due to limited 552

resources. We also leave more detailed analysis 553

of how improvements of the retrieval module af- 554

fect the pipeline as future work. For instance, we 555

may unfreeze the retrieval model during the train- 556

ing phase or use a higher quality retrieval source 557

and check whether it could lead to better perfor- 558

mance of the pipeline. Although we tried to per- 559

form human evaluation to test whether it is decent 560

to use GPT-4 as an evaluator, the questions in the 561

helpful-base subset of HH are really hard to evalu- 562

ate even for PhD candidates so we will try to find 563

experts for the human evaluation when resources 564

are available. 565

10 Potential Risks 566

In the retrieval process, we can retrieve positive 567

and negative samples by accessing external knowl- 568

edge bases. This approach requires ensuring the 569

privacy and legality of the data, as well as guaran- 570

teeing that there are no data leakage issues in the 571

retrieval database, in order to ensure the validity 572

and security of our method. 573
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A Dataset examples679

We exhibit some examples of our training datasets680

in table 5 and table 6681

B Training parameters682

Some training parameters for Retrieval-DPO,683

KTO and ULMA are listed in table 7.684

C GPT-4 prompts for evaluating helpful685

and harmless on the single-turn686

dialogue task687

Since our evaluation on the single-turn dialogue688

task relies on GPT-4, the prompts used for evalua-689

tion are important. We list our evaluation prompts690

here and they are adapted from DPO’s evaluation691

prompts. Here we also consider the tie case al-692

though it is rare when GPT-4 acts as the evaluator.693

The order of generated and chosen responses are694

random for every evaluation.695

For harmless-base dataset, to avoid the evalua-696

tor giving high preference to totally meaningless697

responses such as "I don’t know.", we hope the698

evaluator to concern about the helpfulness as well.699

Helpful-base:700

For the following query to a chatbot, which response is more helpful?701

702

Query: <the user query>703

704

Response A:705

<either the test method or baseline>706

707

Response B:708

<the other response>709

710

FIRST provide a one-sentence comparison of the two responses and explain which you feel is more helpful or equally helpful. SECOND, on a new line, state only "A", "B" or "C" to indicate which response is more helpful or equally helpful. Your response should use the format:711

Comparison: <one-sentence comparison and explanation>712

More helpful: <"A" or "B" or "C">713

Harmless-base:714

For the following query to a chatbot, which response is more harmless while is still helpful to the query?715

716

Query: <the user query>717

718

Response A:719

<either the test method or baseline>720

721

Response B:722

<the other response>723

724

FIRST provide a one-sentence comparison of the two responses and explain which you feel is more harmless or equally harmless while is still helpful to the query. If one response is helpless, consider it as a bad answer. If they are both helpless, we consider they are equal. SECOND, on a new line, state only "A", "B" or "C" to indicate which response is more harmless or equally harmless while still helpful. Your response should use the format:725

Comparison: <one-sentence comparison and explanation>726

More harmless while still helpful: <"A" or "B" or "C">727
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Table 5: IMDB-Prefix8 generated paired preference examples

Prompt Chosen Rejected

I love sci-fi and am willing I love sci-fi and am willing to lis-
ten to what Iḿ about to read as
long as it sounds good. This one
is an exception. Thereś a lot of
bad poetry, with some oddities
in speech (such as that "What
happened?" line at the middle
of the story), but this movie has
not got any such weaknesses.
Even better than this, they man-
aged to use CGI which gives it
all a surreal aspect; one could
call it post apocalyptic or sci-
ence fiction or whatever you
like, but thereĺl be no confusion
nor are there really any obvious
plot lines - just something that
happens randomly and youŕe off
doing your thing without think-
ing much about what goes on
around you; we get time travel
(if we can believe in that kind
of crap) with aliens from far
away...and then maybe another
sequel...\n#9

I love sci-fi and am willing to
forgive the low points here, but
if you expect deep characters...
sorry no.The plot isnt́ bad, just
average Sci Fi. The romance
scene has a lot of potential. So
where are the interesting char-
acters? How about that old
guy with his strange glasses???
Thereś none! Just a generic hu-
man!I guess he was like that
until some one introduced him
who had better ideas which led
to him becoming friends with
young man named David, at
least thats what I think they
were planning in story telling
way before he ended up getting
hurt or died lol."Just when you
thought she could not get any
worse... SHE DID!"

No, no, no, no, No, no, no, very. Very excellent.
Just absolutely terrific! The
dialogue at times is incredibly
cheesy and has really nothing
to do with the story and it’s re-
ally annoying that those types of
plot devices are so common in
today’s movies (and TV shows)!
The story itself is fantastic! It’s
fun at the beginning but then
things start getting even crazier
as you get into this world which
was not only quite strange but
also completely off. I never saw
anything similar to this happen-
ing before with these characters
though so I didn’t think much
of them until recently Also if
you don’t like sci fi/fantasy type
stuff why watch it? This isn’t
about a space battle either! It
was like some sort of alien in-
vasion set in modern day... or
something haha -_-

No, no, no, no! And how can it
be? Who do you think makes
up the author/creator and the
scriptwriter? When would you
expect to see a title like this???
Why was she only allowed five
episodes of that movie?? I
know I’m being picky but hon-
estly...the story in these four
episodes is so bad and contrived.
One thing I really liked about
The Phantom Menace was that
there were many twists during
its run. Also it wasn’t all trashy
romantic comedies which are
what i saw in this show!!! So
please avoid this one!!
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Table 6: hh-helpful paired preference examples

Prompt Chosen Rejected

Human: What are the rules to
basketball? Assistant:

Well, its played by two teams
of five people each. Each team
tries to get the ball through the
other teams hoop. The team that
scores more points than their op-
ponent is the winner.

The goal is to shoot the basket-
ball through the hoop, in the
most skillful way.

Human: Have any new techno-
logical advances been made in
regards to electricity within the
past few years?Assistant:

One thing thats recently gained
a lot of attention is the potential
for electricity to help with bone
repair and regeneration. Some
research suggests that electric-
ity could be used as an artificial
stimulus, essentially mimicking
the action of biological bone
growth and bone formation.
This research is still in its early
stages and requires further
study, but could be especially
interesting in the context of
bone loss and treatment, in
conjunction with potential new
treatments for Osteoporosis.
You may also find this video
about the research interesting:
https://www.youtube.com/watch?v=1r6U39KAcbQ

Let me think... oh yes, there
have been some!

Table 7: Training parameters for controlled sentiment generation task and single-turn dialogue task when compar-
ing all the methods

Parameter Controlled sentiment generation Single-turn dialogue

training-epochs 2 2

learning rate% 1e-6 1e-6

batch size 16 8

β 0.1 0.1
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