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ABSTRACT
Click-through rate (CTR) prediction is a crucial area of research
in online advertising. While binary cross entropy (BCE) has been
widely used as the optimization objective for treating CTR predic-
tion as a binary classification problem, recent advancements have
shown that combining BCE loss with an auxiliary ranking loss
can significantly improve performance. However, the full effective-
ness of this combination loss is not yet fully understood. In this
paper, we uncover a new challenge associated with the BCE loss
in scenarios where positive feedback is sparse: the issue of gradient
vanishing for negative samples. We introduce a novel perspective
on the effectiveness of the auxiliary ranking loss in CTR prediction:
it generates larger gradients on negative samples, thereby mitigating
the optimization difficulties when using the BCE loss only and result-
ing in improved classification ability. To validate our perspective,
we conduct theoretical analysis and extensive empirical evalua-
tions on public datasets. Additionally, we successfully integrate
the ranking loss into Tencent’s online advertising system, achiev-
ing notable lifts of 0.70% and 1.26% in Gross Merchandise Value
(GMV) for two main scenarios. The code is openly accessible at:
https://github.com/SkylerLinn/Understanding-the-Ranking-Loss.

CCS CONCEPTS
• Information systems → Display advertising; • Computing
methodologies→ Neural networks; Factorization methods.
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1 INTRODUCTION
In recent decades, users have encountered abundant information
while navigating websites or mobile applications. This inunda-
tion presents significant challenges for electronic retailers, content
providers, and online advertising platforms as they strive to recom-
mend appropriate items to individual users within specific contexts.
Thus, the deployment of recommendation systems has become
widespread, enabling the prediction of users’ preferences from a
vast pool of candidate items.

For instance, in effective cost per mille (eCPM) advertising, ad-
vertising platforms must bid for each advertisement based on the
estimated value of the impression, which relies on the bid value and
the estimated Click-through rate (CTR). Consequently, accurately
predicting user response has emerged as a critical factor, attracting
substantial research attention.

CTR prediction [7, 11, 23, 30] is usually formulated as a binary
classification problem and optimized by a binary cross entropy
(BCE) loss. Some recent works [1, 18, 34, 42] in the industry pro-
pose to combine the BCE loss with an auxiliary ranking loss, which
was usually used in Learning to Rank (LTR) [2–4, 21, 44]. For exam-
ple, Combined-Pair [18] stands as one of the pioneering attempts
to combine a pairwise loss with a pointwise loss for CTR predic-
tion in the Twitter Timeline. Yan et al. and Bai et al. proposed to
combine regression loss with ranking loss to better trade-off be-
tween the regression and ranking objectives [1, 42]. Sheng et al.
proposed to employ two logits to optimize ranking and calibration
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Figure 1: (a) BCE Loss Dynamics along epochs on the training
and validation set and (b) Loss Landscape of BCE method
(blue) and Combined-Pair (red).

objectives [34] jointly. Such combination loss is widely adopted in
real-world recommendation systems in Twitter [18], Google [1, 42],
and Alibaba [34].

The prevailing literature predominantly attributes the success
of combining classification and ranking losses to the augmenta-
tion of ranking capability [18, 34]. These studies substantiate their
hypothesis by observing an enhancement in the Area Under the
Curve (AUC), a metric commonly employed to evaluate ranking
quality. However, our curiosity lies in investigating the impact of
the combination loss on the model’s primary optimization objec-
tive: the classification ability, as measured by the BCE loss metric.
To explore this, we conducted a comparative analysis between
the BCE method, which solely employs the Binary Cross-Entropy
(BCE) loss, and the Combined-Pair approach, which incorporates
a BCE-ranking combination loss. Our evaluation was performed
on the Criteo dataset, with artificial weights on positive samples to
simulate the sparse positive scenario.

Surprisingly, our findings on the validation set, as depicted in
Fig. 1(a), revealed a reduction in the BCE loss of the Combined-Pair
method (the red dashed line) compared to that of the BCE method
(the blue dashed line). This intriguing observation suggests that the
inclusion of an additional ranking loss not only enhances the model’s
ranking ability but also improves its classification ability.

To investigate the cause of this improvement further, we delve
into the optimization procedure during model training. In particu-
lar, we monitor the BCE loss of these two methods during model
training, as the solid lines in Fig. 1(a). To our surprise, we find
that the BCE loss of the Combined-Pair (the red solid line) experi-
ences a significant reduction compared to that of the BCE method
(the blue solid line). Moreover, we visualize the loss landscape of
these two methods using Contour Plots & Random Directions [8].
Our analysis reveals that the BCE method exhibits a relatively flat
landscape, indicating a slower optimization process. In contrast,
the Combined-Pair method demonstrates a significantly steeper
landscape, as illustrated in Fig. 1(b).

We proceed to investigate the gradients of the BCE method and
the Combined-Pair. In scenarios with sparse positive feedback, such
as ad CTR prediction where only a small fraction of samples are
positive (clicks), we demonstrate that negative samples get small
gradients in the BCE method, leading to optimization difficulties.

However, the ranking loss in the Combined-Pair contributes signifi-
cantly larger gradients, effectively mitigating the gradient vanishing
problem.

To further validate our perspective, we conduct comprehensive
experiments. Firstly, we generate artificial datasets with varying
degrees of positive sample sparsity and observe that the sparser
the positive samples, the greater the performance improvement
achieved by incorporating an auxiliary ranking loss. Secondly, in
addition to the classification-ranking combination loss, we explore
alternative approaches that address the gradient vanishing issue,
such as Focal Loss [20] and a new Combined-Contrastive method.
Lastly, we successfully deployed the classification-ranking combina-
tion loss in the CTR prediction within Tencent’s online advertising
system, resulting in substantial revenue increases. In summary, our
contributions can be summarized as follows:

• We uncover a challenge associated with binary cross en-
tropy loss in recommendation scenarios with sparse positive
feedback: the gradient vanishing of negative samples.

• We present a novel perspective on the effectiveness of involv-
ing an auxiliary ranking loss in recommendation systems: it
introduces larger gradients for negative samples, addressing
the gradient vanishing issue.

• We substantiate our claims through theoretical analysis, of-
fline experiments, and online empirical evaluations.

2 RELATEDWORK
2.1 Click-Through Rate Prediction
In online advertising, the main objective of CTR prediction is to
estimate the likelihood of a user 𝑢 ∈ 𝑈 clicking on a given ad
𝑖 ∈ 𝐼 . The input (𝑥,𝑦) ∼ (𝑋,𝑌 ) represents an impression of an ad
to a specific user, where 𝑥 represents the features of that request,
and 𝑦 ∈ {0, 1} serves as the click label. For any given model 𝑓𝜃 :
R𝑑 → R, parameterized by 𝜃 , the logit is obtained by 𝑧 = 𝑓𝜃 (𝑥).
Commonly, it is passed through a sigmoid function 𝜎 (·) to obtain
the estimated value as the output, which can be expressed as 𝑝 =

𝑝 (𝑦 = 1|𝑥) = 𝜎 (𝑧).
Current research in the CTR prediction task primarily focuses

on model structure and optimization objectives. Regarding model
structure, recent studies have primarily aimed to explore ways to
capture higher-order interaction information effectively. This has
led to the proposal of various model structures such as Factorization
Machines (FM) family [13, 25, 31, 36], Wide&Deep [39], DeepFM [9],
IPNN [29], xDeepFM [19], DCN V2 [40], Final MLP [22] and Multi-
Embedding [10]. As for optimization objectives, three main loss
paradigms have been introduced: pointwise, pairwise, and listwise
approaches, which will be discussed in the following sections.

2.2 Binary Cross Entropy
In a pointwise approach, each item is treated independently, and
the objective is to optimize each item’s prediction or relevance
score directly. One commonly used objective function in the CTR
prediction task is the binary cross entropy (BCE) loss [6, 11, 23],
which is defined as the cross entropy between the predicted click-
through rate 𝜎 (𝑧𝑖 ) and the true label 𝑦. Mathematically,
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LBCE = − 1
𝑁

𝑁∑︁
𝑖=1

[𝑦𝑖 log(𝜎 (𝑧𝑖 )) + (1 − 𝑦𝑖 ) log(1 − 𝜎 (𝑧𝑖 ))], (1)

where 𝑁 denotes the number of samples, 𝑧𝑖 represents the logit of
𝑖-th sample, and 𝑦𝑖 denotes the corresponding binary label, 1 for
click and 0 for non-click.

2.3 Learning to Rank
In scenarios such as contextual advertising, however, the point-
wise approach often falls into sub-optimality. Firstly, the pointwise
approach treats each document as an individual input object, disre-
garding the relative order between documents. Secondly, it fails to
consider the query-level and position-based properties of evalua-
tion measures for ranking [21]. In contrast, learning-to-rank (LTR)
methods can effectively address these issues and enhance ranking
performance.

Specifically, pairwise and listwise approaches are the two main
branches of LTR. Pairwise methods aim to ensure that the estimated
value of positive samples is greater than that of negative samples
for each pair of positive/negative samples. In this field, many effec-
tive works like Ranking SVM [12], GBRank [44], RankNet [3] and
PRM [28] have been proposed. Among them, RankNet stands out
with its clean formulation that effectively captures the essence of
pairwise comparisons, which is defined as:

LRankNet = − 1
𝑁 2

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

[𝑦𝑖 𝑗 log(𝜎 (𝑧𝑖 − 𝑧 𝑗 )) (2)

+(1 − 𝑦𝑖 𝑗 ) log(1 − 𝜎 (𝑧𝑖 − 𝑧 𝑗 ))],
where 𝑦𝑖 𝑗 ∈ {0, 0.5, 1} corresponds to the conditions that 𝑦𝑖 <

𝑦 𝑗 , 𝑦𝑖 = 𝑦 𝑗 , 𝑦𝑖 > 𝑦 𝑗 , respectively. Following enhancements in the
optimization process [2] and the incorporation of hinge loss [38]
have led to further performance improvements.

Listwise methods encourage positive samples to have higher
rankings within the list of all samples. For example, ListNet [4]
defines its loss as:

LListNet = − 1
𝑁+

𝑁+∑︁
𝑖=1

log
exp[𝑧𝑖 ]∑𝑁

𝑘=1 exp[𝑧𝑘 ]
. (3)

Some other listwise approaches have also achieved remarkable
results, such as ListMLE [41], BayesRank [15] and PiRank [37].

2.4 Tailor Ranking Loss into CTR Prediction
In the context of online advertising, recent studies [1, 34, 42] argued
that it is not easy to achieve decent overall outcomes solely by
relying on a single form of the objective function. Consequently,
several works that combine classification loss and ranking loss have
been proposed with the following objective paradigm:

L = 𝛼LClf + (1 − 𝛼)LRank, (4)

where LClf and LRank are classification loss and ranking loss, re-
spectively. Researchers have proposed a suite of approaches based
on this optimization paradigm. Initial attempts were made with

methods that combine Mean Squared Error with ranking loss [32]
for the regression task. Subsequently, Combined-Pair [18], being
one of the pioneers, successfully integrated BCE loss with pairwise
ranking loss in the field of industrial advertising, resulting in a
consistent performance improvement.

Inspired by Combined-Pair, several methods propose to combine
BCE loss with other forms of ranking loss (e.g., hinge loss [43], triple-
wise loss [33]), especially the listwise ranking loss. For example,
Combined-List [42] combines BCE loss with ListNet loss, RCR [1]
combines BCE loss with L𝑅𝐶𝑅

𝑟𝑎𝑛𝑘
, defined as:

LRCR
Rank = − 1

𝑁+

𝑁+∑︁
𝑖=1

log
𝜎 (𝑧𝑖 )∑𝑁

𝑘=1 𝜎 (𝑧𝑘 )
, (5)

where 𝜎 (·) represents sigmoid function. JRC [34] decouples the
logit into click/non-click logits and is formalized as :

LJRC
Clf = − 1

𝑁

𝑁∑︁
𝑖=1

log
exp[𝑧𝑖𝑦𝑖 ]

exp[𝑧𝑖0] + exp[𝑧𝑖1]
, (6)

LJRC
Rank = − 1

𝑁

𝑁∑︁
𝑖=1

log
exp[𝑧𝑖𝑦𝑖 ]∑𝑁

𝑘=1 exp[𝑧𝑘𝑦𝑖 ]
, (7)

where 𝑧𝑖1 and 𝑧𝑖0 are the click/non-click logits of the 𝑖-th sample,
respectively. 𝑧𝑘𝑦𝑖 is the click logit of 𝑘-th sample if 𝑖-th samples is
positive. Otherwise, 𝑧𝑘𝑦𝑖 signifies the non-click logit. In Sec. 3 and
Sec. 4, we will conduct detailed empirical experiments and analyses
on these methods.

3 AUXILIARY RANKING LOSS IN CTR
PREDICTION: A GRADIENT VANISHING
PERSPECTIVE

The classification-ranking combination methods are widely used in
real-world recommendation systems, e.g., Twitter [18], Google [1,
42], and Alibaba [34]. However, the effectiveness of such methods
remains elusive, which drives us to explore the underlying mecha-
nisms at play. In the following, we study Combined-Pair loss [18] as
a representative classification-ranking combination loss and choose
DCN V2 [40] as the backbone model. The Combined-Pair loss is
defined as a combination of a binary cross entropy (BCE) loss and
a RankNet loss [3]:

LCP = 𝛼LBCE + (1 − 𝛼)LRankNet, (8)

LRankNet = − 1
𝑁+𝑁−

𝑁+∑︁
𝑖=1

𝑁−∑︁
𝑗=1

log(𝜎 (𝑧 (+)
𝑖

− 𝑧
(−)
𝑗

)), (9)

where 𝑁+ and 𝑁− represent the numbers of positive and negative
samples, respectively. RankNet within the Combined-Pair is a form
of Eq. 2 without 𝑦𝑖 = 𝑦 𝑗 . In the following discussion, we name the
model that optimizes the Combined-Pair loss as the Combined-Pair
method, or Combined-Pair in short, and the model that optimizes
only the BCE loss as the BCE method.
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3.1 Investigation of Classification Ability
Existing research [18, 34] posits that the BCE Loss mainly provides
a decent estimate of click probability and involving a ranking loss
in addition to the BCE loss improves its ranking performance. How-
ever, we are curious about its impact on the main objective of CTR
prediction: the classification capability. We train the BCE model and
Combined-Pair on the public Criteo dataset [16]. Please note that
the Criteo dataset’s CTR is 25.6%, which is relatively high due to
downsampling on negative samples. A weight 𝛽pos for the positive
samples was introduced during our model training and evaluation
to simulate sparse positive rates in real-world scenarios.

We conducted monitoring of the BCE loss for both the BCE
method and the Combined-Pair on the validation set, as depicted by
the dashed lines in Fig. 1(a). Interestingly, we made an unexpected
observation: the BCE loss of the Combined-Pair method decreases
more rapidly than that of the BCE method initially and maintains a
consistently lower value thereafter. This finding can be summarized
as follows:

Finding 1. Combined-Pair gets a lower BCE loss than the BCE
method on the validation set, indicating that it improves the
classification ability rather than only the ranking ability.

To investigate whether the improvement in the classification
loss is due to better generalization or easier model training when
incorporating the ranking loss, we monitored the BCE loss of both
methods on the training set, as illustrated by the solid lines in
Fig. 1(a). In addition to the previously mentioned surprising results,
we made an even more astonishing observation: the BCE loss of
the Combined-Pair method on the training set also decreases more
rapidly and remains consistently lower than that of the BCEmethod.
We conclude with the second finding:

Finding 2. Combined-Pair gets a lower BCE loss than the BCE
method on the training set, indicating that involving an auxil-
iary ranking loss helps the optimization of the BCE loss.

Besides, we analyze the disparities between the loss landscapes
of Combined-Pair and the BCE method. As shown in Fig. 1(b), we
observe that the loss landscape of the BCE method exhibits flatter
than Combined-Pair.

3.2 Gradients Analysis
To gain further insights into the reasons behind the aforementioned
observations, we conduct a detailed analysis of the gradients in
both the BCE and Combined-Pair methods. We begin by examining
the gradients of the BCE method. According to the chain rule, the
gradients of the parameters in each layer are proportional to the
gradients of the logits. Hence, our initial focus is on studying the
logit gradients.

3.2.1 Gradients of BCE Loss for Negative Samples. The gradient of
BCE loss for negative sample 𝑥 𝑗 ’s logit 𝑧

(−)
𝑗

can be derived as:
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Figure 2: Gradient norm dynamics of negative samples log-
its in BCE method and BCE-pairwise ranking combination
methods (left) and BCE-listwise ranking combination meth-
ods (right) on the Criteo dataset in the first training epoch.
All methods set 𝛼 = 0.5 in both plots.

∇
𝑧
(−)
𝑗

LBCE =
1

1 − 𝜎 (𝑧 (−)
𝑗

)
· 𝜎 (𝑧 (−)

𝑗
) (1 − 𝜎 (𝑧 (−)

𝑗
))

=𝜎 (𝑧 (−)
𝑗

) = 𝑝 𝑗 . (10)

This equation demonstrates that the gradients of negative sam-
ples are proportional to its pCTR value, 𝑝 𝑗 . The expected value of
𝑝 𝑗 produced by an unbiased CTR estimation model with BCE loss
is close to the underlying global CTR, which equals approximately
to the proportion of click samples (i.e., positive feedback) to the
total samples. This is because the BCE loss function is scale cali-
brated [42] and its global minima are achieved at 𝜎 (𝑧) → E[𝑦 |𝑥].

When the positive feedback is sparse (e.g., the CTR in our real-
world advertising platform is usually less than 2%), 𝑝 𝑗 becomes a
small value. According to Eq. 10, the gradients of negative samples
are proportional to such small value of 𝑝 𝑗 and tend to be relatively
small. We refer to this as gradient vanishing of negative samples
under sparse positive feedback. We conclude this finding as:

Finding 3. When positive feedback is sparse, the gradients of neg-
ative samples vanish since they are proportional to the estimated
positive rates, which are small in an unbiased estimator.

3.2.2 Gradients of BCE Loss for Positive Samples. We are curious
whether positive samples also exhibit similar issues. As for a given
positive sample 𝑥𝑖 , the gradient of BCE for its logit 𝑧 (+)

𝑖
can be

derived as follows:

∇
𝑧
(+)
𝑖

LBCE = − 1

𝜎 (𝑧 (+)
𝑖

)
· 𝜎 (𝑧 (+)

𝑖
) (1 − 𝜎 (𝑧 (+)

𝑖
))

= − (1 − 𝜎 (𝑧 (+)
𝑖

)) = −(1 − 𝑝𝑖 ) . (11)

According to Eq. 11, positive samples satisfy the ∇
𝑧
(+)
𝑖

LBCE ∝
1 − 𝑝𝑖 , which is a relatively large value (close to 1 when 𝑝𝑖 is small)
and therefore don’t have gradient vanishing problems as negative
samples do.
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3.2.3 Gradients of Combined-Pair for Negative Samples. Combined-
Pair contains two losses: BCE loss and RankNet loss. Here, We first
discuss the gradients of the negative sample’s logit in RankNet loss,
which can be derived as:

∇
𝑧
(−)
𝑗

LCP
Rank =

1
𝑁+

𝑁+∑︁
𝑖=1

𝜎 (𝑧 (−)
𝑗

− 𝑧
(+)
𝑖

) . (12)

In both our online and offline advertising, when positive feedback
is extremely sparse, it is observed that even the estimated values of
positive samples tend to be much lower than 0.5. Consequently, the
logit of positive samples 𝑧 (+)

𝑖
is less than 0. This can result in greater

gradients of negative samples in the RankNet Loss, compared to
the BCE Loss, as follows:

∇
𝑧
(−)
𝑗

LCP
Rank =

1
𝑁+

𝑁+∑︁
𝑖=1

𝜎 (𝑧 (−)
𝑗

− 𝑧
(+)
𝑖

) (13)

>
1
𝑁+

· 𝑁+ · 𝜎 (𝑧 (−)
𝑗

)

=𝜎 (𝑧 (−)
𝑗

) = ∇
𝑧
(−)
𝑗

LBCE .

This indicates that in the sparse positive scenario and for the
same negative sample logit, RankNet Loss may have larger gradients
than BCE Loss. Thus, the following inequation between the BCE
method and the Combined-Pair method holds:

∇
𝑧
(−)
𝑗

LCP =𝛼∇
𝑧
(−)
𝑗

LBCE + (1 − 𝛼)∇
𝑧
(−)
𝑗

LCP
Rank (14)

>𝛼∇
𝑧
(−)
𝑗

LBCE + (1 − 𝛼)∇
𝑧
(−)
𝑗

LBCE

=∇
𝑧
(−)
𝑗

LBCE .

We conclude with the following finding:

Finding 4. When positive feedback is sparse, Combined-Pair has
larger gradients for negative samples than the BCE method.

3.3 Empirical Analysis of Gradient Vanishing
To empirically validate the analysis, we examine the dynamics of
gradient norms for negative sample logits in the first epoch of
training. To simulate the low proportion of positive samples often
encountered in real-world scenarios, we adjust the positive sample
rates, denoted as 𝛽pos, to achieve an equivalent Click-Through
Rate (CTR) of 3.3% for the dataset. Further details regarding this
adjustment will be discussed in Sec. 4.1.

As depicted in Fig. 2, we observe that the BCE method (the blue
line) exhibits negligible gradient norms for negative samples. In con-
trast, the Combined-Pair method (the red line) demonstrates signif-
icantly larger gradient norms for negative samples. This empirical
observation aligns with our previous analysis of the gradients.

We further investigate the optimization procedure of the train-
able parameters in the entire model architecture. Specifically, we
compare the Combined-Pair method with the BCEmethod by exam-
ining the gradient norms of the trainable parameters in the bottom
layers of the Deep Neural Network (DNN) and CrossNet in DCN
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Figure 3: Gradient normdynamics of DNN (left) andCrossNet
(right) in DCN V2 through the training process. pct and avg.
are shorts for percentile and average.

V2. To provide a comprehensive understanding of the optimiza-
tion dynamics, we report the dynamics of the 90th percentile and
average values of the gradient norms during the training process.
These results are depicted in Fig. 3. Remarkably, we observe that
the Combined-Pair method consistently achieves higher values on
both metrics compared to the BCE method. This difference per-
sists throughout the entire training process. This finding further
validates that the Combined-Pair method effectively alleviates the
issue of gradient vanishing in the learnable parameters.

4 EXPERIMENTS
In this section, we conduct empirical experiments to answer the
following research questions (RQs): If the sparse positive rate is
the main cause of the gradient vanishing of negative samples, how
would models perform under various sparsity of positives? What’s
the trade-off between classification loss and ranking loss (RQ2)?
How do the other methods with classification-ranking combination
losses perform (RQ3)? Last, can our perspective be extended to
methods beyond the classification-ranking combination loss (RQ4)?

4.1 Dataset and Experimental Setting
We conducted experiments on the public Criteo dataset1 [16], a
widely used advertising recommendation dataset. It consists of
13 numerical features and 26 categorical features. Specifically, we
utilized the criteo_x1 version, where the training, validation, and
testing data are divided in a 7:2:1 ratio. We employed DCN V2 [40]
as the backbone model and utilized the FuxiCTR [47] implemen-
tation2 with the same settings as BARS [46]3. We evaluated the
performance regarding two metrics: BCE loss (i.e., binary-cross en-
tropy loss) to measure the classification ability and AUC to measure
the ranking ability.

Specifically, we create artificial datasets based on the Criteo
dataset and control the sparsity degree of positives by assigning a
weight 0 < 𝛽pos ≤ 1 for all its positive samples. This weight is used
to down-weight positive samples in the training loss:

L𝐵𝐶𝐸 = − 1
𝑁

𝑁∑︁
𝑖=1

[𝛽pos ·𝑦𝑖 log(𝜎 (𝑧𝑖 ))+ (1−𝑦𝑖 ) log(1−𝜎 (𝑧𝑖 ))] . (15)

1https://github.com/reczoo/Datasets/tree/main/Criteo/Criteo_x1
2https://github.com/reczoo/FuxiCTR/tree/main/model_zoo/DCNv2
3https://github.com/reczoo/BARS/tree/main/ranking/ctr/DCNv2/DCNv2_criteo_x1
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Figure 4: Performance evaluation of Combined-Pair and the
BCE method under varying positive sparsity rates. Here 𝛽pos
denotes the weights of positive samples.

For example, by setting 𝛽pos = 0.1 for all positive samples,
we generate a new dataset with sparsity degree of positive as

25.6%×0.1
25.6%×0.1+1−25.6% = 3.3%.

4.2 RQ1: Performance Evaluation with various
Positive Sparsity Rates

To validate our hypothesis, we generated multiple artificial datasets
with varying degrees of sparsity in positive feedback by adjusting
the values of 𝛽pos. We then evaluated the performance of both
the BCE method and the Combined-Pair method on these datasets.
If our hypothesis holds true, datasets with sparser positive feed-
back should be more susceptible to the issue of gradient vanishing.
Consequently, we would expect the BCE method to exhibit poorer
performance on these datasets, while the Combined-Pair method
should demonstrate significantly better performance, resulting in a
larger performance gap compared to the BCE method.

In particular, we created artificial datasets with 𝛽pos equals to
0.8, 0.6, 0.4, 0.2, 0.1, respectively. A smaller 𝛽pos indicates sparser
positive feedback. As shown in Fig. 4, we observe that the Combined-
Pair always gets better AUC and BCE loss at all 𝛽pos. Especially,
from 𝛽pos = 0.6 to 𝛽pos = 0.1, the sparser positive rates (i.e., smaller
𝛽pos), the larger AUC lift (from 0.020% to 0.095%) and BCE loss drop
(from 0.045% to 0.168%) between the Combined-Pair and the BCE
method. This validates our hypothesis that Combined-Pair achieves
a larger performance lift than the BCE method when sparser posi-
tives reach a sparsity threshold (here 𝛽pos = 0.6).

4.3 RQ2: Trade-off between Classification and
Ranking Loss

Our aim to examine the trade-off between the classification and
ranking loss components within the Combined-Pair loss. To achieve
this, we vary the lossweight parameter, denoted as𝛼 , in the Combined-
Pair loss from 1.0 to 0.1. We evaluate the negative BCE loss and the
Area Under the Curve (AUC) as performance metrics, as depicted
in Fig. 5. Based on our observations, we note the following:

First, starting with 𝛼 = 1.0, which corresponds to the Binary
Cross-Entropy (BCE) method (represented by the red diamond),
we observe that decreasing 𝛼 , i.e., reducing the weight of the BCE

Figure 5: AUC and negative BCE loss of Combined-Pair and
BCE method in Criteo test set. 𝛼 and 1 − 𝛼 are the weights of
BCE loss and RankNet loss within Combined-Pair, respec-
tively. The diamond in red represents the BCE method, i.e.,
𝛼 = 1. We shows results with 𝛼 ranging between [0.1, 1]

loss while increasing the weight for the ranking loss, leads to si-
multaneous improvements in both the negative BCE loss and AUC.
This trend is represented by the orange arrow in the figure. For
instance, with 𝛽pos = 0.1, reducing 𝛼 from 1.0 to 0.7 results in a
decrease in negative BCE loss from 0.1215 to 0.1213, and an increase
in AUC from 0.8132 to 0.8139. This suggests that the classification
and ranking abilities can be improved monotonically by decreasing 𝛼
up to a certain threshold.

Second, we observe that both metrics deteriorate when 𝛼 is
further increased. In other words, as the ranking loss becomes more
dominant in the combination loss beyond a certain threshold, both
the classification and ranking abilities deteriorate monotonically
(as shown by the blue arrow).

However, when the positive feedback is very sparse (e.g., 𝛽pos =
0.1), even with a very large weight for the ranking loss (e.g., 1−𝛼 =

0.9), the model’s performance remains superior to the BCE method.

4.4 RQ3: Evaluation of Different Ranking
Losses

In this section, we expand our analysis to include other classification-
ranking combination methods beyond Combined-Pair. We aim to
examine whether these methods possess properties similar to the
Combined-Pair, thereby enhancing the applicability of our theory
to a broader range of methods.

While Combined-Pair integrates BCE loss with pairwise ranking
loss, other methods combine BCE loss with listwise ranking loss.
For example, Combined-List [42] employs BCE loss in conjunction
with the original ListNet loss [4]. RCR [1] combines BCE loss with
ListCE loss, a variant of ListNet loss designed to align its minima
with that of BCE loss. JRC [34] decoupled the logit into click and
non-click logits and proposed a corresponding combination method
with listwise-like loss.

These combination methods also incorporate ranking loss with
BCE loss. So, can they also alleviate gradient vanishing regarding
negative samples? We monitor the gradient norm dynamics of
negative samples for these methods on the Criteo dataset in the
first training epoch. Through the analysis shown in Fig. 2, we found
that their gradient norms are relatively improved compared to the
BCE method to varying degrees across different forms, indicating
that gradient vanishing is also alleviated in these methods. Among
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Figure 6: Training error (i.e., BCE loss) of the BCE method
and Combined-Pair with various 𝛽pos on Criteo.

them, JRC decouples the logit into click and non-click logit, and
the gradient vanishing is mainly mitigated on the non-click logit.

Table 1: The performance of combining different ranking
losses under sparse positive feedback situations. The ↑ and
↓ represent increasing in AUC and decreasing in BCE loss
compared to the BCE method, respectively.

Metric BCE BCE+Pairwise BCE+Listwise

Combined-Pair JRC Combined-List RCR

AUC↑ 0.81321 0.81398↑ 0.81355↑ 0.81351↑ 0.81349↑

BCE loss↓ 0.12152 0.12131↓ 0.12146↓ 0.12152 0.12141↓

We then compare the performance of JRC, Combined-List, and
RCR methods on the Criteo dataset with 𝛽pos = 0.1. We found
they all show improved ranking and classification performance, as
shown in Tab. 1. Overall, it can be concluded that these combination
methods can also achieve performance improvement by introducing
ranking loss to alleviate gradient vanishing of negative samples.

4.5 RQ4: Beyond Ranking Loss
We’re curious whether approaches beyond ranking loss can also
alleviate the gradient vanishing of negative samples and hence
improve classification performance. We first study the following
two methods: Focal Loss [20] and Negative Sampling [24]. Then, we
designed a novel approach called Combined-Contrastive to validate
our perspective further.

4.5.1 Focal Loss. It assigns higher weights to poorly classified sam-
ples [20], i.e., negative samples suffering from gradient vanishing
in our scenario. Specifically, Focal Loss introduces a weight with
hyper-parameter 𝛾 to control the weight of samples:

LFocal = − 1
𝑁

𝑁∑︁
𝑖=1

[𝑦𝑖 (1 − 𝑝𝑖 )𝛾 log(𝑝𝑖 ) + (1 − 𝑦𝑖 )𝑝𝛾𝑖 log(1 − 𝑝𝑖 ))],

(16)

where 𝛾 controls the relative weight. For those negative samples
that may suffer from gradient vanishing when only using the BCE
loss, their prediction score 𝑝𝑖 should be wrongly high, making
them have a higher weights 𝑝𝛾

𝑖
than those negatives that are well-

classified, i.e., with a low score. The larger 𝛾 , the higher the relative
weights to those poorly-classified samples.
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Figure 7: Evaluation of Focal loss and negative sampling. Left:
Gradient norm (boxplot) and AUC (solid line) along with
different 𝛾 for Focal Loss. Right: AUC (blue) and BCE loss
(red) after isotonic regression with increasingly aggressive
Negative Sampling.

We then conducted a set of experiments by comparing gradi-
ents and performance for Focal Loss with different 𝛾 . As shown in
Fig. 7 (left), similar to Combined-Pair, Focal Loss also gets higher
gradients on negative samples than the BCE loss. The larger the 𝛾 ,
the more weights on the poorly classified samples, and the larger
the performance lift than the BCE method. These results validate
that Focal Loss can also mitigate the gradient vanishing of negative
samples and, hence, improve classification performance.

Please note that the original 𝑝𝑖𝛾 is always less than 1.0, and the
gradients of negative samples in Focal loss are constantly smaller
than BCE loss. For a fair comparison, we introduce a slight mod-
ification to the original formulation by replacing 𝑝𝑖𝛾 with [𝑝𝑖𝛾 +
(1 − ∑

𝑘∈𝑁− 𝑝𝑘
𝛾/𝑁−)]. This adjustment normalizes the average

weights of the negative samples to 1.0, aligning it with the BCE
loss. Formally, the modified version is defined as:

LFocal’ = − 1
𝑁

𝑁∑︁
𝑖=1

[𝑦𝑖 (1 − 𝑝𝑖 )𝛾 log(𝑝𝑖 ) (17)

+[𝑝𝑖𝛾 + (1 −
𝑁−∑︁
𝑘=1

𝑝𝑘
𝛾/𝑁−)] (1 − 𝑦𝑖 ) log(1 − 𝑝𝑖 ))],

4.5.2 Negative Sampling. Another trial is to reduce the propor-
tion of negative samples through negative sampling [24], thereby
increasing the estimated CTR. This may consequently increase
the gradient of negative samples because their gradients are pro-
portional to the estimated CTR (Eq. 10). However, downsampling
negative samples may lead to information degradation, especially
in datasets like Criteo, which has already undergone negative sam-
pling. We analyze the AUC and BCE loss of negative sampling, and
for a fair comparison, we report the calibrated results by isotonic
regression [5, 17]. We observe that as negative sampling becomes
more aggressive, both the model’s ranking and classification capa-
bilities deteriorate in Fig. 7 (right), which indicates that negative
sampling fails to improve performance.

4.5.3 Combined-Contrastive: A New Method. Besides validating
our perspective on existing methods, such as Combined-Pair and
Focal Loss, we’d like to derive new methods based on our perspec-
tive. We speculate that introducing an auxiliary loss that considers
the label information, i.e., an auxiliary supervised loss, may provide
larger gradients than the Binary Cross-Entropy (BCE) loss itself and
hence mitigate the gradient vanishing issue. To this end, inspired by
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the supervised contrastive learning [14], we have devised a novel
approach termed Combined-Contrastive Loss, which integrates the
BCE loss with Contrastive Loss. Specifically, the Contrastive Loss
is employed to encourage embeddings belonging to the same class
to be closely grouped while ensuring distinct separation between
embeddings from different classes. Formally,

LCC = 𝛼LBCE + (1 − 𝛼)LContr, (18)

LContr =
1
|𝑁 |

𝑁∑︁
𝑖=1

−1
|𝑃 (𝑖) |

∑︁
𝑝∈𝑃 (𝑖 )

log
exp(z𝑖z𝑝/𝜏)∑

𝑎∈𝐴(𝑖 )
exp(z𝑖z𝑎/𝜏)

, (19)

where LCC and LContr represent the Combined-Contrastive Loss
and the Contrastive Loss, respectively. 𝑁 denotes the number of
samples in the batch,𝐴(𝑖) denotes the whole samples set except 𝑖-th
sample itself, 𝑃 (𝑖) denotes a sample subset that contains all samples
in 𝐴(𝑖) that are with the same label as 𝑖-th sample, zi denotes the
embedding of the 𝑖-th sample. We set 𝛼 = 0.9 and 𝜏 = 0.4.

Table 2: Performance and gradient norm of negative samples
of BCE method and Combined-Contrastive. The training
stage’s average values on the first epoch are reported.

Stage Metrics BCE Method Combined-Contrastive

Training Gradient Norm 4.9 × 10−6 7.5 × 10−6

BCE loss ↓ 0.09667 0.09428↓

Testing AUC↑ 0.81321 0.81340↑

BCE loss↓ 0.12152 0.12147↓

We conduct experiments on the same artificial Criteo dataset
with 𝛽pos = 0.1 as mentioned in Sec. 4.1. As shown in Tab. 2,
Combined-Contrastive gets a higher AUC and smaller BCE loss in
the testing set, indicating better classification and ranking ability.
In addition, similar to the Combined-Pair, it also gets lower training
BCE loss and larger gradients than the BCE method. This veri-
fies that by introducing the auxiliary contrastive loss, Combined-
Contrastive can also mitigate the gradient vanishing issue and
hence improve the classification ability.

5 STABILITY AND COMPATIBILITY
Recent studies[1, 42] have raised concerns regarding tailoring rank-
ing loss into CTR prediction. Some studies [42] are concerned that
ranking loss introduces score drifting, leading to optimization insta-
bility, while others [1] express concerns about compatibility issues
between ranking loss and BCE loss. Both issues can also lead to neg-
ative effects on optimization. Hence, we aim to investigate whether
classification-ranking loss, especially Combined-Pair, also has these
two issues or not.

5.1 Stablility
Stability [42] refers to the phenomenon that the model scores may
keep drifting during model training. Intuitively, singly employing
ranking loss causes the model to focus solely on the relative or-
ders between samples, neglecting the absolute prediction scores.
This leads to score drifting [42], resulting in non-scale calibrated

outcomes and exacerbating bias distribution. Hence, we wonder
whether combining ranking loss with BCE loss in Combined-Pair
may worsen the bias compared to using only BCE loss (i.e., the
BCE method). It is worth mentioning that we did not employ any
post-processing calibration techniques here. Otherwise, the bias
would not reflect its training stability.
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Figure 8: The bias distribution over different pCTR buskets
for both online and offline experiments.

We bucketize the samples with equal frequency of positive sam-
ples and plot the bias of corresponding samples within each bucket.
As shown in Fig. 8, in both online and offline advertising, the BCE
method severely underestimates the click-through rate (CTR) in
the lower buckets, while Combined-Pair has a much smaller bias.
In the higher buckets, the BCE method overestimates the CTR, and
Combined-Pair also has a small bias in those buckets. The reason
is probably that Combined-Pair mitigates the gradient vanishing
issue, thus facilitating model optimization and leading to lower
bias. In summary, Combined-Pair demonstrates superior calibration
ability compared to the BCE method, avoiding the issue of score
drifting and ensuring stability.

5.2 Compatibility
Recent research [1] argued that the pointwise and pairwise loss
may not be compatible since they have different global minima.
Thus, we are curious about the compatibility of the two losses
within Combined-Pair: the BCE loss vs. the RankNet loss.We refrain
from comparing their global minima [1], as differences in global
minima among losses do not inherently indicate incompatibility.
For instance, while l1 or l2 regularization losses do not share the
same global minimum as most optimization objectives, they are
still effectively utilized in tandem to mitigate overfitting.

Table 3: Gradient of positive and negative sample logit.

Samples BCE Loss RankNet Loss Direction

Negative 𝑝 𝑗

𝑁
> 0

∑𝑁+
𝑖=1 𝜎 (𝑧

(−)
𝑗

−𝑧 (+)
𝑖

)
𝑁+𝑁−

> 0 Same

Positive − 1−𝑝𝑖
𝑁

< 0 −
∑𝑁−

𝑗=1 [1−𝜎 (𝑧
(+)
𝑖

−𝑧 (−)
𝑗

) ]
𝑁+𝑁−

< 0 Same

Instead, we investigate the compatibility of these losses by an-
alyzing their gradients, examining whether there is a conflict in
gradients between them. As shown in Tab. 3, the BCE loss and
RankNet loss gradients are always aligned in the same sign, leading
to the same optimization directions by two objectives. Therefore,
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the optimization directions of the combined-pair loss remain com-
patible without conflict.

6 ONLINE DEPLOYMENT
We conduct an empirical evaluation of Combined-Pair on the Click-
Through Rate (CTR) prediction task across three distinct online
advertising scenarios in Tencent: WeChat Channels, WeChat Mo-
ments, and the Demand-Side Platform (DSP).

6.1 Deployment Details
The underlying model architecture utilizes Heterogeneous Experts
with Multi-Embedding framework [27]. Specifically, our approach
involves training multiple feature interaction experts, such as Gw-
PFM [27] (a variant of FFM [13] and FwFM [25]), IPNN [29], DCN
V2 [40], or FlatDNN, to capture diverse feature interactions for
sparse ID features. Additionally, we learn multiple embedding ta-
bles for all features [10, 26, 35], with each table corresponding
to one or several experts. For sequence features, we employ the
TIN [45] to capture the semantic-temporal correlation.

Based on the above backbone architecture, we deployed Combined-
Pair and conducted online A/B testing from early July 2023 to Au-
gust 2023. We configured the Combined-Pair with 𝛼 = 0.9 and
adopted streaming training. The CTR varies from 0.1% to 2.0% in
different scenarios.

The ranking loss adds an extra computation cost of𝑂 (𝑁+ ×𝑁−)
per batch, where 𝑁+ and 𝑁− denote the number of positive and
negative samples within a batch. Such additional computation cost
is negligible compared with the complexity of the backbone model.
Besides, the ranking loss only influences the training time and
doesn’t affect the inference time. During the online A/B test, the
inference time and QPS are consistent with the baseline.

6.2 Overall Performance
We examined the gradient distribution of negative samples and
normalized their frequency, as shown in Fig. 9. The analysis reveals
that the gradient distribution of negative samples for the Combined-
Pair method is significantly right-skewed compared to the BCE
method, indicating that the Combined-Pair method obtains larger
gradients.
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Figure 9: Distribution of gradient norms for negative samples
in BCE method and Combined-Pair in online experiments.

Upon further examination of the model’s online performance
metrics, we observed that the Combined-Pair method significantly
improves all business metrics compared to the BCE method, as
shown in Tab. 4. For instance, during one month of A/B testing

Table 4: Online A/B Testing Results.

Ad Scenario CTR GMV Cost

WeChat Channels +0.91% +1.08% +0.29%
WeChat Moment +0.16% +0.70% +0.59%
DSP -0.04% +0.55% +0.15%

Table 5: Online A/B Testing Results for New Ads.

Launch Date GMV Cost

T +1.04% +0.27%
T-1 +1.04% +0.27%
T-2 +0.83% +0.47%
T-3 +0.81% +0.17%

Total +1.26% +0.34%

with 20% traffic, the Combined-Pair method achieves a cost lift of
0.59% and a Gross Merchandise Value (GMV) lift of 0.70% over the
BCE method in the WeChat Moments scenario.

In addition, we also examined the BCE loss for online deployment.
Our observations indicate that the reduction in BCE loss for the
Combined-Pair method ranges from 0.01% to 0.1% over a span of 7
days compared to the BCE method during the A/B testing period.

6.3 New Ads Performance
Given that new ads have only a few training samples and are more
prone to optimization difficulties, we specifically focused on the
performance of the Combined-Pair method in theWeChat Channels
scenario. The results, as shown in Tab. 5, demonstrate a significant
performance improvement achieved by the Combined-Pair method.
Specifically, it achieves a GMV lift of 1.26% and a cost lift of 0.34%,
which are statistically significant, as confirmed by the t-test.

7 CONCLUSION
In this paper, we have identified a challenge associated with us-
ing only binary-cross entropy loss for Click-Through Rate (CTR)
prediction when positive feedback is sparse. Specifically, we have
observed the issue of gradient vanishing for negative samples in
such scenarios. To address this challenge, we propose a novel per-
spective by introducing an auxiliary ranking loss. We explain that
the inclusion of this additional ranking loss leads to the generation
of larger gradients for negative samples, effectively mitigating the
problem of gradient vanishing. Through comprehensive experi-
ments and analysis, we have provided strong evidence to support
our perspective.
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