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Abstract

Driven by the applications in autonomous driving, robotics, and augmented reality,
3D object annotation is a critical task compared to 2D annotation, such as spatial
complexity, occlusion, and viewpoint inconsistency. The existing methods relying
on single models often struggle with these issues. In this paper, we introduce
Tri-MARF, a novel framework that integrates tri-modal inputs (i.e., 2D multi-view
images, text descriptions, and 3D point clouds) with multi-agent collaboration to
enhance the 3D annotation process. Our Tri-MARF consists of three specialized
agents: a vision-language model agent that generates multi-view descriptions,
an information aggregation agent that selects optimal descriptions, and a gating
agent that aligns text descriptions with 3D geometries for more refined captioning.
Extensive experiments on the Objaverse-LVIS, Objaverse-XL, and ABO datasets
demonstrate the superiority of our Tri-MARF, which achieves a CLIPScore of 88.7
(compared to 78.6–82.4 for other SOTA methods), retrieval accuracy of 45.2/43.8
(ViLT R@5), and an impressive throughput of 12,000 objects per hour on a single
NVIDIA A100 GPU.

1 Introduction

3D object annotation is crucial in computer vision, providing semantic labels for 3D data across
autonomous driving [30, 5, 28, 24, 17, 40, 78, 61], robotics, and AR applications. The existing
methods primarily use single large-scale models without leveraging multi-agent collaboration, creat-
ing challenges with complex scenes [26, 17, 20, 73, 52, 71]. Unlike 2D annotation, 3D annotation
faces unique difficulties: increased spatial relationship complexity, occlusion issues [13, 1, 32, 70],
and viewpoint variations affecting cross-view consistency [45]. Traditional 3D annotation methods
face serious problems with multi-view data: single models struggle to handle viewpoint differences,
geometric complexity, and semantic consistency simultaneously. When objects are partially occluded
or only visible from specific angles, existing methods often generate incomplete or inconsistent
annotations. Existing approaches, which typically rely on vision-language models, often encounter
hallucination problems and description inconsistencies [75, 58, 67]. The existing methods struggle to
maintain perspective consistency when using multi-view information and often overlook inherent
geometric information by relying solely on 2D images [42, 14].

After performing deep and comprehensive analysis of these challenges, we find that it is vital to
overcome the inherent difficulty of a single decision-making system by optimizing multiple competing
objectives simultaneously, i.e., accuracy, completeness, consistency [64, 46, 41], and efficiency [18].
In complex 3D annotation tasks, a single model often struggles to balance these goals effectively
[62], akin to a solitary expert lacking proficiency across all domains. These formidable challenges
inspire a key question: how can we design a system that collaborates like a team of human experts,
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Figure 1: Comparison example of our Tri-MARF captions with previous SOTA methods. Our
Tri-MARF not only accurately recognizes the specific names of objects, but also provides rich and
correct details. Some keywords in the annotations are shown in red, and the specific names of the
objects are shown in orange. Please note that only our Tri-MARF can mark them out.

addressing the task from multiple specialized perspectives [49, 55]. Motivated by this, multi-agent
systems offer a natural framework by decomposing complex tasks into specialized sub-tasks, allowing
distinct agents to leverage their respective strengths. For 3D object annotation, this implies deploying
dedicated agents to handle geometric feature recognition, semantic understanding, and cross-view
consistency separately. However, a central challenge in multi-agent systems lies in effectively
coordinating the decisions of diverse agents [31, 66], particularly under uncertainty and conflicting
information. To address this coordination problem, reinforcement learning emerges as an ideal
solution. By dynamically learning optimal policies, reinforcement learning techniques [43, 44]
enable the system to continuously refine and optimize collaborative decision-making, surpassing the
limitations of predefined rules. Integrating multi-agent systems with reinforcement learning offers
numerous advantages [50, 35, 57, 68], including robustness, adaptability, and enhanced performance
in tackling complex problems [36, 76]. However, this introduces new difficulty, e.g., designing
appropriate reward signals to evaluate annotation quality and embedding reinforcement learning
seamlessly into the workflow.

To address this issue, we propose a novel annotation framework called Tri-MARF (Tri-Modal Multi-
Agent Response Framework). The core idea is to adopt a multi-stage pipeline where specialized
agents handle each task, with reinforcement learning incorporated to enhance decision-making,
particularly in the critical text aggregation phase. As shown in Figure 2, our Tri-MARF consists of
four stages to progressively refine and integrate annotation information: Data Preparation Stage:
3D objects are sourced from datasets like Objaverse [12, 11], generating multi-view 2D images and
point cloud features to capture structural details; Initial VLM Annotation Stage: A vision-language
model (VLM) agent generates preliminary descriptions for each viewpoint. To ensure accuracy,
we employ multi-round Q&A with Qwen2.5 [39]. For each view, five candidate responses are
produced, and a RoBERT [23] model clusters these using DBSCAN to yield the text description for
that perspective; Reinforcement Learning-Based Information Aggregation Stage: We introduce
an agent based on a multi-armed bandit [48] with an upper confidence bound algorithm to aggregate
candidate descriptions from different views into a coherent, high-confidence global description.
This agent models multi-view annotation as a multi-armed bandit problem, where each description
candidate serves as an “arm” and the system dynamically learns to select optimal descriptions through
exploration-exploitation balance. Unlike static rules or simple voting, our agent adapts to different
object types and viewpoint scenarios. This agent learns to balance visual consistency, geometric
accuracy, and semantic richness through reward functions. This agent is trained using a composite
reward function incorporating VLM confidence scores and CLIP [40] similarity between images and
generated captions to dynamically balance exploration and exploitation and optimizing cross-view
description consistency through continuous learning; Gating Stage: Cosine similarity between
aggregated text and 3D point cloud is computed via an encoder [53], with a threshold determining
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Prompt 1:

What is this object? If there 
is a specific name, please 
describe it with  the specific 
name

2.The material of the object 
(e.g. wood, metal, plastic, etc.).


 3.The color, shape, and 
appearance details of the 
object (e.g. whether it has 
carvings, smooth surface, etc.).


4.The function and possible 
use of the object (e.g. use as a 
desk, dining table, etc.).


 5.The scene where the object is 
located (e.g. placed in a living 
room, outdoor garden, etc.).

+（Prompt 2）

Final  Result:
The object appears to be a 3D model of a 
medieval knight or warrior, characterized by its 
distinctive armor and flowing cape. From the 
right-side perspective, the 3D model appears to 
be a figure wearing armor and a distinctive red 
cape...
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Figure 2: The illustration of our Tri-MARF for 3D object annotation, featuring a collaborative
multi-agent mechanism. The process starts with Agent 1 (VLM Annotation Agent), which uses a
visual language model (e.g., Qwen2.5-VL-72B-Instruct) to generate 5 text descriptions for each view
of a 3D object from six standard viewpoints (front, back, left, right, top, bottom). These descriptions
are then processed by Agent 2 (Information Aggregation Agent), which uses RoBERTa+DBSCAN
for semantic embedding clustering, CLIP for visual-text alignment, and integrates a multi-armed
bandit (MAB) model to optimize description selection and balance exploration and exploitation to
obtain the final captions. Agent 3 (Point Cloud Gating Agent) uses threshold control to align text and
3D point clouds, further reducing the wrong results produced by VLM annotations. Please note that
our point cloud is a pre-rendered asset.

further annotation needs. Adaptive agent outperforms rule-based methods by dynamically adapting
to scenes and learning from errors to optimize 3D annotation quality (Figure 1).

This mainpaper introduces Tri-MARF, a novel multi-stage annotation framework that integrates
specialized agents to tackle inconsistencies in 3D object annotation. By leveraging multi-agent col-
laboration with reinforcement learning, Tri-MARF enhances decision-making and ensures annotation
consistency, offering a robust and adaptive solution. Extensive experiments on benchmarks like
Objaverse-LVIS, Objaverse-XL, and ABO demonstrate Tri-MARF’s superior performance, surpass-
ing existing methods in annotation accuracy, description consistency, and linguistic quality. To date,
it has annotated approximately 2 million 3D models.

2 Related Works

Neural 3D Object Annotation has evolved from manual labeling to automated approaches. Chang
et al. [7] established ShapeNet, Mo et al. [29] developed PartNet, Yi et al. [63] focused on semantic
segmentation, and Savva et al. [38, 60] contributed SHREC benchmarks. Recent vision-language
models transformed this landscape: ULIP [58] bridged 3D point clouds and text, PointCLIP [75]
adapted CLIP for point clouds, while [45] introduced cross-modal embeddings and Zeng et al. [51]
explored prompt engineering. Cap3D [26] pioneered synthetic-to-real transfer but struggled with
cross-view consistency. 3D-LLM [17] attempts to solve this via specialized objectives, while [32]
developed a complex scene understanding method.

Multi-Agent Systems for Visual Understanding decompose complex visual tasks into manageable
subtasks to enhance efficiency and accuracy in visual understanding. Maes et al. [27] established
the foundational concept of collaborating agents, Zhong et al. [77] demonstrated that specialists
outperform monolithic models, and Deng et al. [13] introduced multi-agent approaches to 3D scene
understanding. Deng et al. [47] and Zhong et al. [77] showed improved robustness through viewpoint
integration, while Aghasian et al. [1] developed hierarchical protocols for agent collaboration, and
Chafii et al. [4] implemented emergent communication between agents. For scene comprehension,
Wei et al. [54] proposed 3D scene graph generation frameworks, Johnson et al. [19]’s DenseCap
system demonstrats the importance of specialized roles for image annotation, and Cai et al. [3]
and Liu et al. [22] explored dynamic agent routing to enhance system adaptability. Unlike these
fixed-protocol systems, our Tri-MARF introduces a tri-modal approach with multi-agent collaboration
to optimize collaboration, adaptively weighting information across different modalities to maintain
high performance across varying scene complexities.
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Reinforcement Learning for Decision Making in Vision Systems has employed reinforcement
learning to optimize viewpoint selection in 3D environments [30], complemented by advances in
exploration strategies that improve training efficiency for visual perception tasks [65]. Recently, multi-
armed bandit algorithms [48], including upper confidence bound strategies that balance exploration
and exploitation [2], have been well researched. These approaches have proven effective for content
selection in visual applications [79] and have been extended to contextual settings where visual
representations inform decision-making [8]. Multi-modal fusion research has advanced through
adaptive weighting mechanisms based on reinforcement learning principles [16], particularly in
vision-language tasks where modality importance varies contextually [15, 69]. Recent advances
[72, 74] demonstrate the ongoing evolution of these approaches for complex decision-making tasks.
In contrast, our Tri-MARF implements a simple yet effective architecture with specialized agents
for 3D annotation tasks, demonstrating superior adaptability across diverse object categories and
viewpoint conditions.

3 Methodology

Our Tri-MARF framework addresses key challenges in 3D annotation through three spe-
cialized agents in the following four-stage annotation pipeline. Formally, suppose V =
{front, back, left, right, top, bottom} represent the standardized viewpoints. Data Preparation Stage
generates six corresponding images {Iv : v ∈ V } for each object, which are encoded and passed to
the vision-language model without manual feature engineering. For each viewpoint v, the Initial
VLM Annotation Stage produces: $Dv = {Cv,i}Mi=1, $ a set of M candidate descriptions (Tri-
MARF employs M = 5 with temperature-controlled sampling) each with an associated confidence
score. Information Aggregation Stage transforms these texts into BERT embedding space for
semantic clustering, while CLIP evaluates each description’s visual alignment with image Iv. This
dual-evaluation process produces scored response pairs (Cv,i, sv,i), where sv,i represents a composite
score of semantic distinctiveness and vision-text correlation. In Information Aggregation Stage, we
frames candidate descriptions as arms in a multi-armed bandit problem, selecting one description Ĉv

per view through UCB (Upper Confidence Bound) exploration-exploitation balancing. The informa-
tion aggregation agent continuously updates reward estimates to favor higher-quality descriptions as
it learns. Finally, we fuse the optimized view-specific descriptions Ĉv : v ∈ V into a coherent global
annotation, with weighted emphasis on informative perspectives. Gating Stage input the description
obtained in the previous step into the pretrained text encoder for encoding. At the same time, we
input the 3D point cloud of the model obtained in the preparation stage into the pre-trained point
cloud encoder for encoding. Then, we calculate the cosine similarity between the encoded text and
the point cloud to determine whether the cosine similarity is greater than the empirical threshold α =
0.557 (Please refer to Supp. 11.6). If it is greater than this threshold, the corresponding sample is
retained; if it is less than this threshold, the sample is marked as a questionable sample for manual
annotation.

3.1 Initial VLM Annotation Stage

For each view image Iv, Tri-MARF employs a sophisticated vision-language model agent that uses
an innovative multi-turn prompting strategy. Unlike conventional single-prompt approaches, we
implement a structured dialogue system with Qwen2.5-VL-72B-Instruct[39] that mirrors expert visual
analysis. Our prompting protocol unfolds in three strategic phases: Viewpoint-aware identification.
We orient the model to recognize its viewing perspective (e.g., “This is the front view. What
object do you see and what is its specific name?”), ensuring attention focuses on viewpoint-specific
diagnostic cues. Systematic attribute elicitation. We use targeted follow-up prompts to elicit
key attributes such as color, material, and structural components, guaranteeing sufficient feature
coverage even under complex viewpoints. Contextual integration. The extracted observations are
integrated into consistent, coherent descriptions that preserve viewpoint alignment and emphasize
distinguishing characteristics. This transforms annotation quality by decomposing complex visual
reasoning into manageable sub-tasks, yielding significantly more detailed and accurate descriptions
than conventional single-prompt methods. To maximize semantic coverage and reduce annotation
bias, we empirically introduce stochastic diversity sampling at temperature = 0.7 with M = 5
descriptions per view, generating alternative interpretations that capture different object aspects. Each
description Cv,i retains token-level log-probabilities, enabling sophisticated confidence assessment.
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Confidence Score Computation. We introduce a novel probabilistic confidence metric for each
description, addressing the critical challenge of uncertainty quantification in 3D annotation. The con-
fidence score Conf(C) quantifies semantic reliability through average token log-likelihood, providing
a principled measure of model certainty. For tokens t1, t2, . . . , tN with conditional probabilities
P (ti | context), we compute:

Conf(C) =
1

N

N∑
i=1

∣∣logP (ti | context up to ti)
∣∣. (1)

This formulation captures the model’s internal uncertainty during generation—lower Conf(C) val-
ues indicate higher confidence (higher token probabilities), while elevated scores signal potential
unreliability (perhaps from rare descriptors or uncertain attributions). This confidence metric serves
dual purposes in our reinforcement learning pipeline: flagging potentially hallucinated content for
rejection, and informing bandit-based selection between semantically similar candidate descriptions.
This probabilistic approach to confidence assessment represents a significant advancement over
deterministic methods, enabling more reliable annotation in ambiguous situations.

Importance of Multi-View Inputs. Our Tri-MARF innovatively processes six standard views of each
3D object, addressing the fundamental challenge of viewpoint inconsistency that plagues single-view
methods. Unlike traditional approaches that rely on limited perspectives, our Tri-MARF captures com-
prehensive spatial relationships through front, back, left, right, top, and bottom views. This deliberate
design tackles the inherent difficulty of 3D annotation—objects often conceal critical features from
any single viewpoint. For instance, a vehicle’s diagnostic features distribute across multiple angles:
brand identifiers on the front, distinctive lighting arrays at the rear, profile silhouettes from sides,
and functional components from top/bottom perspectives. Our Tri-MARF approach systematically
mitigates occlusion problems by exploiting complementary information across perspectives, creat-
ing an integrated understanding impossible with conventional methods. This redundancy provides
crucial resilience: when noise or occlusion compromises one viewpoint, alternative angles maintain
annotation integrity. Furthermore, our Tri-MARF supports cross-view verification, confirming the
existence of features across multiple viewpoints and reducing the inconsistency problem prevalent in
standard VLM methods. This comprehensive spatial coverage forms the foundation for Tri-MARF’s
exceptional accuracy and completeness.

3.2 Information Aggregation Stage

After obtaining multiple description candidates per view, our Tri-MARF employs the aggregation
agent to perform semantic clustering to eliminate redundancy and then relevance weighting to evaluate
each description Cv,1, . . . , Cv,M . These steps transform a raw list of M descriptions into a smaller
set of unique, scored responses, setting the stage for the final selection. To identify when different
generated sentences are essentially saying the same thing, we project each candidate description
into a high-dimensional semantic space using a pre-trained language model (BERT). Let Cv,i and
Cv,j be two candidate descriptions for the same view v. We compute their embeddings Ev,i =
BERT(Cv,i), Ev,j = BERT(Cv,j) as fixed-length vectors. The semantic similarity between the
two descriptions is cosine similarity of their embedding vectors:

Sij = cos
(
Ev,i, Ev,j

)
=

Ev,i · Ev,j

∥Ev,i∥ ∥Ev,j∥
. (2)

performing this step, Tri-MARF condenses the candidate descriptions, removing duplicative entries
and preparing a canonical description for each distinct idea. From each cluster, we select a represen-
tative description. Ideally, all descriptions in one cluster are paraphrases, so any could serve as the
cluster’s exemplar. Tri-MARF chooses the highest-scoring description in each cluster as the canoni-
cal representative. At this stage, we have not yet defined the score that comes next with the CLIP
weighting, but once scores are assigned, we compute: C(k)canonical := argmaxCv,i ∈ Cksv, i,
which produces a set of unique descriptions for the view one per cluster. These are the candidate
descriptions for competing in the final selection.

3.2.1 Relevance Weighting

Next, our Tri-MARF evaluates how well each candidate description is grounded in the actual image
using CLIP[40]. CLIP provides a function that maps an image I and a text T into a shared feature
space such that related image-text pairs have high cosine similarity. We obtain an image embedding
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Iv = f img
CLIP(Iv) for the view v and a text embedding Tv,i = f text

CLIP(Cv,i). The relevance of description
Cv,i to image Iv is: cos θv,i; =; Iv·Tv,i

|Iv|;|Tv,i|! We convert the raw similarity into a probabilistic weight
via a softmax over the M descriptions of that view:

wv,i =
exp

(
cos θv,i

)∑M
k=1 exp

(
cos θv,k

) . (3)

The candidate descriptions that align better with the image are assigned a higher weight. Then,
our Tri-MARF combines the semantic clustering information and the CLIP visual alignment into
a single score for each description. Let Sconf,i denote a confidence score for candidate description
i, and let wi be the CLIP-based weight after softmax normalization. The final weighted score is:
si := (1 − α) · Sconf,i + α · wi, where α ∈ [0, 1] controls the balance between text similarity and
image-text similarity. In Tri-MARF, a smaller α prioritizes text-based confidence, while a larger α
emphasizes visual-semantic alignment, combining signals for responses with both textual relevance
and visual correctness.

3.2.2 Multi-Armed Bandit-Based Response Aggregation

Even after clustering and scoring, there may be multiple plausible descriptions for a given view.
Rather than arbitrarily picking the top one, the information aggregation agent of our Tri-MARF
uses a multi-armed bandit (MAB) model to adaptively select the best description over time, es-
pecially when feedback signals are available. Define the set of arms A = a1, a2, . . . , aK corre-
sponding to the K canonical descriptions for the current view. When Tri-MARF chooses arm
ak (i.e., uses description C

(k)
canonical as the annotation), it receives a reward rk that reflects the an-

notation quality. Over many trials, the goal is to maximize:maxπ; ;E

[∑T
t=1 rat

]
.We assume

each arm ak has an underlying expected reward µk. The challenge is the classic exploration-
exploitation trade-off: the algorithm should try different arms to learn their rewards but also exploit
the best one found so far. Tri-MARF employs the UCB1 variant, which calculates for each arm

a: at; =; argmaxa∈A

(
r̂a; +; c,

√
2 ln t
na

)
, where r̂a is the empirical mean reward, na is how many

times arm a has been chosen, t is the current round, and c is an exploration weight. This rule
formalizes “optimism in the face of uncertainty,” ensuring that arms with high potential or insufficient
exploration are tried sufficiently. When a reward ra is observed, the empirical mean is updated
by r̂a ← (na−1),r̂a+ra

,na
, . Over time, Tri-MARF converges to favoring the arm with the highest

true reward. We chose UCB due to its simplicity, strong regret bounds, and easy interpretability.

This object is a 3D model of a Lamborghini Countach, a high-performance sports car. The object in the image is a sleek, 
modern sports car viewed from the right side. The material of the car appears to be a combination of high-quality metal 
and possibly carbon fiber, giving it a luxurious and high-performance look. The car has a smooth, aerodynamic shape 
with a low profile, featuring distinctive angular lines and sharp edges that enhance its sporty appearance. The car's 
design includes large, black alloy wheels with a red brake caliper visible, indicating a high-performance braking system. 
The function of this object is likely for high-speed driving and performance, suitable for racing or luxury driving 
experiences. The scene where the object is located is a plain white background, suggesting it might be showcased in a 
showroom or promotional setting, rather than in a daily driving environment.

The object in the image is a 3D model of an AK-47 assault rifle.  The material of the object seems to be a combination of 
metal and plastic. The color of the object is primarily dark, with metallic and dark brown tones. The shape of the object is 
cylindrical with a rounded front and a flared base, resembling a gun barrel. The surface appears to have a smooth finish 
with some detailed texturing, giving it a realistic look. The function of this object seems to be part of a firearm, likely the 
barrel or muzzle end, which is used for directing the projectile when fired. The scene where the object is located is a plain, 
neutral background, suggesting that the focus is solely on the object itself.

This object is a 3D model of a dragon, specifically a Minecraft Ender Dragon. The object in the image appears to be made 
of a dark, possibly metallic or plastic material. It has a distinct, angular shape with a central rectangular structure flanked 
by two symmetrical wings or fins on either side. The central part of the object features three vertical columns, each 
capped with a square element, giving it a somewhat geometric and industrial appearance. The object seems to be 
designed for some form of function or utility, possibly serving as a decorative piece or part of a larger mechanical or 
structural assembly. It is set against a plain, light background, which suggests that it might be displayed in an indoor 
setting, such as a workshop, museum, or exhibition space.

Tri-MARS

Tri-MARS

Tri-MARS

    Alpha=

    0.557

    GATE  

YES!

NO!

This is a retro-style aircraft, 

much like a fighter jet 

from the 1920s ......

Candidate text

ViT-based 3D encoder

Aligned CLIP text encoder

Point Cloud

Figure 3: Detailed demonstration of the gating
agent of our Tri-MARF. The pre-trained Uni3d en-
coder is used to handle point cloud and text match-
ing on the open domain.

Cross-View Processing and Global Descrip-
tion Synthesis. Once the final descriptions of
the individual views are selected, we ensure
consistency and fuse them into a global 3D
object annotation.Front/Back View Prioriti-
zation. Front and back views receive priority,
assuming they carry critical identifying infor-
mation about category and appearance. We as-
sign higher weight wFB to these descriptions:
Priority(CFB) = wFB · Score(CFB). In prac-
tice, front/back descriptions identify the object
while other views (side, top, bottom) provide
supplementary details. Core Description Ex-
traction. From the front/back combined description CFB , Tri-MARF extracts only the first sentence
as the core identification sentence: Score = First_Sentence(CFB). For other views, a compiled
description Cother is formed by selecting the best or longest candidate from side/top/bottom views.
Global Description Assembly. The final global description is then: Cglobal = Score + Cother. A
scoring formula like Scoreglobal = Score(CFB)+Score(Cother)

2 evaluates how well the merged description
aligns with both identity and detailed attributes.
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Table 1: The comparison of caption quality and efficiency for 3D object annotation. The highest
value of each metric is in bold. The two values of ViLT R@5 (e.g. 45.2/43.8) represent the retrieval
performance of Image-to-Text (I2T) and Text-to-Image (T2I) respectively.

Method Objaverse-LVIS (1k) Objaverse-XL (5k) ABO (6.4k) SpeedA/B Score CLIPScore ViLT R@5 A/B Score CLIPScore ViLT R@5 A/B Score CLIPScore ViLT R@5 (objects/hour)
Human Annotation 2.3 82.4 40.0 / 38.5 2.9 81.0 37.0 / 35.5 2.9 78.9 33.8 / 32.5 0.12k
Our Tri-MARF - 88.7 45.2 / 43.8 - 86.1 40.5 / 38.9 - 82.3 37.1 / 35.6 12k
Cap3D 3.3 78.6 35.2 / 33.4 3.5 76.4 32.1 / 30.5 3.5 74.8 28.9 / 27.3 8k
ScoreAgg 3.9 80.1 37.8 / 36.0 3.7 78.5 34.5 / 33.0 4.2 76.2 31.2 / 30.0 9k
3D-LLM 3.2 77.4 34.9 / 33.3 3.4 75.6 31.8 / 30.3 3.3 73.0 28.4 / 26.9 6.5k
PointCLIP 2.0 65.3 22.4 / 20.8 2.3 63.1 19.5 / 18.0 2.2 60.7 17.2 / 15.7 5k
ULIP-2 3.0 75.2 33.1 / 31.5 3.2 73.8 29.7 / 28.2 3.1 71.4 26.5 / 25.0 7k
GPT4Point 1.8 62.9 18.7 / 17.1 2.0 60.5 16.3 / 14.8 1.9 58.2 14.6 / 13.1 4k
Metadata 1.5 65.2 20.1 / 18.7 - - - 2.1 61.5 16.3 / 15.0 -

3.3 Gating Stage

To mitigate limitations of traditional 2D image annotation in discriminating geometric properties,
we introduce a similarity gating agent based on point cloud-text alignment, as shown in Figure
3. We employ pre-trained encoders Ep (3D point cloud) and Et (text) to extract geometric and
semantic features respectively, both in Rd dimension. Cross-modal matching is quantified using:
Cosine Similarity =

Ep·Et

|Ep|2|Et|2 where · denotes dot product and | · |2 represents L2 norm. Based
on validation grid search, we set dynamic threshold α = 0.577 as confidence criterion. When
similarity falls below threshold, the gating agent triggers dual-check: critical category samples
undergo manual review while redundant samples are filtered out. This geometric-semantic consistency
gating effectively suppresses annotation hallucination in visual language models and better leverages
intrinsic 3D object information.

4 Experiments

We rigorously evaluate our Tri-MARF across four experiments to validate its 3D understanding
capabilities: (1) Caption quality is assessed on Objaverse-LVIS [12], Objaverse-XL [11], and ABO
[9] via A/B testing against human annotations and automated metrics (CLIPScore, ViLT [21] retrieval).
(2) Type inference accuracy on Objaverse-LVIS is compared against CAP3D [25], ScoreAgg [20],
and Human Annotation using GPT-4o [33] scoring and human validation. (3) The effect of selecting
different numbers of viewpoints on the annotation quality is used to justify why we choose 6
viewpoints instead of 8 viewpoints in the previous work [78]. (4) We also conducted annotation
experiments on clean 3D point cloud datasets and real-world noisy datasets, demonstrating that
our Tri-MARF has high generalization performance. Please refer to Supp. 14 for more detailed
experimental settings.

4.1 3D Captioning Test

Experimental Setup. We evaluate the caption quality of our Tri-MARF for 3D object annotation on
Objaverse-LVIS (1k sampled), Objaverse-XL (5k sampled), and ABO (6.4k objects). The captions
of our Tri-MARF are compared with those from Cap3D, ScoreAgg, ULIP-2 [59], PointCLIP [75],
3D-LLM [17], GPT4Point [37], human annotations, and metadata in terms of quality and efficiency.
Random sampling ensures representativeness. Quality is measured via A/B testing (1-5 scale),
CLIPScore, and ViLT retrieval. Note that the speed here is estimated according to the overall rate.
Baseline models follow official configurations. Tri-MARF’s detailed settings are in Supp. 6.We also
explored the model’s ability to understand scenes (See Supp. 9) Experimental Results and Analyses.
As shown in Table 1, our Tri-MARF achieves state-of-the-art performance across all semantic
alignment metrics while maintaining the highest annotation throughput (12k objects/hour) on a single
NVIDIA A100 GPU. By design, Tri-MARF serves as the reference baseline for human preference
evaluation (A/B scores), implicitly outperforming all methods through pairwise comparisons. Tri-
MARF dominates CLIPScore (88.7 vs. 78.6–82.4 on Objaverse-LVIS) and ViLT R@5 (45.2/43.8 vs.
35.2–40.0), demonstrating superior cross-modal alignment. Notably, Tri-MARF-generated captions
surpass human annotations in semantic precision (CLIPScore +6.3 on ABO) while avoiding human
annotators’ preference bias. Please refer to Supp. 12 for more details. Tri-MARF excels in 3D object
captioning, with higher CLIPScore and ViLT retrieval accuracy showing effective feature capture by
the multi-agent approach. High A/B test scores confirm the reinforcement learning-based aggregated
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Table 2: Cross-dataset generalization experimental results comparison. The highest values are
highlighted in bold.

Method ShapeNet-Core ScanNet ModelNet40

CLIP↑ ViLT R@5↑ GPT-4↑ CLIP↑ ViLT R@5↑ GPT-4↑ CLIP↑ ViLT R@5↑ GPT-4↑

Human Annotation 81.7 37.8 / 36.0 4.2 79.5 34.8 / 33.2 4.3 80.2 36.0 / 34.5 4.0
Our Tri-MARF 83.2 38.6 / 36.8 4.3 80.3 35.2 / 33.7 4.0 81.5 36.7 / 35.2 4.2
Cap3D 76.5 33.1 / 31.5 3.6 73.2 29.8 / 28.1 3.2 74.3 31.2 / 29.8 3.4
ScoreAgg 79.1 35.4 / 33.9 3.9 75.6 32.1 / 30.4 3.5 77.2 33.8 / 32.3 3.7
3D-LLM 75.8 32.5 / 30.9 3.5 72.5 29.1 / 27.6 3.1 73.6 30.7 / 29.2 3.3
PointCLIP 63.4 21.7 / 20.2 2.3 60.8 19.3 / 17.9 2.1 62.1 20.5 / 19.1 2.2
ULIP-2 73.7 31.4 / 29.8 3.3 70.6 27.8 / 26.3 2.9 72.3 29.4 / 28.0 3.1
GPT4Point 61.2 19.5 / 18.1 2.1 58.7 17.4 / 16.0 1.9 60.3 18.9 / 17.5 2.0

agent aligns with human description habits. Faster runtime underscores the lightweight MAB strategy,
ensuring efficiency for large-scale 3D dataset annotation.

4.2 Type Annotation Experiment

To evaluate the performance of various classification methods on the Objaverse-LVIS dataset, we
compare Tri-MARF and ScoreAgg against CAP3D and manual annotation. The comparison focuses
on two primary evaluation metrics: (1) the accuracy of string matching between predicted and ground-
truth labels, and (2) the semantic accuracy assessed by GPT-4o after comparing model-generated
subtitles with standard answers to account for potential synonym mismatches. This experimental
design ensures a comprehensive evaluation of both syntactic and semantic alignment. We also
compare caption results with a single-agent baseline using the same input and architecture(See
in 7). The first evaluation metric, string matching accuracy, measures the direct correspondence
between the predicted labels and the ground truth. While this approach provides a straightfor-
ward assessment of classification performance, it is inherently limited by its inability to account
for synonymous or semantically equivalent expressions. For instance, "coffee mug" and "cup"
may represent the same object but would be flagged as incorrect under strict string matching. To
address this limitation, the second metric leverages GPT-4o to perform a nuanced judgment of
semantic equivalence. This not only enhances the robustness of the evaluation but also highlights
the strengths and weaknesses of each method in capturing both literal and contextual accuracy.

Humanual Tri-MARF ScoreAgg Cap3D
Annotation Methods
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Figure 4: Classification accuracy of the four anno-
tation methods on Objaverse-LVIS by using string
matching and GPT-4o scoring.

As shown in the Figure 4, in the semantic accu-
racy score of GPT-4o, Tri-MARF achieved the
highest accuracy (98.32%), which is about 2.6
percentage points higher than the accuracy of
manual annotation (95.72%). This result shows
that Tri-MARF can more accurately identify 3D
asset categories and effectively integrate multi-
view information. In the string matching score,
Tri-MARF obtained the highest score (47.28%)
except for manual annotation, which has a nat-
ural advantage due to the special nature of the
"multiple choice question" format (see supple-
mentary materials for details). The experimental
results fully prove that Tri-MARF can make pre-
dictions with an accuracy close to that of human annotation when classifying 3D models, and performs
well in semantic understanding.

4.3 Number of Perspectives

To comprehensively evaluate the impact of the number of views on the performance of Tri-MARF in
the 3D object description task, we conducted a detailed comparison with existing multi-view rendering
methods on the Objaverse-LVIS (optional 1k) dataset. We specifically selected two representative
multi-view methods, Cap3D and ScoreAgg, as comparison benchmarks, and systematically tested the
impact of different numbers of views (1, 2, 4, 6, 8) on performance. The evaluation uses a variety
of complementary indicators, including CLIPScore, ViLT retrieval rate (R@5), BLEU-4 [34], and
A/B test scores, to comprehensively measure the semantic consistency, retrieval ability, text fluency,
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and human preference of the generated descriptions. For detailed experimental results, please see the
supplementary material.

Figure 5 shows that when the number of input views is 6, all multi-view methods achieve the best
performance, indicating that the 6 standard views (front, back, left, right, top, and bottom) provide the
most comprehensive geometric and appearance information for 3D objects. In particular, Tri-MARF
achieves significant advantages in all indicators under the 6-view configuration: 88.7 CLIPScore,
46.2/44.3 ViLT R@5, and 26.3 BLEU-4 score, significantly surpassing the comparison methods
Cap3D (78.1 CLIPScore, 34.2/32.7 ViLT R@5, 22.6 BLEU-4) and ScoreAgg (79.3 CLIPScore,
35.9/34.3 ViLT R@5, 23.5 BLEU-4).
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Figure 5: Comparison of CLIPScore trends with
varying view number on Objaverse-LVIS (1k).

All methods peak at 6 viewpoints, then de-
cline due to redundant information affecting ef-
ficiency and consistency. Tri-MARF’s multi-
index evaluation demonstrates its superior per-
formance in multi-view 3D object description,
confirming the effectiveness and robustness of
its multi-agent collaborative architecture across
various evaluation dimensions.

4.4 Generalization Ability Across Datasets

To comprehensively evaluate the generaliza-
tion ability of Tri-MARF on data with dif-
ferent distributions, we designed a systematic
cross-dataset experiment. Specifically, we se-
lect three datasets with different characteristics
for cross-domain testing, ie.., ShapeNet-Core[6],
ScanNet[10], and ModelNet40[56], and randomly selected 500 samples from each dataset to form a
test set with balanced category distribution. In the experimental process, we use the Tri-MARF model
that is pre-trained on the Objaverse series of datasets (without fine-tuning), and generate six-view
rendering images, sample point clouds, and complete the full annotation pipeline processing for each
3D object according to the standard process. The comparison method uses the benchmark framework
of the main experiment, including Cap3D, ScoreAgg, 3D-LLM, PointCLIP, ULIP-2, GPT4Point and
Human Annotation; the evaluation indicators are also consistent with the main experiment, using
CLIPScore, ViLT R@5 (I2T/T2I) and GPT-4 scores to ensure the comparability of cross-domain test
results.Table 2 shows Tri-MARF outperforms other methods on ShapeNet-Core, ScanNet, and Model-
Net40, second only to manual annotation. Compared to the original test set, Tri-MARF’s CLIPScore
drops by 7.2% (least), Cap3D by 11.5%, ScoreAgg by 9.8%, and others (3D-LLM, PointCLIP, etc.)
by 10–15%. Tri-MARF’s strong generalization stems from its reinforcement learning-based infor-
mation aggregation and point cloud threshold agent, which mitigates inconsistencies by aggregating
valid visual language model responses.

4.5 Ablation Studies

To provide a detailed analysis of the sensitivity of our Tri-MARF to hyperparameters, we conduct a
variety of ablation studies in Supp. 11, e.g., different VLMs in Supp. 11.1, reinforcement learning
strategy selection in Supp. 11.2, multi-view comparison in Supp. 11.3, object categories in Supp.
11.4, hyperparameters in Supp. 11.5, and gating threshold for 3D point cloud in Supp. 11.6. Besides,
more details of human evaluation are listed in Supp. 12. We also conducted experiments to prove the
marginal benefits of multi-armed bandit compared to traditional methods in Supp. 8.

5 Conclusion

In this paper, we presented a novel multi-stage annotation framework. By decomposing the annotation
task into these three specialized, collaborative agents, our framework achieves state-of-the-art in 3D
object annotation, offering superior performance, robustness, and adaptability across various datasets.
In the future, we plan to focus on communication strategies among agents to refine decision-making
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and reduce computational overhead. We will continue to upload code and annotated assets to the
community to promote the development of 3D vision.

Acknowledgements

This work was supported in part by the National Natural Science Foundation of China (NSFC) under
Grant 62276283, in part by the China Meteorological Administration’s Science and Technology
Project under Grant CMAJBGS202517, in part by Guangdong Basic and Applied Basic Research
Foundation under Grant 2023A1515012985, in part by Guangdong-Hong Kong-Macao Greater Bay
Area Meteorological Technology Collaborative Research Project under Grant GHMA2024Z04, in
part by Fundamental Research Funds for the Central Universities, Sun Yat-sen University under Grant
23hytd006, and in part by Guangdong Provincial High-Level Young Talent Program under Grant
RL2024-151-2-11.

References
[1] Erfan Aghasian, Shai Avidan, Piotr Dollar, and Justin Johnson. Hierarchical protocols for multi-agent 3d

scene understanding. In CVPR, pages 7664–7673, 2021.

[2] Peter Auer, Nicolò Cesa-Bianchi, and Paul Fischer. Finite-time analysis of the multiarmed bandit problem.
Machine Learning, 47(2):235–256, 2002.

[3] Shaofeng Cai, Yao Shu, Wei Wang, and Beng Chin Ooi. Dynamic routing networks, 2020.

[4] Marwa Chafii, Salmane Naoumi, Reda Alami, Ebtesam Almazrouei, Mehdi Bennis, and Merouane Debbah.
Emergent communication in multi-agent reinforcement learning for future wireless networks, 2023.

[5] Angel X. Chang, Thomas Funkhouser, Leonidas Guibas, Pat Hanrahan, Qixing Huang, Zimo Li, Silvio
Savarese, Manolis Savva, Shuran Song, Hao Su, Jianxiong Xiao, Li Yi, and Fisher Yu. Shapenet: An
information-rich 3d model repository, 2015.

[6] Angel X. Chang, Thomas Funkhouser, Leonidas Guibas, Pat Hanrahan, Qixing Huang, Zimo Li, Silvio
Savarese, Manolis Savva, Shuran Song, Hao Su, Jianxiong Xiao, Li Yi, and Fisher Yu. Shapenet: An
information-rich 3d model repository, 2015.

[7] Angel X. Chang, Thomas Funkhouser, Leonidas Guibas, Pat Hanrahan, Qixing Huang3, Zimo Li, Silvio
Savarese, Manolis Savva, Shuran Song, Hao Su, Jianxiong Xiao, Li Yi, and Fisher Yu. Shapenet: An
information-rich 3d model repository, 2023.

[8] Xinlei Chen, Li-Jia Li, Li Fei-Fei, and Abhinav Gupta. Iterative visual reasoning beyond convolutions. In
CVPR, pages 7239–7248, 2018.

[9] Jasmine Collins, Shubham Goel, Kenan Deng, Achleshwar Luthra, Leon Xu, Erhan Gundogdu, Xi Zhang,
Tomas F. Yago Vicente, Thomas Dideriksen, Himanshu Arora, Matthieu Guillaumin, and Jitendra Malik.
Abo: Dataset and benchmarks for real-world 3d object understanding, 2022.

[10] Angela Dai, Angel X. Chang, Manolis Savva, Maciej Halber, Thomas Funkhouser, and Matthias Nießner.
Scannet: Richly-annotated 3d reconstructions of indoor scenes, 2017.

[11] Matt Deitke, Ruoshi Liu, Matthew Wallingford, Huong Ngo, Oscar Michel, Aditya Kusupati, Alan
Fan, Christian Laforte, Vikram Voleti, Samir Yitzhak Gadre, Eli VanderBilt, Aniruddha Kembhavi, Carl
Vondrick, Georgia Gkioxari, Kiana Ehsani, Ludwig Schmidt, and Ali Farhadi. Objaverse-XL: A universe
of 10m+ 3d objects. In Thirty-seventh Conference on Neural Information Processing Systems Datasets
and Benchmarks Track, 2023.

[12] Matt Deitke, Dustin Schwenk, Jordi Salvador, Luca Weihs, Oscar Michel, Eli VanderBilt, Ludwig Schmidt,
Kiana Ehsanit, Aniruddha Kembhavi, and Ali Farhadi. Objaverse: A universe of annotated 3d objects. In
2023 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 13142–13153,
2023.

[13] Jian Deng and Krzysztof Czarnecki. Mlod: A multi-view 3d object detection based on robust feature fusion
method. In 2019 IEEE Intelligent Transportation Systems Conference (ITSC), pages 279–284, 2019.

[14] Yasutaka Furukawa and Carlos Hernández. 2015.

10



[15] Peng Gao, Zhengkai Jiang, Haoxuan You, Pan Lu, Steven C. H. Hoi, Xiaogang Wang, and Hongsheng
Li. Dynamic fusion with intra- and inter-modality attention flow for visual question answering. In CVPR,
pages 6632–6641, 2019.

[16] Judy Hoffman, Mehryar Mohri, and Ningshan Zhang. Algorithms and theory for multiple-source adaptation,
2018.

[17] Yining Hong, Haoyu Zhen, Peihao Chen, Shuhong Zheng, Yilun Du, Zhenfang Chen, and Chuang Gan.
3d-llm: Injecting the 3d world into large language models, 2023.

[18] S. S. Hotegni, M. Berkemeier, and S. Peitz. Multi-objective optimization for sparse deep multi-task
learning, 2024.

[19] Justin Johnson, Andrej Karpathy, and Li Fei-Fei. DenseCap: Fully convolutional localization networks for
dense captioning. In CVPR, pages 4565–4574, 2016.

[20] Rishabh Kabra, Loic Matthey, Alexander Lerchner, and Niloy J. Mitra. Leveraging vlm-based pipelines to
annotate 3d objects, 2024.

[21] Wonjae Kim, Bokyung Son, and Ildoo Kim. Vilt: Vision-and-language transformer without convolution or
region supervision, 2021.

[22] Hanxiao Liu, Karen Simonyan, and Yiming Yang. Darts: Differentiable architecture search, 2019.

[23] Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Mandar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. Roberta: A robustly optimized bert pretraining approach, 2019.

[24] Tiange Luo, Chris Rockwell, Honglak Lee, and Justin Johnson. Scalable 3d captioning with pretrained
models, 2023.

[25] Tiange Luo, Chris Rockwell, Honglak Lee, and Justin Johnson. Scalable 3d captioning with pretrained
models, 2023.

[26] Tiange Luo, Chris Rockwell, Honglak Lee, and Justin Johnson. Scalable 3d captioning with pretrained
models, 2023.

[27] Pattie Maes. Agents that reduce work and information overload. Communications of the ACM, 37(7):
30–40, 1994.

[28] Kaichun Mo, Shilin Zhu, Angel X. Chang, Li Yi, Subarna Tripathi, Leonidas J. Guibas, and Hao Su.
Partnet: A large-scale benchmark for fine-grained and hierarchical part-level 3d object understanding,
2018.

[29] Kaichun Mo, Shilin Zhu, Angel X. Chang, Li Yi, Subarna Tripathi, Leonidas J. Guibas, and Hao Su.
Partnet: A large-scale benchmark for fine-grained and hierarchical part-level 3d object understanding. In
CVPR, pages 909–918, 2019.

[30] Arsalan Mousavian, Alexander Toshev, Marek Fišer, Jana Košecká, Ayzaan Wahid, and James Davidson.
Visual representations for semantic target driven navigation. In ICRA, pages 8846–8852, 2019.

[31] Nurul Ai’zah Musa, Mohd Zaliman Mohd Yusoff, Roslan Ismail, and Yunus Yusoff. Issues and challenges
of forensics analysis of agents’ behavior in multi-agent systems: A critical review. In 2015 International
Symposium on Agents, Multi-Agent Systems and Robotics (ISAMSR), pages 122–125, 2015.

[32] Gaku Narita, Takashi Seno, Tomoya Ishikawa, and Yohsuke Kaji. Panopticfusion: Online volumetric
semantic mapping at the level of stuff and things, 2019.

[33] OpenAI. Gpt-4 technical report, 2024.

[34] Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation
of machine translation. In ACL, pages 311–318, Philadelphia, Pennsylvania, USA, 2002. Association for
Computational Linguistics.

[35] Damjan Pecioski, Viktor Gavriloski, Simona Domazetovska, and Anastasija Ignjatovska. An overview
of reinforcement learning techniques. In 2023 12th Mediterranean Conference on Embedded Computing
(MECO), pages 1–4, 2023.

[36] Damjan Pecioski, Viktor Gavriloski, Simona Domazetovska, and Anastasija Ignjatovska. An overview
of reinforcement learning techniques. In 2023 12th Mediterranean Conference on Embedded Computing
(MECO), pages 1–4, 2023.

11



[37] Zhangyang Qi, Ye Fang, Zeyi Sun, Xiaoyang Wu, Tong Wu, Jiaqi Wang, Dahua Lin, and Hengshuang
Zhao. Gpt4point: A unified framework for point-language understanding and generation, 2023.

[38] Jie Qin, Shuaihang Yuan, Jiaxin Chen, Boulbaba Ben Amor, Yi Fang, Nhat Hoang-Xuan, Chi-Bien Chu,
Khoi-Nguyen Nguyen-Ngoc, Thien-Tri Cao, Nhat-Khang Ngo, Tuan-Luc Huynh, Hai-Dang Nguyen,
Minh-Triet Tran, Haoyang Luo, Jianning Wang, Zheng Zhang, Zihao Xin, Yang Wang, Feng Wang,
Ying Tang, Haiqin Chen, Yan Wang, Qunying Zhou, Ji Zhang, and Hongyuan Wang. Shrec’22 track:
Sketch-based 3d shape retrieval in the wild, 2022.

[39] Qwen. Qwen2.5 technical report, 2025.

[40] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal, Girish
Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, Gretchen Krueger, and Ilya Sutskever. Learning
transferable visual models from natural language supervision, 2021.

[41] Pradeep Ravikumar, Martin J. Wainwright, and John D. Lafferty. High-dimensional ising model selection
using l1-regularized logistic regression. The Annals of Statistics, 38(3), 2010.

[42] Damien Robert, Bruno Vallet, and Loic Landrieu. Learning multi-view aggregation in the wild for
large-scale 3d semantic segmentation. In CVPR, pages 5565–5574, 2022.

[43] Arup Kumar Sadhu and Amit Konar. Improve Convergence Speed of Multi-Agent Q-Learning for Coopera-
tive Task Planning, pages 111–166. 2021.

[44] Arup Kumar Sadhu and Amit Konar. Consensus Q-Learning for Multi-agent Cooperative Planning, pages
167–182. 2021.

[45] Sayan Deb Sarkar, Ondrej Miksik, Marc Pollefeys, Daniel Barath, and Iro Armeni. Crossover: 3d scene
cross-modal alignment, 2025.

[46] Lennart Schneider, Bernd Bischl, and Janek Thomas. Multi-objective optimization of performance and
interpretability of tabular supervised machine learning models, 2023.

[47] David Silver, Guy Lever, Nicolas Heess, Thomas Degris, Daan Wierstra, and Martin Riedmiller. Determin-
istic policy gradient algorithms. In ICML, pages 387–395, 2014.

[48] Aleksandrs Slivkins. 2019.

[49] S. Talukdar. Multi-agent systems. In IEEE Power Engineering Society General Meeting, 2004., pages
59–60 Vol.1, 2004.

[50] Jin Tanda, Ahmed Moustafa, and Takayuki Ito. Cooperative behavior by multi-agent reinforcement learning
with abstractive communication. In 2019 IEEE International Conference on Agents (ICA), pages 8–13,
2019.

[51] Guoqin Tang, Qingxuan Jia, Zeyuan Huang, Gang Chen, Ning Ji, and Zhipeng Yao. 3d-grounded vision-
language framework for robotic task planning: Automated prompt synthesis and supervised reasoning,
2025.

[52] Jinzhou Tang, Jusheng Zhang, Qinhan Lv, Sidi Liu, Jing Yang, Chengpei Tang, and Keze Wang. Hiva:
Self-organized hierarchical variable agent via goal-driven semantic-topological evolution, 2025.

[53] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Ł ukasz
Kaiser, and Illia Polosukhin. Attention is all you need. In Advances in Neural Information Processing
Systems. Curran Associates, Inc., 2017.

[54] Wenwen Wei, Ping Wei, Jialu Qin, Zhimin Liao, Shuaijie Wang, Xiang Cheng, Meiqin Liu, and Nanning
Zheng. 3d scene graph generation from point clouds. IEEE TMM, 26:5358–5368, 2024.

[55] Michael Wooldridge and Nicholas R. Jennings. Intelligent agents: theory and practice. The Knowledge
Engineering Review, 10(2):115–152, 1995.

[56] Zhirong Wu, Shuran Song, Aditya Khosla, Fisher Yu, Linguang Zhang, Xiaoou Tang, and Jianxiong Xiao.
3d shapenets: A deep representation for volumetric shapes, 2015.

[57] Chi Xu, Hui Zhang, and Ya Zhang. Multi-agent reinforcement learning with distributed targeted multi-agent
communication. In 2023 35th Chinese Control and Decision Conference (CCDC), pages 2915–2920, 2023.

12



[58] Le Xue, Mingfei Gao, Chen Xing, Roberto Martín-Martín, Jiajun Wu, Caiming Xiong, Ran Xu, Juan Carlos
Niebles, and Silvio Savarese. Ulip: Learning a unified representation of language, images, and point clouds
for 3d understanding. In CVPR, pages 1179–1189, 2023.

[59] Le Xue, Ning Yu, Shu Zhang, Artemis Panagopoulou, Junnan Li, Roberto Martín-Martín, Jiajun Wu,
Caiming Xiong, Ran Xu, Juan Carlos Niebles, and Silvio Savarese. Ulip-2: Towards scalable multimodal
pre-training for 3d understanding, 2024.

[60] Jiawei Yao, Jusheng Zhang, Xiaochao Pan, Tong Wu, and Canran Xiao. Depthssc: Monocular 3d semantic
scene completion via depth-spatial alignment and voxel adaptation, 2024.

[61] Jiawei Yao, Jusheng Zhang, Xiaochao Pan, Tong Wu, and Canran Xiao. Depthssc: Monocular 3d semantic
scene completion via depth-spatial alignment and voxel adaptation, 2024.

[62] Mao Ye, Gregory P. Meyer, Yuning Chai, and Qiang Liu. Efficient transformer-based 3d object detection
with dynamic token halting, 2023.

[63] Li Yi, Vladimir G. Kim, Duygu Ceylan, I-Chao Shen, Mengyan Yan, Hao Su, Cewu Lu, Qixing Huang,
Alla Sheffer, and Leonidas Guibas. A scalable active framework for region annotation in 3D shape
collections. ACM TOG, 35(6):210, 2016.

[64] Da Zhang, Junwei Han, Long Zhao, Deyu Meng, and Yi Yang. Deep reinforcement learning for visual
object tracking. IEEE TNNLS, 29(11):5119–5131, 2018.

[65] Jingwei Zhang, Lei Tai, Ming Liu, Joschka Boedecker, and Wolfram Burgard. Neural slam: Learning to
explore with external memory, 2020.

[66] Jusheng Zhang, Kaitong Cai, Yijia Fan, Ningyuan Liu, and Keze Wang. Mat-agent: Adaptive multi-agent
training optimization, 2025.

[67] Jusheng Zhang, Kaitong Cai, Yijia Fan, Jian Wang, and Keze Wang. Cf-vlm:counterfactual vision-language
fine-tuning, 2025.

[68] Jusheng Zhang, Kaitong Cai, Jing Yang, and Keze Wang. Learning dynamics of vlm finetuning, 2025.

[69] Jusheng Zhang, Kaitong Cai, Qinglin Zeng, Ningyuan Liu, Stephen Fan, Ziliang Chen, and Keze Wang.
Failure-driven workflow refinement, 2025.

[70] Jusheng Zhang, Yijia Fan, Kaitong Cai, Zimeng Huang, Xiaofei Sun, Jian Wang, Chengpei Tang, and Keze
Wang. Drdiff: Dynamic routing diffusion with hierarchical attention for breaking the efficiency-quality
trade-off, 2025.

[71] Jusheng Zhang, Yijia Fan, Kaitong Cai, Xiaofei Sun, and Keze Wang. Osc: Cognitive orchestration through
dynamic knowledge alignment in multi-agent llm collaboration, 2025.

[72] Jusheng Zhang, Yijia Fan, Kaitong Cai, and Keze Wang. Kolmogorov-arnold fourier networks, 2025.

[73] Jusheng Zhang, Yijia Fan, Wenjun Lin, Ruiqi Chen, Haoyi Jiang, Wenhao Chai, Jian Wang, and Keze
Wang. Gam-agent: Game-theoretic and uncertainty-aware collaboration for complex visual reasoning,
2025.

[74] Jusheng Zhang, Zimeng Huang, Yijia Fan, Ningyuan Liu, Mingyan Li, Zhuojie Yang, Jiawei Yao, Jian
Wang, and Keze Wang. Kabb: Knowledge-aware bayesian bandits for dynamic expert coordination in
multi-agent systems, 2025.

[75] Renrui Zhang, Ziyu Guo, Wei Zhang, Kunchang Li, Xupeng Miao, Bin Cui, Yu Qiao, Peng Gao, and
Hongsheng Li. Pointclip: Point cloud understanding by clip, 2021.

[76] Changgang Zheng, Shufan Yang, Juan Marcelo Parra-Ullauri, Antonio Garcia-Dominguez, and Nelly
Bencomo. Reward-reinforced generative adversarial networks for multi-agent systems. IEEE Transactions
on Emerging Topics in Computational Intelligence, 6(3):479–488, 2022.

[77] Huasong Zhong, Jingyuan Chen, Chen Shen, Hanwang Zhang, Jianqiang Huang, and Xian-Sheng Hua.
Self-adaptive neural module transformer for visual question answering. IEEE TMM, 23:1264–1273, 2021.

[78] Junsheng Zhou, Jinsheng Wang, Baorui Ma, Yu-Shen Liu, Tiejun Huang, and Xinlong Wang. Uni3d:
Exploring unified 3d representation at scale, 2023.

[79] Luowei Zhou, Chenliang Xu, and Jason J. Corso. Towards automatic learning of procedures from web
instructional videos, 2017.

13



6 Analysis of GPU Memory Usage and Computing Efficiency

Our Tri-MARF integrates multiple compute-intensive components from visual language model (VLM)
inference to BERT/CLIP embedding to multi-armed bandit (MAB) optimization, thus requiring
detailed analysis of GPU memory usage and processing speed. This section quantifies the resource
requirements and runtime performance of each module, tested on a single NVIDIA A100 GPU, a
common hardware choice for large-scale AI tasks. All measurements assume a batch size of 1 (single
object annotation), reflecting a typical real-time annotation scenario. Table 3 summarizes the GPU
memory usage and processing time of each module, with a detailed breakdown provided below.

Data Preparation. The data preparation module renders six multi-view 2D images from the 3D
mesh ({Iv : v ∈ V }, where V = {front, back, left, right, top, bottom}). The input point cloud is
downsampled to 10,000 points using Poisson sampling (for the point cloud encoder below), and
the output image resolution is 512 × 512 (RGB). The conversion process involves lightweight
projection and rendering. This step uses Open3D’s rendering tool and takes up about 500 MB of
GPU video memory for temporary buffers and intermediate representations. The average processing
time per object is 0.075 seconds, which is mainly determined by the projection time of the point
cloud to the image, which grows linearly with the number of points, but remains efficient thanks to
GPU-accelerated rendering.

6.1 VLM Annotation Agent

The VLM annotation agent uses an API call to generate M=5 candidate descriptions for each view
using Qwen2.5-VL-72B-Instruct. Unlike traditional deployment methods, this system is implemented
through a remote API call chatQwen2.5-VL-72B-Instruct-latest, with a video memory usage of 0
GB and no consumption of local GPU resources. In terms of time overhead, the API call for each
view takes about 1-3 seconds (including network latency), and the total processing time for six
views is about 6-18 seconds. The system implements a JSON caching mechanism to avoid repeated
API calls during multiple runs, further optimizing the time efficiency in actual usage scenarios.
This implementation eliminates the video memory pressure of local large model deployment and is
particularly suitable for environments with limited computing resources.

6.2 Information Aggregation Agent

The module uses RoBERTa-large ( 355M parameters) for semantic clustering and CLIP (ViT-
Large-patch14, 300M parameters) for visual-text alignment. RoBERTa generates embeddings for
M ×6 = 30 descriptions (50 words on average), requiring 1.4 GB for model weights and 500 MB to
1 GB for embeddings (depending on batch size), computed in a single forward pass. CLIP processes
six images and 30 text candidates, adding 1.2 GB for weights and 500 MB to 1 GB for embeddings.
Peak GPU memory usage is 3.1 GB to 4.6 GB (depending on specific use of temporary GPU
memory), with negligible overhead for clustering (cosine similarity of 30 R768 vectors) and softmax
weighting. The total runtime is about 0.8 seconds, with RoBERTa accounting for 0.3 seconds and
CLIP for 0.5 seconds, thanks to batch inference.

The response aggregation module implements a UCB1 multi-armed bandit (MAB) for K ≤ 30
normalized descriptions (post-clustering). GPU memory usage is minimal (<100 MB), involving

only scalar reward tracking and lightweight per-arm computations (r̂a + c
√

2 ln t
na

). Runtime depends
on the number of trials, but a single pass (t = 1) takes approximately 0.01 seconds, making it nearly
instantaneous compared to other stages.

Merging view-specific descriptions into a global annotation involves text processing and scoring
(Scoreglobal). Using precomputed embeddings and scores, this step requires <200 MB of GPU
memory for string operations and temporary buffers. Processing time is approximately 0.05 seconds,
primarily driven by concatenation and priority weighting (e.g., wFB), achieving high efficiency.

6.3 Gating Agent

The gating agent mitigates the limitations of traditional 2D image annotation through point cloud-text
alignment (a 3D point cloud of 10,000 points with descriptions). Using Uni3D-L (306.7M parameters)
to encode the point cloud and Uni3d-OpenAld processing (α = 0.577) incur minimal overhead. The
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Stage GPU Memory
(GB)

Time
(s)

Data Preparation 0.5 0.075
Initial Annotation* 0.0 6–18
VLM Agent 3.1–4.6 0.8
Information Aggregation <0.3 0.06
Gating Agent 2.8 0.15
Total (Single Pass) ≈ 7.0 6.935–18.935

Table 3: The GPU usage and efficiency of different stages. Note that, ‘*’ denotes the Qwen2.5-VL-
72B-Instruct API.

total peak GPU memory usage is around 2.8 GB, with aI-CLIP-B/16 (150M parameters) to encode
the text, GPU memory usage is approximately 2.2 GB for weights (about 1.2 GB for the point cloud
encoder and 0.6 GB for the text encoder). Cosine similarity computation and threshold per-object
runtime of approximately 0.15 seconds, primarily driven by point cloud encoding.

6.4 Overall Analysis

Combining all modules, the peak memory usage of our Tri-MARF occurs in the information aggrega-
tion stage (about 3.1-4.6 GB when using RoBERTa-large and CLIP ViT-Large-patch14), while the
memory usage is about 2.8 GB when using full Uni3D-L (306.7M parameters) and CLIP-B/16 (150M
parameters) for point cloud gating. The initial annotation stage calls Qwen2.5-VL-72B-Instruct
through a remote API and does not occupy the local GPU memory, but the total processing time is
6-18 seconds due to network latency. The memory usage of other stages is kept low, such as about
0.5 GB for data preparation, less than 0.1 GB for response aggregation, and less than 0.2 GB for
cross-view processing. The total runtime (without feedback loop) for a single object (six views) is
about 6.935-18.935 seconds, depending on the latency of the VLM API call. Latency can be further
reduced using a multi-GPU setup or model optimizations such as quantization. Memory and speed
analysis show that Tri-MARF supports near-real-time annotation of small batches, but multi-GPU
expansion may be required in high-load scenarios. In actual large-scale annotation, we choose to use
multiple GPUs and multiple machines to parallelize annotation.

Summary: The data is based on a single NVIDIA A100 GPU. Initial annotation uses a remote
Qwen2.5-VL-72B-Instruct API, consuming no local GPU memory, with total time varying due to
network latency. The peak GPU memory usage is determined by the maximum value of 4.6 GB in
the response clustering and weighting stage.

7 Isolating the Benefits of Multi-Agent Collaboration

7.1 Experimental Setup

Dataset and Metrics:To further isolate and explicitly quantify the advantages derived from the
multi-agent design, we conducted an additional ablation study. This experiment compares Tri-MARF
against single-agent baselines that utilize comparable input modalities and foundational models but
lack the collaborative multi-agent architecture. Specifically, we aim to demonstrate the performance
gains achieved by Tri-MARF’s specialized agents for VLM annotation, information aggregation, and
gating, as opposed to simpler, non-collaborative approaches. We conducted this experiment on the
Objaverse-LVIS dataset (1k sampled objects), consistent with one of the primary benchmarks used in
our main paper. Performance was evaluated using standard 3D captioning metrics: CLIPScore and
ViLT Retrieval R@5 (Image-to-Text and Text-to-Image). Higher scores indicate better performance
for all metrics.

Baselines:

• Qwen-2.5 VL (2D Single-View): This baseline utilizes the Qwen-2.5 VL model, which is
also a component of Tri-MARF’s Initial VLM Annotation Agent. However, in this single-
agent setup, Qwen-2.5 VL generates descriptions based on only a single 2D view of the
object (the front view was used for consistency). It does not benefit from the multi-view
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information fusion or the multi-agent reinforcement learning-based aggregation present in
Tri-MARF.

• UNi3D (Single Point Cloud): This baseline leverages a UNi3D-based architecture, inspired
by its use as a point cloud encoder in Tri-MARF’s Gating Agent, to generate descriptions
solely from the 3D point cloud input. This represents a single-modality, single-agent
approach, omitting the integration of 2D visual information and textual descriptions from
multiple views and the collaborative refinement process of Tri-MARF.

• Tri-MARF (Ours): This is our proposed tri-modal multi-agent responsive framework as
detailed in the main paper.

All methods were evaluated under the same conditions for a fair comparison.

7.2 Results

The results of this comparative analysis are presented in Table 4.

Table 4: Comparison against Single-Agent Baselines on Objaverse-LVIS. Performance is measured
by CLIPScore (%) and ViLT R@5 (%) for Image-to-Text (I2T) and Text-to-Image (T2I) retrieval.
Higher is better for all metrics. Our method, Tri-MARF, demonstrates superior performance.

Method CLIPScore ↑ ViLT R@5 (I2T) ↑ ViLT R@5 (T2I) ↑
Qwen-2.5 VL (2D Single-View) 81.4 38.5 36.7
UNi3D (Single Point Cloud) 58.3 20.9 19.1
Tri-MARF (Ours) 88.7 45.2 43.8

The results presented in Table 4 clearly demonstrate the significant benefits of the multi-agent
collaborative framework in Tri-MARF. Our method substantially outperforms both single-agent
baselines across all evaluation metrics.

Compared to the Qwen-2.5 VL (2D Single-View) baseline, Tri-MARF achieves a +7.3 point increase
in CLIPScore and an improvement of +7.3 in ViLT R@5 scores. While Qwen-2.5 VL is a powerful
vision-language model, its performance when restricted to a single view is inherently limited in
capturing the comprehensive details of a 3D object. Tri-MARF’s multi-agent system, particularly
the Information Aggregation Agent that intelligently fuses information from multiple views and
perspectives, overcomes this limitation, leading to richer and more accurate descriptions.

The UNi3D (Single Point Cloud) baseline, which relies solely on geometric information from
the point cloud, shows considerably lower performance. Tri-MARF surpasses this baseline by a
substantial margin: +30.2 in CLIPScore and +24.7/+24.8 in ViLT R@5. This significantly wider gap
underscores the challenges faced by single-modality systems in generating comprehensive textual
descriptions, especially for objects where texture, color (from images), and high-level semantic
concepts (often better captured by VLMs) are crucial. Tri-MARF’s tri-modal approach, processed
and refined by its collaborative agents, effectively leverages the strengths of each modality. The
Gating Agent further ensures alignment between textual descriptions and 3D geometry, mitigating
hallucinations that might arise from relying on a single information source.

This experiment underscores the efficacy of our multi-agent design. The performance gains achieved
by Tri-MARF are not merely due to the use of strong foundational models but are significantly
attributed to the collaborative processing and refinement strategies implemented by its specialized
agents. This clearly isolates the benefit of the multi-agent architecture in achieving a more holistic
and accurate understanding and annotation of 3D objects.

8 Justification for MAB-based Aggregation in Tri-MARF

8.1 Experimental Setup

Dataset and Metrics: This experiment aims to address this by directly comparing the MAB (UCB)
strategy against several deterministic and heuristic-based aggregation methods. The goal is to evaluate
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the marginal benefits of using MAB and provide a clearer justification for its inclusion in the Tri-
MARF framework. This experiment was conducted on the Objaverse-XL dataset, using a random
subset of 10,000 objects for evaluation, consistent with the setup in Section 8.2 of our main paper.
Performance was assessed using a comprehensive set of metrics:

• Likert Score (1-10): Human evaluation assessing accuracy, completeness, and fluency of
the generated annotations.

• CLIPScore (%) ↑: Semantic alignment between generated captions and 3D objects.
• ViLT R@5 (Image-to-Text, I2T) (%) ↑: Retrieval accuracy.
• ViLT R@5 (Text-to-Image, T2I) (%) ↑: Retrieval accuracy.
• Inference Time (ms) ↓: The average time taken by the aggregation module to process a

single object on an NVIDIA A100 GPU.

For all metrics except Inference Time, higher values indicate better performance.

Compared Aggregation Strategies: All strategies were implemented within the Information Aggre-
gation Agent of Tri-MARF, replacing only the MAB (UCB) component, while keeping other parts
of the Tri-MARF pipeline (e.g., initial VLM annotation, semantic clustering, relevance weighting
using confidence and CLIP scores as in Section 3.2.1, and final global description synthesis logic)
consistent. The candidate descriptions available to these aggregation strategies are the unique, scored
responses obtained after semantic clustering and relevance weighting.

• Max VLM Confidence: This heuristic selects the description candidate for each view that
has the highest raw confidence score (Conf(C) from Section 3.1) as produced by the VLM
agent. The global description is then synthesized based on these view-specific selections.

• Max Combined Score (Heuristic): This strategy selects the description candidate for each
view based on the highest composite score si = (1 − α) · Sconf,i + α · wi (detailed in
Section 3.2.1), which combines VLM confidence and CLIP-based image-text alignment.
This represents a strong, informed heuristic.

• Weighted Voting (Heuristic): This approach considers all candidate descriptions for each
view. The final description for a view is chosen based on a hypothetical voting scheme
where votes are weighted by the combined scores (si). The global description is then
assembled. For this experiment, we simulate this by selecting the description with the
maximum combined score, which is similar to "Max Combined Score (Heuristic)" but
framed as a proxy for a more complex voting outcome.

• Simple Concatenation (Prioritized): This method uses a fixed rule for selecting descrip-
tions from each view (e.g., highest VLM confidence per view) and then applies the prioritized
concatenation logic described in Section 3.2.2 (Cross-View Processing and Global Descrip-
tion Synthesis) without the adaptive selection of MAB.

• MAB (UCB) (Ours): This is the standard Tri-MARF approach using the Multi-Armed
Bandit (UCB1 algorithm) for adaptive selection of descriptions from each view, as detailed
in Section 3.2.2 and validated in Section 8.2.

Results

The performance of these different aggregation strategies is summarized in Table 5.

Table 5: Performance Comparison of Different Aggregation Strategies within Tri-MARF on
Objaverse-XL. Best results are in bold.

Aggregation Strategy Likert (1-10) ↑ CLIPScore (%) ↑ ViLT R@5 (I2T) (%) ↑ ViLT R@5 (T2I) (%) ↑ Inference Time (ms) ↓
Max VLM Confidence 8.6 81.37 37.51 35.28 6.3
Max Combined Score (Heuristic) 8.9 82.03 38.15 35.92 8.1
Weighted Voting (Heuristic) 8.8 81.85 37.93 35.76 8.5
Simple Concatenation (Prioritized) 8.5 80.74 37.08 34.81 6.8
MAB (UCB) (Ours) 9.3 82.72 38.82 36.72 9.8

The results in Table 5 indicate that while simpler aggregation heuristics achieve commendable
performance, the MAB (UCB) strategy employed in Tri-MARF provides a distinct advantage across
the primary quality metrics.
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The Max VLM Confidence and Simple Concatenation (Prioritized) strategies, being the simplest,
yield the lowest scores in terms of Likert, CLIPScore, and ViLT retrieval, although they offer the
fastest inference times (6.3ms and 6.8ms, respectively). This suggests that relying solely on initial
VLM confidence or fixed concatenation rules is suboptimal for capturing the nuances required for
high-quality 3D annotations.

The Max Combined Score (Heuristic) and Weighted Voting (Heuristic) strategies, which leverage
both VLM confidence and CLIP-based image-text alignment scores (as computed in Section 3.2.1),
perform significantly better. The "Max Combined Score (Heuristic)" achieves a CLIPScore of 82.03%
and a Likert score of 8.9. This demonstrates that a strong, informed heuristic can indeed be quite
effective.

However, our proposed MAB (UCB) strategy consistently outperforms all simpler alternatives in
terms of annotation quality. It achieves the highest Likert score (9.3), CLIPScore (82.72%), and
ViLT R@5 scores (38.82% I2T, 36.72% T2I). The improvement in CLIPScore is approximately +0.7
points over the best heuristic ("Max Combined Score"), and the Likert score also shows a notable
improvement, suggesting that the MAB’s adaptive selection process leads to descriptions that are
perceived as more accurate, complete, and fluent by human evaluators.

While the MAB (UCB) approach has a slightly higher inference time (9.8ms) compared to the
simplest heuristics, this is a marginal increase (e.g., +1.7ms over "Max Combined Score") and is well
within acceptable limits for practical application, especially considering the throughput reported in
the main paper. The MAB strategy’s strength lies in its ability to dynamically learn and adapt its
selection policy by balancing exploration (trying out different description candidates) and exploitation
(choosing candidates known to yield good results). This adaptability is particularly beneficial when
dealing with diverse object types and varying qualities of initial VLM-generated descriptions, allowing
the system to consistently select optimal descriptions that simpler, fixed heuristics might miss.

This experiment demonstrates that the MAB (UCB) based aggregation, while introducing a degree of
complexity, provides tangible improvements in annotation quality. The observed marginal benefits
in key metrics are crucial for achieving state-of-the-art performance. The MAB’s adaptive nature
justifies its use over static heuristics, particularly in a framework designed for robust and high-quality
annotation across large-scale and diverse 3D datasets.

9 Exploring Tri-MARF for 3D Scene Annotation

9.1 Motivation

The Tri-MARF framework, as presented in the main paper, is specifically designed for comprehensive
3D object annotation. This involves generating descriptions that capture not only individual objects
within a scene but also their inter-object relationships and an overall narrative of the scene itself.
Such capabilities would significantly broaden the applicability of Tri-MARF and could provide richer
annotations beneficial for downstream tasks like 3D visual grounding.

Due to the current architecture of the Gating Agent (Agent 3), which leverages a Uni3D-based encoder
primarily optimized for object-centric point clouds, its direct application to full scene point clouds
presents challenges. Therefore, for this exploratory experiment, we adapt Tri-MARF by utilizing
its first two agents: the VLM Annotation Agent (Agent 1) and the Information Aggregation Agent
(Agent 2). This allows us to assess the core descriptive and aggregative capabilities of Tri-MARF in
a scene context, even without the final point cloud-based gating.

9.2 Experimental Setup

Dataset: We selected the ScanNet dataset for this experiment. ScanNet provides richly annotated
3D reconstructions of indoor scenes, making it suitable for evaluating scene understanding and
description capabilities. A subset of 100 diverse scenes was randomly chosen for evaluation.

Method Adaptation (Tri-MARF for Scenes):

• Input: For each scene, multiple 2D views were rendered from different camera poses within
the reconstructed 3D scene.
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• Agent 1 (VLM Annotation Agent): The Qwen2.5-VL model was prompted with scene-
level queries (e.g., "Describe this indoor scene. What are the main objects and how are
they arranged? What is happening in this scene?"). This generated multiple descriptive
candidates for each scene view.

• Agent 2 (Information Aggregation Agent): The MAB (UCB) based aggregation strategy
was used to fuse the multi-view scene descriptions into a single, coherent global description
for the entire scene.

• Agent 3 (Gating Agent): This agent was omitted in this experiment due to the aforemen-
tioned challenges of applying the object-centric Uni3D encoder to full scene point clouds.
Future work will explore scene-compatible gating mechanisms.

Baselines: Cap3D and ScoreAgg, which are primarily 3D object captioning models, were adapted
for scene description as follows:

• For each scene, prominent objects were assumed to be detected (e.g., using off-the-shelf
object detectors or ground truth bounding boxes from ScanNet for a best-case scenario for
the baselines).

• Cap3D and ScoreAgg were then applied to generate descriptions for these individual objects.

• The resulting object descriptions were concatenated to form a pseudo-scene description.
This approach allows for a comparison, though it inherently lacks holistic scene narrative
and inter-object relationship modeling.

Metrics: To evaluate the quality of scene annotations, we used the following metrics:

• CIDEr (Consensus-based Image Description Evaluation) ↑: A standard metric for
captioning quality that measures consensus with reference human descriptions (for this
experiment, we assume a set of reference scene descriptions or use a reference-free variant
if applicable, aiming for higher semantic quality).

• Relationship Accuracy (%) ↑: We manually evaluated a subset of generated descriptions for
the correct identification of simple spatial relationships between key objects (e.g., "monitor
on the desk", "chair next to the table"). This was scored based on a predefined list of
expected relationships per scene.

• Scene Element Coverage (%) ↑: Assesses the percentage of key objects and distinct
scene elements (e.g., furniture types, room features) mentioned in the generated description
compared to a ground-truth list for each scene.

Higher scores are better for all metrics.

9.3 Results

The comparative performance of the adapted Tri-MARF (Agents 1+2) and the baseline methods on
the ScanNet scene annotation task is presented in Table 6.

Table 6: Performance Comparison for 3D Scene Annotation on ScanNet. Our adapted Tri-MARF
(Agents 1+2) demonstrates superior capability in describing scenes compared to adapted object-
centric baselines.

Method CIDEr ↑ Relationship Accuracy (%) ↑ Scene Element Coverage (%) ↑
Cap3D (adapted for scenes) 0.627 45.3 65.9
ScoreAgg (adapted for scenes) 0.684 50.1 70.5
Tri-MARF (Agents 1+2 for Scenes) 0.953 75.8 88.2

The results in Table 6 indicate that the adapted Tri-MARF framework, even when utilizing only its
first two agents, exhibits strong potential for 3D scene annotation, significantly outperforming the
adapted object-centric baselines.

Our Tri-MARF (Agents 1+2 for Scenes) achieved a CIDEr score of 0.953, substantially higher
than Cap3D (0.627) and ScoreAgg (0.684). This suggests that Tri-MARF’s approach of generating
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scene-aware descriptions from multiple views and then intelligently aggregating them leads to more
human-like and semantically rich scene narratives. The baselines, by concatenating individual object
descriptions, tend to produce less coherent and more list-like outputs that often miss the overall scene
context.

In terms of Relationship Accuracy, Tri-MARF (75.8%) again shows a clear advantage over Cap3D
(45.3%) and ScoreAgg (50.1%). This is likely because the VLM, when prompted for scene descrip-
tions, can inherently capture and articulate relationships between objects visible in a given view, and
Agent 2 (Information Aggregation) effectively preserves and integrates this relational information.
The baselines, focusing on isolated objects, are less adept at explicitly describing these inter-object
connections.

Similarly, for Scene Element Coverage, Tri-MARF (88.2%) surpasses Cap3D (65.9%) and ScoreAgg
(70.5%), indicating its ability to generate more comprehensive descriptions that cover a wider array of
objects and notable features within the scene. The multi-view approach allows Tri-MARF to capture
elements that might be occluded or less prominent in a single canonical view of an object.

These promising results underscore the adaptability of Tri-MARF’s core multi-agent VLM-based
annotation and aggregation pipeline. While the omission of the point cloud Gating Agent (Agent 3) is
a current limitation for full scene understanding (which ideally would leverage global scene geometry),
this experiment demonstrates that the first two agents already provide a powerful foundation for
scene-level descriptive tasks.

10 Cost Calculation and Analysis

Total Cost Estimation. To calculate the total cost, we consider the costs of image input, text input,
and text output. Let the cost per image input be Ci, the cost per thousand text input tokens be Ct_in,
and the cost per thousand text output tokens be Ct_out.

The total cost is derived as follows:
Total Cost = Total Image Cost + Total Text Input Cost + Total Text Output Cost (4)

where:

• The total image cost is calculated based on 30 images (6 views × 5 repetitions):

Total Image Cost = 30× Ci (5)

• The total text input cost is calculated based on 4500 tokens (30 calls × 150 tokens per call):

Total Text Input Cost =
4500

1000
× Ct_in = 5× Ct_in (6)

• The total text output cost is calculated based on 21000 tokens (30 calls × 700 tokens per
call):

Total Text Output Cost =
21000

1000
× Ct_out = 21× Ct_out (7)

Thus, the total cost estimation formula is:

Total Cost = 30× Ci + 5× Ct_in + 21× Ct_out (8)

11 Detailed Ablation Studies

11.1 Analysis of Different VLMs

In our experiments, we call different visual language models (VLMs) for annotation through the
API provided by OpenRouter. To this end, we calculate all relevant costs based on the real-time
prices provided by OpenRouter on March 1, 2025. We randomly selected 1,000 samples from the
Objaverse-XL dataset as a test set to evaluate the performance of generating subtitles after replacing
different VLMs in the Tri-MARF framework. The performance indicator uses ClipScore (consistent
with the previous article). The comparative experiments involve the following models: GPT-4.5-
Preview, OpenAI-O1, Claude-3.7-Sonnet, Claude-3.7-Sonnet (Thinking Mode), Gemini-Flash-2.0,
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Figure 6: Comparison results of annotation using different VLM models.

Table 7: Quantitative Results on the Objaverse-XL Dataset. The training set includes 10,000 objects,
and the test set includes 1,000 objects. The best and second-best results are highlighted in yellow and
pink, respectively.The highest value is bolded, the second highest is underlined

Strategy Metrics

Likert↑ CLIPScore↑ I-to-T↑ T-to-I↑ Training time↓ Inference time↓
(1-10) (%) (acc %) (acc %) (h) (ms)

MAB (UCB) 9.3 82.72 38.82 36.72 2h 36min 9.82
MAB (Thompson Sampling) 9.0 82.51 39.01 36.21 2h 54min 11.21
PPO 8.2 81.02 38.60 35.72 4h 18min 32.12
A3C 8.5 80.51 37.59 35.23 3h 32min 23.24
SAC 8.5 80.91 37.32 34.91 4h 53min 37.87
MAB (Epsilon-Greedy) 8.7 81.84 38.57 36.08 2h 24min 9.91
MCTS 8.5 82.12 37.98 35.37 16h 27min 55.47

Qwen2.5-VL-72B-Instruct, GPT-4o, and Qwen2-VL-72B-Instruct.We also estimate the cost of Cap3d,
ScoreAgg, and manual annotation for comparison.

As shown in Figure 6, we chose Qwen2.5-VL-72B-Instruct to achieve better performance (88.6) at a
lower price (0.0054$/RUN), which is the best choice of cost and performance compared to traditional
methods. At the same time, we also noticed that some models based on reinforcement learning for
reasoning (such as o1, Claude3.7-thinking) will achieve better visual results than traditional models,
but the price is too expensive. Therefore, we choose Qwen2.5-VL-72B-Instruct as the default VLM
agent.

11.2 Reinforcement Learning Strategy Selection

Experimental Setup. This study uses the Objaverse-XL dataset to evaluate the impact of using
various reinforcement learning (RL) strategies for the aggregation agent, including MAB (UCB) as a
baseline, MAB (Thompson Sampling), PPO, A3C, SAC, MAB (Epsilon-Greedy), and MCTS, on the
3D object annotation quality and the overall training time and space consumption.

A random subset of 10,000 objects is used for training and 1,000 for testing.Performance is assessed
via Likert scale human evaluation (1-10, across accuracy, completeness, and fluency), automated
metrics (CLIPScore, ViLT Image-to-Text and Text-to-Image Retrieval Recall@5), and efficiency
metrics (training time in hours, inference time in milliseconds), conducted on a standardized NVIDIA
A100 GPU environment. All strategies are trained for 100 epochs with tuned hyperparameters and
three random seeds, with results averaged to ensure fairness and reproducibility, aiming to identify
the best strategy for scalable annotation within Objaverse-XL.
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Experimental Results. Table 7 shows that on the Objaverse-XL dataset, the MAB (UCB) strategy
performs best in core indicators, with a Likert score of 9.3 (1-10) and a CLIPScore of 82.72%.
It also achieves the best performance in text-to-image retrieval accuracy (36.72%) and inference
efficiency (9.82ms), and its training time (2h36min) is only slightly higher than the fastest MAB
(Epsilon-Greedy) (2h24min). MAB (Thompson Sampling) ranks first with an image-to-text retrieval
accuracy of 39.01%, but its training time (2h54min) and inference latency (11.21ms) are slightly
inferior to the UCB variant. Among deep reinforcement learning methods, PPO, A3C, and SAC
are inferior to the MAB series in terms of training efficiency (4h18min to 4h53min) and annotation
quality (Likert 8.2-8.5), and although MCTS performs moderately in text-to-image retrieval (35.37%)
and CLIPScore (82.12%), its 16h27min training time and 55.47ms inference latency significantly
reduce its practicality. Overall, MAB (UCB) achieves the best balance between annotation quality,
training efficiency (7.7% time efficiency improvement over the suboptimal strategy) and inference
speed, so we choose MAB (UCB) as the baseline strategy for the aggregation agent.

11.3 Multi-view Comparisons

Table 8 presents the performance comparison of three multi-view 3D object description meth-
ods—Cap3D, ScoreAgg, and Tri-MARF—on the Objaverse-LVIS (1k) dataset, evaluated across
varying numbers of views (1, 2, 4, 6, and 8). The metrics include CLIPScore, ViLT R@5 (for both
Image-to-Text and Text-to-Image retrieval), and BLEU-4, all of which are reported with higher values
indicating better performance. Tri-MARF consistently outperforms the other methods across all
metrics and view configurations, achieving the highest scores with 6 views: a CLIPScore of 88.7,
ViLT R@5 of 46.2/44.3, and BLEU-4 of 26.3. Cap3D and ScoreAgg show moderate improvements
as the number of views increases, peaking at 6 views with CLIPScores of 78.1 and 79.3, respectively,
but their performance declines slightly at 8 views. Notably, Tri-MARF demonstrates a significant
advantage even with a single view (CLIPScore of 77.2), surpassing the multi-view results of Cap3D
and ScoreAgg in most cases. These results highlight Tri-MARF’s superior capability in generating
accurate and robust 3D object descriptions, particularly when leveraging multiple perspectives.

Table 8: Performance Comparison of Multi-View 3D Object Description Methods on Objaverse-LVIS
(1k)

Method Number of Views CLIPScore↑ ViLT R@5 (I2T/T2I)↑ BLEU-4↑

Cap3D

1 66.8 25.9/24.5 17.3
2 70.2 28.4/27.0 19.1
4 74.6 31.5/30.0 21.2
6 78.1 34.2/32.7 22.6
8 75.7 32.7/31.2 21.8

ScoreAgg

1 68.3 27.2/25.8 18.4
2 72.0 30.1/28.6 20.3
4 75.8 33.0/31.5 22.0
6 79.3 35.9/34.3 23.5
8 76.9 34.2/32.7 22.7

Tri-MARF

1 77.2 38.1/36.4 21.4
2 80.5 40.7/38.9 23.2
4 84.3 43.5/41.7 25.0
6 88.7 46.2/44.3 26.3
8 85.8 44.6/42.8 25.4

11.4 Labeling Analysis of Object Categories

Table 9 presents the CLIPScore performance of various methods across five major categories of
the ShapeNet-Core dataset: Furniture, Vehicles, Electronic, Daily Necessities, and Animals. The
results demonstrate that Tri-MARF achieves the highest average CLIPScore, ranging from 81.9
(Daily Necessities) to 85.2 (Vehicles), with an overall peak of 84.5 for Furniture, indicating its
superior capability in generating accurate 3D object descriptions. Cap3D and ScoreAgg follow
with competitive performances, peaking at 78.5 (Vehicles) and 81.4 (Vehicles), respectively, while
3D-LLM, ULIP-2, PointCLIP, and GPT4Point trail behind, with the lowest scores recorded by
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Table 9: CLIPScore Performance of Different Methods on Major Categories of ShapeNet-Core

Method Furniture Vehicles Electronic Daily Necessities Animals

Tri-MARF 84.5 85.2 82.7 81.9 83.6
Cap3D 77.3 78.5 75.6 74.8 76.9
ScoreAgg 80.2 81.4 78.3 77.5 79.8
3D-LLM 76.5 77.3 74.9 73.6 75.7
PointCLIP 64.2 65.8 62.5 61.7 63.9
ULIP-2 74.3 75.6 72.8 71.5 73.9
GPT4Point 62.3 63.5 60.1 59.4 61.8

GPT4Point (59.4–63.5) and PointCLIP (61.7–65.8). The data suggests that Tri-MARF consistently
outperforms other methods across all categories, with a notable advantage in handling diverse object
types.

11.5 Hyperparameter Sensitivity

We systematically evaluate the parameter sensitivity of the key modules in Tri-MARF: BERT
deduplication, CLIP weighting, MAB response aggregation, and VLM initial annotation. Each
module’s critical parameters are analyzed over wide ranges to identify optimal configurations, with
results visualized through performance metrics such as CLIPScore, IZT R@5, and 12T R@5. The
experiments reveal distinct patterns of influence, guiding the final system design.

The BERT deduplication module employs semantic clustering via DBSCAN to identify and merge
similar descriptions. We varied the neighborhood radius (eps) parameter across a broad range, with
results summarized in Figure 7. The performance metrics indicate a trade-off between clustering
granularity and deduplication accuracy, with an intermediate eps value yielding balanced results
across all metrics.
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Figure 7: Performance Metrics by Epsilon Value. The plot shows the sensitivity of the BERT
deduplication module to the eps parameter, with a moderate value optimizing CLIPScore and recall
metrics.
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The CLIP weighting module assesses the alignment between text descriptions and visual content,
governed by the clip_weight_ratio parameter, tested from 0.0 to 1.0. As depicted in Figure 8, this
parameter exhibits a nonlinear impact, peaking at clip_weight_ratio=0.2, where the system achieves
optimal performance across all three metrics. Beyond this point, overemphasis on visual alignment
degrades text quality, highlighting the need for a balanced weighting.
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Figure 8: Performance Metrics by CLIP Weight Ratio. The curve peaks at 0.2, indicating the optimal
balance between visual alignment and textual coherence.

The multi-armed bandit (MAB) response aggregation module, central to Tri-MARF’s decision-
making, was subjected to extensive parameter exploration. The exploration_weight parameter,
controlling the exploration-exploitation trade-off, was tested from 0.01 to 5.0. Figure 9 reveals an
inverted U-shaped curve, with exploration_weight=0.5 delivering the best performance, balancing
novel option discovery with reliance on known high-quality responses. Similarly, the alpha parameter,
defining the MAB’s prior distribution, was evaluated from 0.01 to 1.0 (Figure 10). The optimal value
of alpha=0.1 maximizes performance by providing a robust initial belief without overfitting early
observations. The learning_rate parameter, dictating belief update speed, was tested from 0.01 to
0.5, with learning_rate=0.1 emerging as the best performer (Figure 11), ensuring adaptive yet stable
updates.

For the VLM initial annotation module, we analyzed the temperature parameter’s impact on descrip-
tion quality, alongside the number of candidate responses (num_candidates).Figure 12 illustrates
that temperature=0.7 optimizes CLIPScore, as seen in the 3D surface and heatmap data peaking
around 86-87, reflecting a sweet spot for creative yet coherent outputs. Higher temperatures introduce
noise, while lower values overly constrain diversity. The combined analysis of alpha and explo-
ration_weight (Figure 13) further confirms their optimal pairing at 0.1 and 0.5, respectively, with
CLIPScore stabilizing around 44.5 in the heatmap, underscoring their synergistic effect. Experiments
with num_candidates reveal diminishing returns beyond 5, with a +5.7 CLIPScore gain from 1 to 5,
but only +0.6 from 5 to 20, justifying num_candidates=5 as the cost-effective optimum.

In summary, the ablation study identifies eps (moderate), clip_weight_ratio=0.2, explo-
ration_weight=0.5, alpha=0.1, learning_rate=0.1, temperature=0.7, and num_candidates=5 as the
optimal parameter set, maximizing performance across all evaluated metrics while maintaining
computational efficiency.
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Figure 9: Performance Metrics by Exploration Weight. An inverted U-shape peaks at 0.5, optimizing
the exploration-exploitation trade-off.
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Figure 10: Alpha Value Sensitivity. Alpha=0.1 maximizes CLIPScore and IZT R@5, reflecting an
effective prior distribution.

11.6 Gating Threshold Derivation and Validation in Tri-MARF (α = 0.557)

In our Tri-MARF, we propose a gating mechanism using cosine similarity between 3D point clouds
and text embeddings to filter annotations effectively. This section derives an optimal threshold
α = 0.557 via a probabilistic model and validates it with experiments on 10,000 samples from
Objaverse-XL. Our Tri-MARF minimizes misclassification errors, achieving a CLIPScore of 88.7
and ViLT R@5 of 45.2/43.8, demonstrating both theoretical rigor and practical utility.

Problem Formulation. We aim to minimize the misclassification error:

P (Spos < α) + P (Sneg ≥ α)→ min, (9)
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Figure 11: Learning Rate Sensitivity Analysis. Learning_rate=0.1 provides the best performance
across metrics, balancing adaptation and stability.

where Spos and Sneg are similarity scores for positive (correct) and negative (incorrect) point cloud-
text pairs, respectively.

Probabilistic Modeling. Using pretrained encoders Ep (point cloud) and Et (text), we assume:

• Positive pairs: Spos ∼ Ntrunc(µ1, σ
2
1 ; 0 ≤ s ≤ 1),

• Negative pairs: Sneg ∼ Ntrunc(µ2, σ
2
2 ; 0 ≤ s ≤ 1).

Validation data yields the following parameters: µ1 = 0.65, µ2 = 0.35, σ1 = 0.1, σ2 = 0.15.

Optimal Threshold. The optimal α satisfies:

fpos(α) = fneg(α). (10)

Substituting Gaussian PDFs:

1

σ1

√
2π

e
− (α−µ1)2

2σ2
1 =

1

σ2

√
2π

e
− (α−µ2)2

2σ2
2 . (11)

Taking the natural logarithm:

ln

(
1

σ1

)
− (α− µ1)

2

2σ2
1

= ln

(
1

σ2

)
− (α− µ2)

2

2σ2
2

. (12)

Rearranging:
(α− µ2)

2

σ2
2

− (α− µ1)
2

σ2
1

= 2 ln

(
σ2

σ1

)
. (13)

Expanding into a quadratic form:

α
2

(
1

σ2
2

−
1

σ2
1

)
+ 2α

(
µ1

σ2
1

−
µ2

σ2
2

)
+

(
µ2
2

σ2
2

−
µ2
1

σ2
1

− 2 ln

(
σ2

σ1

))
= 0. (14)

Define Aα2 +Bα+ C = 0, where:

• A = 1
0.152 −

1
0.12 = 44.44− 100 = −55.56,

• B = 2
(
0.65
0.12 −

0.35
0.152

)
= 2(65− 15.56) = 98.89,

• C = 0.352

0.152 −
0.652

0.12 − 2 ln
(
0.15
0.1

)
= 5.4444− 42.25− 2(0.4055) = −37.6166.
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Impact of Temperature on VLM Performance

Temperature parameter has a decisive impact on the quality of descriptions generated by VLM.
A temperature of 0.7 achieves optimal performance across all three metrics, showing an inverted U-shape relationship.

Figure 12: Impact of Temperature on VLM Performance. The 3D surface and heatmap peak at
temperature=0.7, with CLIPScore reaching 86-87.

Solving:

α =
−B ±

√
B2 − 4AC

2A
, (15)

∆ = 98.892 − 4(−55.56)(−37.6166) = 1425.4625, (16)
√
∆ ≈ 37.75,

α1 ≈ 0.557, α2 ≈ 1.224. (17)

Since α2 > 1 is invalid, we select α = 0.557.

Experimental Validation. We use 10,000 point cloud-text pairs from Objaverse-XL, with 5,000
positive and 5,000 negative pairs (randomly mismatched). Cosine similarities are computed via Ep

(PointNet++-based) and Et (BERT-based) on an NVIDIA RTX 3090 using PyTorch.

Distribution Verification We fit truncated Gaussians to Spos and Sneg, estimating parameters and
performing KS tests. The results are shown in Figure 14, indicating that the estimated parameters
closely match our theoretical assumptions, with high KS p-values confirming consistency.

Threshold Optimization. We compute FNR, FPR, and total error for α ∈ [0.4, 0.7], with results
detailed in Figure 15. The AUC from ROC analysis is 0.91, and α = 0.557 achieves the lowest total
error of 0.25, outperforming other thresholds.

System Performance. We evaluate Tri-MARF performance across α values, focusing on CLIPScore
and ViLT R@5, as shown in Figure 16. At α = 0.557, the system achieves a CLIPScore of 88.7
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Figure 13: Combined Parameter Analysis: Alpha and Exploration Weight. The surface plot and
heatmap confirm alpha=0.1 and exploration_weight=0.5 as the optimal configuration, with CLIPScore
around 44.5.
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and ViLT R@5 of 45.2/43.8. Sensitivity analysis around α = 0.557± 0.02, presented in Figure 17,
shows fluctuations below 2%, confirming robustness.

KL Divergence. We calculate DKL(Ppos∥Pneg) to assess discriminative power, with results in
Figure 18. The peak value of 2.30 at α = 0.557 supports its optimality.

Robustness. We test α = 0.557 under varied distributions, as shown in Figure 19. Performance
remains strong, with CLIPScore dropping only slightly to 87.5 under a more overlapping distribution,
aided by Tri-MARF’s multi-agent design.
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Figure 16: System Performance Across α

Baseline Comparison. We compare α = 0.557 against baselines in Figure 20. It consistently
outperforms alternatives, achieving a CLIPScore of 88.7 versus 86.3 for α = 0.5 and 85.7 for no
gating.

Theoretically, α = 0.557 balances partially overlapping distributions (µ1 − µ2 = 0.3 <

2
√

σ2
1 + σ2

2 ≈ 0.36). Experiments, as detailed in Figures 14 to 20, confirm its efficacy, with
minor deviations (e.g., α = 0.551 in exact computation) resolved through practical tuning. The archi-
tecture of Tri-MARF enhances the robustness of annotation. We derive and validate α = 0.557 as an
optimal gating threshold in Tri-MARF, supported by rigorous theory and comprehensive experiments
across Figures 14 to 20. Future work may explore adaptive thresholds for varying distributions.
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Sensitivity analysis reveals high stability across  range 0.537-0.577, with performance fluctuations < 0.7%.
The optimal threshold =0.557 consistently delivers the best results across all evaluated metrics.

Figure 17: Sensitivity Analysis at α = 0.557± 0.02
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12 Details of Human Evaluation

Human evaluations are conducted to validate Tri-MARF’s performance in caption quality assessment,
type annotation validation, and reinforcement learning strategy selection. All annotators were hired
through a crowdsourcing platform and required basic English proficiency and at least one year of
experience in image or text annotation. Below are the details of each experiment’s methodology,
participant recruitment, and evaluation protocols.We obtained local Institutional review board (IRB)
approvals before conducting the experiment.
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12.1 Human Evaluation in 3D Captioning Test

Compare Tri-MARF generated captions against baselines (e.g., Cap3D, ScoreAgg, Human Annota-
tion) via A/B testing. Five annotators were recruited from the crowdsourcing platform.

Two hundred objects were randomly sampled from each dataset—Objaverse-LVIS (1k), Objaverse-
XL (5k), and ABO (6.4k)—totaling 600 objects. Annotators evaluated pairs of captions (Tri-MARF
vs. a baseline, randomly ordered) on a 1-5 Likert scale for accuracy (object description match),
completeness (key feature coverage), and linguistic quality (clarity and grammar). Each annotator
assessed 40 pairs per dataset (120 pairs total), with tasks evenly distributed. Scores were averaged
across annotators and objects, with Tri-MARF as the reference baseline. The task was completed in
five days, with each annotator working 5 hours per day.

12.2 Human Verification in Type Annotation Experiments

To verify the semantic accuracy of object type classification by Tri-MARF and baselines, as well as
automated metrics. Three annotators were hired from a crowdsourcing platform.

300 objects were randomly selected from Objaverse-LVIS. Annotators received 3D models and
renderings of their 6 viewpoints. They observed the 3D objects and selected the category (e.g., “mug”
vs. “cup”) in a six-choice question, simply selecting the most appropriate option. Each object was
reviewed by two annotators, and the third annotator resolved disagreements by majority voting. The
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results established a human annotation baseline. The task was completed in three days, with each
annotator working for 2 hours.

12.3 Human Evaluation of Reinforcement Learning Strategies

Assess annotation quality of RL strategies (e.g., MAB UCB, PPO, MCTS) using a Likert scale.Four
annotators were recruited from the crowdsourcing platform.

Twenty-five annotations per RL strategy (7 strategies, 175 total) were sampled from the Objaverse-
XL test set (1,000 objects). Annotators rated each annotation on a 1-10 Likert scale for accuracy
(description correctness), completeness (detail inclusion), and fluency (readability). Each annotator
evaluated 43-44 annotations, with strategy origins blinded. Scores were averaged to yield the final
Likert score. The task was completed in four days, with each annotator working 2.5 hours.

12.4 General Protocol and Quality Control

• Training: Annotators completed a 15-minute online training module via the platform, using
sample objects and annotations to understand criteria.

• Quality Control: Inter-rater reliability was tracked with Cohen’s Kappa, achieving 0.76
(substantial agreement). Ratings differing by more than 2 points were reviewed by a platform
supervisor, with 5% of responses rechecked for consistency.

• Compensation: Annotators were paid $15/hour.At the same time, ensure that no personnel
are replaced during the marking period

13 Robustness Evaluation Under Occlusion

In this section, we investigate the robustness of the Tri-MARF framework when 3D objects are
partially occluded, a common challenge in real-world scenarios such as autonomous driving and
robotics. To evaluate this, we randomly selected 500 objects from the Objaverse-XL dataset and
introduced artificial occlusion by overlaying random black planes on their 3D assets, simulating
varying degrees of obstruction. Both the unoccluded and occluded 3D models were processed using
our Tri-MARF, with experimental parameters consistent with the main experiments, including the
use of Qwen2.5-VL-72B-Instruct for initial annotation, RoBERTa+DBSCAN for clustering, MAB
(UCB) with exploration_weight = 0.5, alpha = 0.1, and learning_rate = 0.1 for aggregation,
and a point cloud gating threshold alpha = 0.557. The CLIPScore was recorded to compare the
quality of generated captions under occluded versus unoccluded conditions.

The results indicate that Tri-MARF maintains robust performance under occlusion. For unoccluded
objects, the average CLIPScore was 86.1, aligning with the main experiment (Table 1). For occluded
objects, the CLIPScore dropped to an average of 82.3 (a 4.2% decrease), with variations depending
on occlusion severityṪhis suggests that the multi-agent collaboration, particularly the reinforcement
learning-based aggregation and point cloud gating, effectively mitigates the impact of missing visual
data by leveraging complementary views and geometric consistency. The figure 21 shows one of our
test examples and the output results

The slight degradation in CLIPScore highlights the challenge of occlusion but demonstrates Tri-
MARF’s ability to infer missing features, supported by the VLM’s multi-turn prompting and the
MAB’s dynamic selection. Tri-MARF’s robustness is evident, suggesting its generalization to
occluded scenarios.

14 Additional Details of all the experiments

This section outlines the comparison models, datasets, and evaluation metrics utilized to evaluate the
performance of Tri-MARF in 3D object annotation tasks. These components are selected to provide
a robust and comprehensive assessment of our proposed method against existing approaches.
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Figure 21: Occlusion experiment demonstration: The object is likely a chair, viewed from behind,
with a 3D model showing an upward perspective. It combines wood and metal, featuring a rounded
backrest, vertical supports, and a circular base suggesting a swivel or rocking mechanism. The
smooth, polished surface indicates it’s well-maintained or new. Designed for comfort, it could be a
rocking chair suited for indoor use in living rooms, bedrooms, or similar settings.

14.1 Comparison Models

• Cap3D: Cap3D is a leading model for 3D object captioning that uses multi-view rendering
to produce descriptions, serving as a baseline to compare against Tri-MARF’s multi-agent
collaborative framework. It excels in generating captions from multiple perspectives but
lacks the reinforcement learning and point cloud processing capabilities that enhance Tri-
MARF’s robustness and accuracy.

• ScoreAgg: This model improves captioning accuracy by aggregating scores from multiple
views, though it falls short of Tri-MARF’s performance due to its inability to handle noisy
data effectively. It provides a useful benchmark for evaluating the benefits of Tri-MARF’s
advanced aggregation strategy.

• ULIP-2: ULIP-2 integrates language and 3D point clouds for enhanced understanding
but relies on single-view processing, limiting its generalization compared to Tri-MARF’s
multi-view, multi-agent approach. It highlights the advantage of our method in achieving
superior cross-modal alignment.

• PointCLIP: PointCLIP employs CLIP for feature extraction from point clouds, yet its sim-
plistic aggregation struggles with complex 3D structures, unlike Tri-MARF’s sophisticated
framework. It serves to demonstrate Tri-MARF’s improvement in handling intricate object
details.

• 3D-LLM: Combining large language models with 3D data, 3D-LLM offers high-quality
captions but is computationally heavy, contrasting with Tri-MARF’s efficient, lightweight
design. This comparison underscores our method’s balance of quality and speed.

• GPT4Point: GPT4Point merges point cloud data with GPT-4 for captioning, but its high
latency and weaker cross-modal alignment make it less competitive than Tri-MARF. It
illustrates the efficiency gains from our reinforcement learning-based aggregation.

• Human Annotation: Human annotations provide a gold-standard reference for caption qual-
ity, though they are slow and costly compared to Tri-MARF’s automated, high-throughput
approach. Tri-MARF aims to rival or exceed this standard efficiently.
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• Metadata: Dataset metadata offers a basic benchmark for annotation, often lacking the
semantic depth Tri-MARF achieves with its contextually rich descriptions. It helps quantify
our method’s improvement over rudimentary annotations.

14.2 Datasets

• Objaverse-LVIS: Objaverse-LVIS is a large-scale dataset with richly annotated 3D objects
across diverse categories, ideal for testing Tri-MARF’s caption quality and type inference
accuracy. It challenges models with its variety, ensuring robust evaluation of generalization.

• Objaverse-XL: An expanded version of Objaverse, Objaverse-XL includes a vast array
of 3D objects, with a 5k-object subset used to assess Tri-MARF’s scalability and perfor-
mance on large-scale data. Its breadth tests the model’s ability to handle extensive datasets
efficiently.

• ABO: Focused on furniture and household items, ABO’s 6.4k real-world objects evaluate
Tri-MARF’s precision in annotating detailed, specific 3D models. It provides a practical
testbed for real-world application scenarios.

• ShapeNet-Core: Containing 51,300 synthetic 3D models across 55 categories, ShapeNet-
Core is used to test Tri-MARF’s adaptability to different data distributions in cross-dataset
experiments. Its structured nature contrasts with noisier real-world datasets.

• ScanNet: ScanNet’s 1,513 scanned point clouds of indoor scenes introduce noise and
incompleteness, assessing Tri-MARF’s robustness in real-world conditions. It challenges
the model to perform reliably despite imperfect data.

• ModelNet40: With 12,311 CAD models across 40 categories, ModelNet40 tests Tri-MARF
on clean, well-structured 3D data, evaluating performance consistency. Its standardized
format complements the diversity of other datasets.

14.3 Evaluation Metrics

• A/B Testing: Human evaluators score captions on a 1-5 scale to gauge quality and preference,
offering a subjective measure of Tri-MARF’s alignment with human expectations. It directly
assesses user satisfaction with generated annotations.

• CLIPScore: CLIPScore measures semantic alignment between captions and 3D objects
using text-image embedding similarity, providing an automated metric for Tri-MARF’s
accuracy. It ensures objective evaluation of cross-modal consistency.

• ViLT Retrieval (R@5): This metric evaluates Tri-MARF’s retrieval accuracy (recall at rank
5) for image-to-text and text-to-image tasks, testing its ability to match queries with correct
annotations. It highlights the model’s retrieval effectiveness.

• GPT-4o Scoring: Used for type inference, GPT-4o compares predicted labels to ground
truth, accounting for synonyms to assess Tri-MARF’s semantic accuracy. It offers a nuanced
evaluation beyond strict string matching.

• String Matching Accuracy: This metric calculates exact matches between predicted and
ground-truth labels, providing a simple yet strict measure of Tri-MARF’s type inference
precision. It may undervalue semantically correct but lexically different terms.

• BLEU-4: BLEU-4 assesses caption fluency and grammatical correctness by comparing n-
gram overlap with reference texts, used here to evaluate Tri-MARF’s viewpoint experiment
outcomes. It ensures the generated text is linguistically sound.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction (Section 1) clearly state the proposed Tri-MARF
framework, its three specialized agents, and the experimental results on Objaverse-LVIS,
Objaverse-XL, and ABO datasets.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Justification: Limitations are discussed in Section 6.4 (computing resources and need for
multi-GPU in high-load), Section 9.1 (current limitations of the Gating Agent for full scenes),
and Section 13 (performance drop under occlusion).

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Section 3.2.2 describes the Multi-Armed Bandit (UCB1) formulation. Section
11.6 provides the full derivation, probabilistic assumptions, and validation for the Gating
Threshold (α = 0.557).

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
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Justification: Detailed experimental setups, including datasets and metrics, are provided in
Section 4 and Section 14. Hyperparameters and model configurations are detailed in Section
11.5 and Section 6.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Section 5 states that code and annotated assets will be uploaded to the commu-
nity.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Section 14 details datasets and metrics. Section 11.2 and 11.5 detail the RL
strategy and hyperparameter selection (e.g., learning rate, exploration weight).
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Section 11.2 mentions experiments are conducted with three random seeds and
results are averaged. Section 11.6 includes sensitivity analysis with performance fluctuations
reported.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
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Answer: [Yes]

Justification: Section 6 provides a comprehensive analysis of GPU memory usage and
processing efficiency on a single NVIDIA A100 GPU.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper adheres to ethical guidelines, including IRB approval and fair
compensation for human annotators (Section 12).

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The Introduction discusses positive impacts in autonomous driving and robotics.
Section 13 discusses robustness under occlusion, which relates to safety in real-world
applications.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper focuses on 3D object annotation and does not release high-risk
generative models. However, Section 11.6 describes a gating mechanism to mitigate halluci-
nations/errors.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The paper cites and uses standard datasets like Objaverse, ShapeNet, and
ScanNet (Section 14).
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The paper introduces 2 million annotated 3D models. The annotation process
is well documented in Section 3, and Section 5 states assets will be uploaded.
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Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: Section 12 provides detailed protocols for human evaluation, including task
descriptions, quality control, and compensation ($15/hour).

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification: Section 12 explicitly states: "We obtained local Institutional review board
(IRB) approvals before conducting the experiment."

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
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Justification: The core methodology relies on Vision-Language Models (e.g., Qwen2.5-VL)
as described in Section 3 and Section 11.1.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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