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ABSTRACT

Apparently rational behaviors of autoregressive LLMs, such as in-context learning,
have been attributed to implicit Bayesian inference (IBI): since training data is best
explained as a mixture, the optimal next-token-predictor learns to implicitly infer
latent concepts and completes prompts consistently with Bayesian inference. While
the optimal strategy in-distribution, Bayesian inference is generally suboptimal
on out-of-distribution (OOD) prompts due to model misspecification. As model
behavior on OOD prompts is only weakly constrained by pretraining, it is not
guaranteed that Bayesian behavior is extrapolated OOD. Our work investigates
with small-scale experiments the degree to which Bayesian inference remains
a good model of LM behavior on OOD prompts. We report two findings: (1)
Transformers are less prone to collapsing into a single mixture component than
Bayesian inference. Like tempered Bayesian inference, this may be advantageous
under model misspecification. (2) Transformers can generalize compositionally,
even when the Bayes posterior is undefined. We conclude that autoregressive LMs
can display rational-looking behavior that cannot be explained as any form of
generalized Bayesian inference using only the training data.

1 INTRODUCTION

Autoregressive language models (AR LMs) trained on next-token prediction show remarkable
emergent abilities, such as reasoning (Ouyang et al., 2022; Wei et al., 2022; Touvron et al., 2023),
and in-context learning (ICL) (Xie et al., 2022a; Min et al., 2022; Zhang et al., 2023). A common
narrative for explaining these behaviors, and model intelligence in general, is implicit Bayesian
inference (IBI). IBI posits that models trained on mixture data infer concepts from in-distribution
prompts and complete test prompts consistently with the Bayesian posterior predictive. Xie et al.
(2022a); Wang et al. (2024c) explained ICL, whereas Dalal & Misra (2024) more general language
model (LM) inference via IBI. The Bayesian view is advantageous as it can be loosely regarded as a
form of intelligence: the posterior predictive is constructed through systematic updates and converges
to the true data distribution when the Bayesian model is well-specified (Van der Vaart, 1998).
However, Bayesian models struggle to make accurate predictions under model misspecification, i.e.,
when the true parameter or data distribution has zero weight under the prior (Masegosa, 2020; Morn-
ingstar et al., 2022). Large Language Models (LLMs) are trained on massive mixture distributions
exposing them to various tasks (e.g., books, medical texts, journalism, technical manuals). Yet it is
unclear whether each user prompt is sufficiently close to the training data. Thus, LLMs might still
operate under model misspecification. In that case, their success is even more remarkable, and their
understanding is even less clear.

∗Joint senior authors. Correspondence to sru23@cam.ac.uk. Code available at:
github.com/szilviaujvary/llm_implicit_bayes

1

mailto:sru23@cam.ac.uk
https://github.com/szilviaujvary/llm-implicit-bayes


Published at the DeLTa Workshop at ICLR 2025

Training data:

ID test prompt:

Transformer

Implicit
Bayesian
Inference

OOD test prompt: ? ?

(a) Coinflip (b) Dyck

Transcen-
dence?

Transformer

Figure 1: Transformers can exhibit more complex behaviours out-of-distribution (OOD) on
mixture data than implicit Bayesian inference (IBI) would predict: we train Transformers on
mixture data for IBI and evaluate whether they can transcend this behaviour on OOD prompts.
(Left:) the coinflip experiments (1 stands for heads and 0 for tails)(§ 4.1) contain training sequences
with p(1) of either 0.1 or 0.6. On in-distribution (ID) test prompts, IBI predicts according to
one of the mixture components, but OOD behaviour (e. g, when p(1) = 0.3) can differ. (Right:)
Dyck experiments (§ 4.2) contain training sequences of either parentheses () or brackets []. The
Transformer completes the ID test prompts according to IBI, but OOD behaviour (e. g sequence
containing both () and []) is unconstrained by IBI

On out-of-distribution (OOD) prompts, model behavior is weakly constrained by the training data,
hence behaviors beyond the Bayesian one are possible. Recent work by Wang et al. (2024b) has
found that on tasks testing generalization from simple linear functions to more complex quadratic
functions, ICL tends to fit linear functions based on OOD downstream task context, providing an
example of extrapolating the Bayesian behavior even when it is suboptimal. In contrast, Zhang et al.
(2024) showed that models can outperform (transcend) this behavior with majority voting enabled
by low-temperature softmax: on chess tasks, LMs were able to beat all experts in the training data.
However, low temperature in the softmax is only a hyperparameter, and can be implemented in
(implicit) Bayesian models as well. Hence we can ask:

could there be other, more meaningful sources of transcendence over IBI in OOD tasks?

Our paper gives an affirmative answer. We showcase simple compositional tasks, where models
trained for IBI exhibit more complex behavior on OOD prompts beyond majority voting. To uncover
further sources of transcendence, we test on whether decoder-only Transformers (Vaswani et al.,
2017) can combine the components of their training data OOD. We create OOD tasks controlling the
level of model misspecification and compositionality (Fig. 1). We present two cases: coinflip data
and formal Dyck languages. In coinflip data, we study how a model handles two-component mixtures
with unseen head probabilities—the difficulty depends on whether the test mixture has probabilities
within or outside of the interval defined by the parameters of the two training components. For
Dyck languages, we investigate whether the model can compose the training components into more
complex languages—the difficulty depends on the (lack of) interaction between the components (for
details, cf. Tab. 3 and § 4.2). Our contributions are:
• Based on the limitations of Bayesian inference under model misspecification, we define three

models of LLM behavior on OOD prompts, which are all approximately consistent with IBI
in-distribution.

• After training small-scale Transformers to approximate IBI on the training data mixture, we test
which of these behaviors best matches Transformers’ predictions on OOD prompts.

• On low-probability OOD coinflips, we show that Transformers can outperform IBI via avoiding
collapse into one of the training data components.

• On compositional rule-learning tasks involving Dyck−{i} languages as training components and
evaluating on more complex Dyck−{i+ 1} prompts, we showcase OOD performance better than
generalizations of Bayesian inference, and suggest that Transformers combine information about
rules seen in separate training components.

2 BACKGROUND

We study next-token prediction in autoregressive probabilistic models. Let x1:L := (x1, x2, . . . , xL)
denote a token sequence from the set of all possible token sequences X of fixed maximal length

2



Published at the DeLTa Workshop at ICLR 2025

L. An autoregressive probabilistic model is defined a collection {p(xn+1|x1:n, w); 1 ≤ n ≤ L} of
conditional distributions with parameters w in some fixed parameter space W . For any distribution p,
let supp(p) denote its support. We provide an extended overview of related work in Appx. A.

2.1 IMPLICIT BAYESIAN INFERENCE

Intuition. Implicit Bayesian inference is a property of probabilistic models. Informally, it is
the ability to implicitly extract latent variables present in the training data—often interpreted as
concepts (Xie et al., 2022b)—and produce next-token distributions consistent with explicit Bayesian
inference over the latent variables of the train distribution. The word implicit means that the model
does not need to explicitly represent the latent variables or compute prior and posterior probabilities.
To formally define implicit Bayesian inference, we assume that our data can be viewed as a mixture
of simpler components, i.e. p(x1, . . . , xL) =

∫
Θ
p(θ)p(x1, . . . , xL | θ)dθ, with mixing variable θ in

some parameter space Θ. A Bayesian model perfectly fitting this data produces its next-token pre-
dictions according to the posterior predictive p(xn+1 | xn, ..., x1) =

∫
Θ
p(xn+1 | θ, xn, ..., x1)p(θ |

xn, ..., x1)d(θ), which marginalizes the likelihood of xn+1 given θ and the prompt x1, x2, . . . , xn

with respect to the posterior of θ. This can be interpreted as predicting the next-token using the latent
concepts that best fit the prompt.

Definition 1 (Implicit Bayesian Inference (IBI)). We say that a model performs implicit Bayesian
inference, if after training on a mixture data distribution, its produced next-token predictions align
with the next-token probabilities of the Bayesian posterior predictive over the train distribution.

Typically, model training can be interpreted as approximating IBI. Specifically, training autoregressive
models on the next-token prediction objective via minimizing cross-entropy encourages the model to
perfectly fit the posterior predictive corresponding to the training mixture (if the model is expressive
enough). In practice, models do not exactly reach the expected loss’s minimum; they only approximate
an explicit Bayesian model.

Optimality and model misspecification. IBI is desirable, as it is asymptotically optimal on in-
distribution data, i.e., it generalizes statistically. This only holds for well-specified Bayesian models,
i.e., models where the true parameter θ corresponding to the prompt is contained in Θ (Van der Vaart,
1998). However, when evaluated on out-of-distribution prompts from components outside of Θ,
the Bayesian posterior predictive is no longer asymptotically optimal, and neither is IBI. Although
minimal distribution shift can be tolerated in some cases (Xie et al., 2022a), even extensive training
data cannot cover all distributions, leading to some degree of model misspecification. Therefore, it is
interesting to ask whether language models approximating IBI in-distribution can transcend Bayesian
models in tasks where they are misspecified. In this paper, we test this on synthetic datasets with
varying levels of model misspecification.

2.2 FORMAL LANGUAGES

Formal languages are abstractions of natural languages, consisting of sequences of symbols from a
fixed alphabet that obey a set of rules called formal grammar. Although much simpler than natural
languages, their clear rules allow for a systematic study of OOD generalization. Moreover, as
programming and mathematical theorem-proving languages are also formal languages, studying this
family has real-world implications for code generation and mathematical reasoning in LLMs.

Dyck languages. Dyck languages consist of opening and closing brackets, and the rules depend
on the depth (number of bracket types) and whether the language is nested. We call a Dyck language
nested if, in addition to all bracket types being correctly matched (e.g. ([)]), they are also correctly
nested, just like in arithmetic expressions (e.g. [()]) and not nested (NN) otherwise. When referring
to a Dyck−i language, we mean the nested version, unless explicitly specified as NN Dyck−i. All
Dyck languages we consider are in Tab. 2 in Appx. D.2. According to the categorization of Chomsky
(1956), nested Dyck languages are context-free, that is, generating tokens obeys the same rule,
irrespective of the other tokens in the sequence. NN Dyck languages are context-sensitive, which
means that they depend on the position in the sequence, and are therefore considered harder in the
Chomsky hierarchy. However, context-sensitive languages have more lenient rules as they don’t
require correct nesting, and hence are often easier to learn with language models (Mészáros et al.,
2024). Our work uses Dyck languages to test whether models trained on mixtures of simpler Dyck
languages can extrapolate on more complex versions.
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3 THREE MODELS FOR LANGUAGE MODEL BEHAVIOR ON OOD PROMPTS

IBI is only enforced on the training distribution, leaving other behaviors possible on OOD prompts.
Here we describe formally when deviation from a Bayesian model is possible OOD, and propose
extensions of IBI as hypotheses for explaining language models’ behaviour OOD. Our experiments
in § 4 test these behaviors. We motivate our approach with an example.

Figure 2: Longer test prompts make tem-
pered Bayes and the general algorithm con-
sistent with IBI on coinflip data: refer to the
text on the left for details

Example: Mixture of coinflips. Suppose ptrain is
a mixture of i.i.d. Bernoulli distributions, i.e.,

ptrain(x1:n) = 0.5·Bern(x1:n, θ1)+0.5·Bern(x1:n, θ2),

where Bern(x, θ) is the probability mass function of
a Bernoulli random variable with parameter θ. We
consider two models:
• Tempered Bayesian inference: defined as
ptempBayes(1|x1:n) := ptemp(θ1|x1:n) · 0.6 +
ptemp(θ2|x1:n) · 0.1, where the tempered posteriors
ptemp are computed by raising the component
likelihoods to 1/t, where t > 1.

• Generalist Model: defined as pgen(xn+1 =
1|x1, . . . , xn) =

∑n
i=1xn/n, framing the two

Bernoulli components as instantiating a more gen-
eral pattern: that the ratio of 0’s and 1’s in each
prompt is approximately constant.

A simulation in Fig. 2 shows that with increasing test prompt length both models become consistent
with IBI on the train data distribution, but they behave differently OOD: tempered Bayes does
concentrates on one of the training components less than regular Bayes, and the generalist model
approximates Bern(θ =

∑n
i=1 xi/n) draws.

In the rest of this section, we assume that an autoregressive model pM (xn+1|x1:n) has been trained
on a mixture distribution ptrain(x1:n) =

∑k
i=1 pi(x1:n)p(i) with component likelihoods pi(x1:n)

and component weights p(i). A straightforward extension of IBI to OOD data is to say that the model
does IBI in-distribution, and then re-uses the same mixture components OOD, which we call:
Definition 2 (Extrapolated Bayesian inference). An autoregressive model pM (xn+1|x1:n) performs
extrapolated Bayesian inference on test distribution ptest ̸= ptrain if pM (xn+1|x1:n) approximates
the Bayesian predictor corresponding to ptrain well, i.e., ∀x1:n ∼ ptest there exists a decomposi-
tion such that, pM (xn+1|x1:n) ≈

∑k
i=1 ωi(x1:n)pi(xn1

|x1:n), where ωi is the Bayesian posterior
p(i|x1:n) and pi(xn+1|x1:n) is the predictive likelihood of component i.

For practicality, we allow approximate equality to the Bayesian predictor—the degree of equality
can be picked for specific tasks. To describe the settings in which extrapolated Bayesian inference
happens, we make the following observation.
Observation 1. If supp(ptest) ⊆ supp(ptrain), then every model achieving zero KL divergence from
the train data distribution on ID test prompts, i.e., KL[ptrain(xn+1|x1:n)||pM (xn+1|x1:n)] = 0 must
perform extrapolated Bayesian inference. If supp(ptest) ̸⊆ supp(ptrain), a model can achieve zero
KL divergence without performing extrapolated Bayesian inference.

Even when supp(ptest) ⊆ supp(ptrain), practical models do not typically reach zero KL divergence.
If we relax the condition to KL < ϵ for some arbitrary ϵ > 0, then behaviors other than extrapolated
BI are possible. Hence we define two further extensions of IBI to OOD data. These behaviors can all
approximate IBI on the train data distribution, but can be better strategies OOD.
Definition 3 (Generalized Bayesian Inference). We say that an autoregressive model pM (xn+1|x1:n)
performs generalized Bayesian inference on test distribution ptest ̸= ptrain if ∀x1:n ∼
ptrain, pM (xn+1|x1:n) ≈ ptrain(xn+1|x1:n), and there exists a decomposition of pM into a mixture
model such that ∀x1:n ∼ ptest, pM (xn+1|x1:n) ≈

∑
i ω̃i(x1:n)p̃i(xn+1|x1:n).

Generalized Bayesian inference is more general than extrapolated Bayesian inference as it admits a
general notion of component mixing in the predictor: (1) the weights ω̃i(x1:n) may differ from the
Bayes posterior such as in our tempered Bayesian inference example, and (2) the predictive likelihoods
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p̃i(xn+1|x1:n) may have larger support, potentially defining completions for zero-probability prompts
under ptrain. Similar definitions exist in PAC-Bayesian contexts (Alquier, 2024).
Definition 4 (Generalist Model). An autoregressive model pM (xn+1|x1:n) is a generalist model
if ∀x1:n ∼ ptrain, pM (xn+1|x1:n) ≈ ptrain(xn+1|x1:n), but the model pM (xn+1|x1:n) captures a
more general pattern in the data rather than approximating each component of ptrain.

What constitutes a “more general pattern in the data” can depend on the task. Intuitively, Generalized
Bayesian models are an interpolation between extrapolated BI and Generalist models, based on how
much the individual component predictions are aligned. That is, how much information is shared
between the components. A Generalist Model shares most information, since it frames all training
components as instances of the same pattern. The following observation shows that alignment of the
component predictives (which we call “information sharing”) can be beneficial OOD.
Observation 2. [Information sharing between components helps OOD] Suppose we have a General-
ized Bayesian model, i.e., pM (xn+1|x1:n) =

∑k
i=1 ω̃i(x1:n)p̃i(xn+1|x1:n), and ∀i : supp(ptest) ⊆

supp(p̃i). Then,

KL[ptest(xn+1 | x1:n)||pM (xn+1 | x1:n)] ≤ min
j

{KL[ptest(xn+1 | x1:n)||p̃j(xn+1 | x1:n)]}

+ Ex1:n+1

[
k∑

i=1

ω̃i(x1:n) log
p̃j(xn+1 | x1:n)

p̃i(xn+1 | x1:n)

]
.

The proof and an illustrative example for Dyck languages is in Appx. B. Observation 2 shows that
information sharing, quantified by the log of the prediction ratios between components, can be
beneficial because it helps bound the KL divergence between the (predictive) model and the OOD
test distribution better.

4 EXPERIMENS

Setup. Throughout this work, we focus on decoder-only Transformers. The models are initialized
with the full token dictionary, including tokens potentially not present in the train data distribution.
For the coinflip experiments, next-tokens were selected using sampling decoding, while we used
greedy decoding for the Dyck experiments, consistent with Mészáros et al. (2024). Complete details
of our experimental setup are in Appx. D.

4.1 EXTRAPOLATION TO OOD COINFLIPS: TRANSCENDENCE VIA GENERALIZED BI

Coinflip Datasets and Tasks. We train on a mixture of coinflips: two i.i.d. Bernoulli components
with success (head) probabilities 0.1 and 0.6, respectively. For each data point, we select the mixture
component with equal probability. Our test prompts have length 100 and have a different head
probability, making draws from most test distributions very unlikely under the train data. The test
prompts are drawn i.i.d. from:
1. Interpolation: a single Bernoulli with success probability θ ∈ [0.1, 0.6] (Fig. 3)
2. Extrapolation: a single Bernoulli with success probability θ ∈ [0, 0.1) ∪ (0.6, 1.0] (Fig. 3)
3. Markov Chain: a two-state Markov chain with stationary distribution [0.4, 0.6], matching the

portion of successes in the second component of the train data, a Bernoulli with parameter 0.6.
We initialize the Markov chain at its stationary distribution. (Fig. 4)

The above tasks are in order of increasing difficulty: models can interpolate between the train
components in the first task, but not in the second. The third task breaks the independence structure
seen in the train data via the Markov chain.

Metrics. We measure the probability of predicting heads or tails as the next token, and compare to
the Bayesian posterior predictive.

Results. Our results show that Transformers accurately learned the correct next-token probabilities
of p(1) and p(0) on the train data components, i.e., when p(1) = 0.1 or = 0.6 in the test prompt,
the model predicted accordingly (Fig. 3). Therefore, the Transformers closely approximate implicit
Bayesian inference on the ID prompts. The performance of Transformers on low-probability OOD
coinflips varies based on whether the OOD success probability p(1) is within or outside of the
interval [0.1, 0.6], i.e., the set of convex combinations of the success probabilities in the train data.
Transformers can extrapolate better than explicit Bayesian inference within the convex combination,
but their performance falls slightly below Bayesian inference outside.
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Figure 3: Predicted head probabilities for OOD coinflip data: Models were trained on two mixture
components with p(1) set to either 0.1 or 0.6. The optimal solution (the y = x line) is black,
the Bayesian estimate green, the component p(1)’s a star ⋆ on the x−axis with training samples’
empirical probabilities as discrete lines. (Left:) comparing the Transformer to Bayesian inference on
test prompts of length 100 (means and standard deviations across 10 training seeds). (Right:) Trans-
former predictions for varying test prompt lengths l and tempering t. (Conclusion:) Transformers
closely match tempered Bayesian inference. This implicit tempering allows Transformers to beat
Bayesian inference within [0.1, 0.6] as they do not collapse into one training component and stay
closer to the optimal black line.
Explanation: Transformers implicitly temper the likelihood. To see what causes the superior
performance within [0.1, 0.6], we ablated the test prompt length from 10 to 500 Fig. 3 (right). This
revealed that Transformers’ predictions match Bayesian inference much better if we introduce
tempering into the Bayesian likelihood, i.e. the likelihood becomes L(x) = p(x | θ)1/t. Temperature
values t > 1 slow down the posterior’s convergence by weakening the likelihood, providing a more
balanced weighting of train components within [0.1, 0.6]. This is a useful approach to mitigate model
misspecification, as such models are less prone to collapsing into a single training data component.
To see how the models achieve this tempered IBI approximation, we ablated the architecture by
canceling out the effects of individual attention heads via replacing their outputs on test prompts with
random noise, a technique known in the mechanistic interpretability literature as knockout (Rai et al.,
2025). Interestingly, the resulting curves were similar to the curves using shorter prompt lengths
in Fig. 3, which suggests that the implicit tempering effect is better viewed as Bayesian prediction
based on smaller segments of the test prompts. Or equivalently, as tempering with large temperature
(both effects divide the log-likelihood by a large positive number). This can be interpreted as the
attention heads learning to focus on small segments of the test prompts (i.e., having small “attention
span”), which results in slower posterior convergence. The complete description of this ablation and
its results (Fig. 7) along with further ablations on the architecture can be found in Appx. D.1.

Figure 4: Transition probabilities and negative log-likelihood (nll ↓) on OOD Markov chain data:
Models were evaluated on prompts drawn from a Markov chain with transition probabilities (Left),
the chain was initialized at its stationary distribution p(head)= 0.6. The Transformers’ transition
probabilities (Center) were estimated from the next-token probabilities based on the previous token.
Compared to the Bayes model (Right), where each token is independent, the Transformer’s transition
matrix is slightly closer to the ground-truth transitions, but the nll is much higher.

The Transformer’s estimated transition matrix on Markov chain data is slightly closer to the true
transitions than those of a Bayesian model (Fig. 4). This indicates that the Transformer captured in
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Figure 5: The role of information sharing in Transformers and Bayesian inference on Dyck
languages: We train Transformers (Left) on simpler Dyck languages (y−axis), then test whether
the models can finish test prompts for more complex (OOD) languages (x−axis) and compare it
to Bayesian inference with (Top Right) and without (Bottom Right) majority voting. We add
uninformative observation noise (via defining random outputs for unseen tokens) to all but the vanilla
Transformer (Top Left). ID tasks are marked in orange. The best result in each OOD task is
highlighted in red. (Conclusion:) Including more structure in the training language components (i.e.,
generalizing from Dyck-2 to Dyck-3) is easier for the Transformer than generalizing from simpler
Dyck-1 language components. Means and standard deviations were computed from at least 4 seeds

its predictions only a limited amount of the autocorrelations seen only in the test prompts. Hence this
task proved to be too difficult for Transformers.

Summary of Results Transformers are less prone to collapsing to a single component than IBI,
but this beneficial implicit tempering effect may be due to a limited attention span. When tested on
Markov chain data, Transformers struggle with extrapolation.

4.2 RULE-LEARNING: TRANSCENDENCE VIA GENERALIZED BI AND INFORMATION SHARING

Dyck language Datasets and Tasks. The training data comes from mixtures of Dyck−i (i ∈ {1, 2})
languages, containing either two or three components, depending on the task—the difference between
these components is the type of parentheses we use. Each component shares the same depth i. The
test prompts are from a Dyck−{i+ 1}. They have length 10, including SOS as the first token, and
start with 3 opening tokens containing all possible opening tokens in the test language, in arbitrary
order, followed by 6 tokens forming a correct sequence from the test language. For example, if the
test language is Dyck−3, an example test prompt is SOS ( { [ { ( { } ) }. We include all
of our experimental scenarios in Tab. 3 in Appx. D.2.
Quantifying the compositionality of our tasks. Despite all involving zero-probability test
prompts, the tasks differ in terms of the degree of extra information the model needs to deduce from
the prompt to complete it according to the test languages’ rules. For example, a model trained on a
mixture of Dyck−1 ( and Dyck−1 [ only needs to follow both rules simultaneously to complete
prompts obeying NN Dyck−2 (, [, but needs to explicitly prefer the idea of nesting two types of
brackets when it’s evaluated on Dyck−2 (, [. Therefore, although both tasks are OOD, the first
one requires a simpler, more general notion of composition than the second. We provide a simple,
heuristic definition for quantifying the compositionality of our tasks in Appx. C, and present the
computed values in Tab. 3.
Defining a Generalized Bayes Model. Since all test prompts contain unseen tokens and thus
have zero likelihood under each individual train component, a Bayesian posterior cannot be defined
in these tasks. However, we can test for the presence of generalized Bayesian inference via adding
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uninformative observation noise for the unseen token to each component likelihood in the Bayesian
model. Specifically, we augment component likelihoods so that, conditioned on any prompt, the
unseen tokens have constant probability 0.005 as next-tokens. Since our Transformers use greedy
decoding, which is equivalent to majority voting (Zhang et al., 2024), we also implement the Bayesian
model with majority voting. More details and ablations on the models’ construction are provided in
Appx. D.

Metrics. We evaluate grammatical accuracies in both the train and test grammars, assessing the
full, completed prompt in both Transformers and generalized Bayesian models. That is, we check
whether all grammar rules of the train/test languages hold. When evaluating in the OOD settings, we
also compared the models’ performance to chance-level accuracies, which were estimated a upper
bounds on the chance of completing the test prompts by sampling each token (excluding the padding
token) with equal probability. .

Figure 6: Attention heads for training data components
by knockout: using models trained on 3 Dyck-2 compo-
nents, we knock out attention heads and test how well the
resulting models obey each Dyck 2 grammar on the OOD
prompts (Dyck 3). Model accuracies on the train gram-
mars were converted into barycentric coordinates: being
close to vertex i means higher accuracy on component i.
Compared to the original model (red), performance moving
away from each component indicates specialization towards
that component in the knocked-out head. For example, head
3 (purple) specializes in component 1, the Dyck 2-(, [
language.

Results. Transformers approximate
IBI on the training data well, as indi-
cated by Fig. 5. Transformers beat the
generalized Bayes model without ma-
jority voting on all OOD tasks, but un-
derperform generalized Bayes with ma-
jority voting when trained on 3 Dyck
2 components. This indicates that this
generalized Bayesian model can at best
explain the Transformers’ extrapola-
tion only on this one task. An alter-
native approach (based on Observa-
tion 2) is to assume information shar-
ing between the Transformers’ compo-
nent approximations: our knockout ex-
periment (Fig. 6) confirms this since
removing the effect of single atten-
tion heads does not completely remove
knowledge about each train compo-
nents’ rules in the model. The large
standard deviations observed in the
Transformer results suggests that very
good extrapolation is possible, but not
consistently learnt.

Summary of Results. In rule-based
tasks, Transformers’ OOD perfor-
mance is better than generalized Bayes models’, and beyond majority voting, this transcendence
seems to result from information sharing between the train components’ approximations in the model.

5 DISCUSSION

Limitations. Our analysis is based on training small-scale models on small-scale data sets, which
limits the predictive power of our conclusions—nonetheless, we still observed a non-trivial OOD
behavior in Transformers. As suggested by prior works such as those on grokking (Liu et al., 2023;
2022; Wang et al., 2024a; Power et al., 2022), a qualitatively different behavior might emerge if we
trained much longer. We leave this for future work.
Conclusion. We have empirically shown that when trained on data mixtures, although their training
encourages implicit Bayesian inference, Transformers can meaningfully transcend this behaviour,
implementing more general approximations of Bayesian inference. These approaches can transfer
better to compositional OOD tasks. We have highlighted the benefits of information sharing between
the train components’ approximations, paving the way towards building generalist models.
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A RELATED WORK

Implicit Bayesian Inference in Language Models. Several works interpret LLM capabilities
through a Bayesian lens, often as implicit Bayesian inference (Moreno-Muñoz et al., 2023). Most
works focus on explaining in-context learning as IBI. Although we don’t explicitly consider in-context
learning tasks, this line of work is very much relevant to us, since our coinflip experiments can be
rephrased as in-context learning tasks (due to using long test prompts). Xie et al. (2022a) show in a
theoretical setting that, on a mixture of HMMs data, IBI over the components achieves in-context
learning. Wang et al. (2024c) give a similar interpretation for ICL, calling LLMs implicit topic
models and providing evidence for real-world LLMs, while Wies et al. (2023) gives learnability
conditions via PAC-Bayes. Wang et al. (2024b) demonstrates that in in-context learning can fail to
generalize OOD due to collapsing into one of the train components. The most relevant for us from
their tested settings is generalization from simple linear functions to more complex quadratic ones. In
light of our results finding nontrivial deviation from IBI, their OOD tasks seem too different from
the training tasks, and require much more complex compositions of training components than our
tasks. There are also works critiquing the validity of the Bayesian connection: Falck et al. (2024)
demonstrates that ICL fails to display the necessary symmetry properties of Bayesian models. Dalal
& Misra (2024) study LLM inference in general, positing that next-token prediction is consistent
with Bayesian updating of next-token multinomial probabilities for each possible prompt. Our focus
differs as we are not assessing the technical validity of the IBI interpretation. We train Transformers
to approximate IBI on the training data and ask what the consequences are in OOD scenarios. There
are several extensions of the Bayesian framework attempting to address model misspecification
(Masegosa, 2020; Morningstar et al., 2022), proposing normative models of LLM inference that may
explain OOD behavior. The scope of this work is only to demonstrate the incompleteness of the IBI
narrative by showing examples where intelligent OOD extrapolation is not due to IBI.

Formal languages. Formal languages offer a controlled framework for modelling complex
natural languages, enabling the analysis of language model behaviour on fundamental tasks, such as
counting and learning hierarchical structures in the context of Dyck languages. Mészáros et al. (2024)
demonstrated that common machine learning architectures can accurately complete in-distribution
prompts for anbn-type counting tasks, Dyck-n languages, and excluding the Transformer, tasks
involving parity calculation. When testing OOD, most works focus on length generalization (Delétang
et al., 2023), finding that LSTMs can generalize well to longer sequences on anbn-type grammars
(Weiss et al., 2018) and on the Dyck-1 grammar (Suzgun et al., 2019; Weiss et al., 2018).Transformers
only perform well on Dyck-n languages when a start-of-sequence token was included (Ebrahimi
et al., 2020), and fail to length generalize on parity calculation tasks (Bhattamishra et al., 2020; Zhou
et al., 2023). Our work on Dyck languages is most similar to Mészáros et al. (2024), who study
rule extrapolation, the ability to complete prompts with partly broken rules when trained on formal
languages. Transformers excel in context-free and context-sensitive languages, including Dyck−2
languages. Our tasks differ in that we train models on mixture data with components obeying separate
rules, and evaluate them on their composition. This makes our paper a contribution towards the
compositional generalization research, too.

Compositional generalization. Most works on compositional generalization focus on computer
vision (Wiedemer et al., 2023a;b; Brady et al., 2024; 2023; Lachapelle et al., 2023). For natural
language, recent works started to studying OOD generalization, but mostly focusing on length
generalization (Ahuja & Mansouri, 2024; Han & Padó, 2024; Ramesh et al., 2024; Lake & Baroni,
2023; Nogueira et al., 2021; Dziri et al., 2023; Saparov et al., 2023), showing that the positional
encoding has a significant role in length generalization (Ruoss et al., 2023; Bansal et al., 2022). For
some cases, theoretical results also exist (Ahuja & Mansouri, 2024). The relevance of studying
compositional generalization in language models stems from the compositional nature of natural (and
formal) languages (Pinker, 1994). Studying OOD generalization in pre-trained models is non-trivial
as spurious correlations or the dominance of particular settings in the training data can lead to
substantial performance differences, even in the same task (McCoy et al., 2024). Hence we follow
previous works and train our models from scratch (Reizinger et al., 2024; Mészáros et al., 2024).
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B PROOF AND DISCUSSION OF OBSERVATION 2

Observation 2. [Information sharing between components helps OOD] Suppose we have a General-
ized Bayesian model, i.e., pM (xn+1|x1:n) =

∑k
i=1 ω̃i(x1:n)p̃i(xn+1|x1:n), and ∀i : supp(ptest) ⊆

supp(p̃i). Then,

KL[ptest(xn+1 | x1:n)||pM (xn+1 | x1:n)] ≤ min
j

{KL[ptest(xn+1 | x1:n)||p̃j(xn+1 | x1:n)]}

+ Ex1:n+1

[
k∑

i=1

ω̃i(x1:n) log
p̃j(xn+1 | x1:n)

p̃i(xn+1 | x1:n)

]
.

Proof. For ease of notation, we leave out the conditionals’ arguments, i.e., we denote ptest(xn+1 |
x1:n) as ptest with the understanding that statements like x1:n ∼ ptest, and xn+1 ∼ ptest mean
x1:n ∼ ptest(x1:n) and xn+1 ∼ ptest(xn+1 | x1:n), respectively. Then,

KL[ptest||pM ] = Ex1:n∼ptest

[
Exn+1∼ptest

[
log

ptest∑k
i=1 ωi(x1:n) · pi

]]
(1)

= Ex1:n+1∼ptest

[
log

ptest

pj
· pj∑k

i=1 ωi(x1:n) · pi

]
(2)

= Ex1:n+1∼ptest

[
log

ptest

pj
+ log

pj∑k
i=1 ωi(x1:n) · pi

]
(3)

= KL[ptest||pj ] + Ex1:n+1∼ptest

[
log

pj∑k
i=1 ωi(x1:n) · pi

]
(4)

≤ KL[ptest||pj ] + Ex1:n+1∼ptest

[ k∑
i=1

ωi(x1:n) log
pj
pi

]
, (5)

where the last inequality is due to Jensen’s inequality. This equation is true for all components pj of
pM , hence it is true for the one achieving minimal KL divergence from ptest. Due to our condition on
the supports, none of the terms on the RHS are infinite. We focus on this component as this is the
one a Bayesian weighting of components would select most confidently. However, how much other
components’ predictions are aligned to this component matters for predictive performance so long as
these components have nonzero weight.

Observation 2 shows that alignment of the component predictives (which we call “information
sharing”) helps us bound the KL divergence between the (predictive) model and the OOD test
distribution better. Therefore, high information sharing (that is, a low value for the second term in the
bound) helps us guarantee a better predictive model for the OOD task at hand.

Example (Dyck languages). Suppose the training distribution is a mixture of two Dyck 1
languages, i.e. p1 :=Dyck 1-(, ) and p2 :=Dyck 1-[, ] respectively, and the test language
is Dyck 2 containing both bracket types. Let us consider the test prompt ( [, which has zero
probability under the training distribution, as the two types of opening tokens can never occur together
under the training distribution. Suppose we have two models that implement (implicit) generalized
Bayesian inference: Model 1 and Model 2. Model 1 approximates p1 and p2 with components p̃1
and p̃2 that have support on all tokens, but the information stored about the unseen tokens is random
and does not respect the tokens’ rules, e.g. p1(· | ( [) puts nonzero weight on invalid next-token ).
Suppose that Model 2’s components approximating p1, p2, p̄1 and p̄2 have incomplete information
about the rules of the unseen tokens. Example next-token distributions for prompt ( [ are given
in Appx. B. The only invalid next-token is ) (corresponding cells shaded in red). Model 2 mixes
components giving lower probability to the invalid next-token than Model 1, hence on average, Model
2 performs better.

C MEASURING FORMAL LANGUAGE TASK COMPOSITIONALITY

In this section, we present a heuristic measure for the compositionality of our Dyck language
extrapolation tasks.
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Component ( ) [ ]

p1 (Train distribution) Undefined Undefined Undefined Undefined
p2 (Train distribution) Undefined Undefined Undefined Undefined

p̃1 (Model 1) 0.495 0.495 0.005 0.005
p̃2 (Model 1) 0.005 0.005 0.495 0.495
p̄1 (Model 2) 0.6 0.1 0.1 0.2
p̄1 (Model 2) 0.004 0.001 0.495 0.495

Dyck 2 (Test distribution) 1/3 0 1/3 1/3

Table 1: Example next-token distributions for prompt ( [ of the components of the models con-
sidered. Cells corresponding to the only invalid next-token, ) are shaded in red). Model 2 mixes
components giving smaller probabilities to the invalid next-token, hence performs better.

Definition 5 (Task Compositionality). Consider an OOD task where a model was trained on the
mixture of languages L1, L2, . . . , Lm which have no conflicting rules (that is, there exist sequences
simultaneously satisfying all rules of these languages), and tested on another language Lm+1, using
test prompts x1:k ∈ Dtest. Then the compositionality c of this task is defined as

c =
| {x1:n | n > k, x1:k ∈ Dtest and x1:n satisfies the rules of L1, L2, . . . , Lm and Lm+1} |

| {x1:n | n > k, x1:k ∈ Dtest and x1:n satisfies the rules of L1, L2, . . . and Lm} |
.

Task compositionality measures the degree of information contained in the rules of all training
languages towards the test language as it quantifies how easy to guess correct test completions
based on all the constraints the training components’ rules place on the possible completions. c = 1
indicates full compositionality, while c = 0 means complete lack of compositionality.
The task compositionality values of our Dyck language tasks are reported in Tab. 3. Their calculation
is simple, but we include an example here for completeness.

Example 1: Task compositionality for not nested test languages. These tasks all have task
compositionality = 1, because satisfying the rules of the (nested) train languages implies pairing
all bracket types in the test prompts. Since this is all the not nested language rules require, task
compositionality is 1.

Example 2: Task compositionality of the Dyck 2 – ([, Dyck 2 – ({ → Dyck 3 – ([{ task.
Our OOD test prompts have the form [3 different open tokens] + [6 tokens forming a valid instance of
Dyck 3]. Since the latter part is a valid sequence, we may ignore it for our calculation and focus on the
three opening tokens instead. These tokens (, [ and { have 6 permutations. For simplicity, we only
consider completions of length 3: this is how many tokens are required to close all opening brackets.
In the case of { ( [ and [ ( {, a model nesting both of the pairs (, [ and (, { correctly
must finish both prompts correctly, as there are no completions where both of the above token pairs
are nested correctly, but the tree tokens are not. In the other four permutations, there exists exactly
one correct and one incorrect completion for the test language, consistent with the training rules. For
example, for { [ (, the completion ) } ] is wrong, but the pairs (, [ and (, { are both nested
correctly. The correct completion is ) ] }. Therefore, c = (2/6) · 1 + (4/6) · 0.5 = 2/3.

D EXPERIMENTAL DETAILS

Reproducibility and codebase. We use PyTorch (Paszke et al., 2019), PyTorch Lightning (Falcon,
2019), and HuggingFace Transformers (Wolf et al., 2020). If accepted, we plan to make our codebase
and experimental logs publicly available.

D.1 COINFLIP EXPERIMENTS

i.i.d. coinflip data (Fig. 3). The training data is generated by sampling a binary component variable
with success probability 0.5, and based on the outcome, drawing i.i.d. Bernoullis with success
probabilities 0.1 and 0.6, respectively. The coinflip outcomes are represented with tokens 3 and 4.
Train prompts have varying length drawn randomly between 1 and 256. The test prompts (excluding
the length ablation) have length 100 and are Bernoullis drawn i.i.d. with success probabilities ranging
between 0 and 1.
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Figure 7: The different “attention spans" of attention heads for OOD coinflip data: prompt
length is 500 and attention head outputs are randomized (knocked out) (Left:) one out of three heads
knocked out, (Right:) two out of three heads knocked out. (Conclusion:) Similarity to tempered
Bayes and shorter prompt length curves in Fig. 3 suggests that heads have differing “attention spans".
For example, without Head 3, the model is close to the full transformer on an OOD prompt of length
only 10 (blue dashed curve in Fig. 3 right).

Markov chain data (Fig. 4). For the Markov chain experiment, the training data was i.i.d.
Bernoullis exactly as above. The test prompts were sampled i.i.d from a two-state Markov chain
with stationary distribution [0.4, 0.6], matching the portion of successes in the second component of
the train data, a Bernoulli distribution with success parameter 0.6. The transition matrix p(T |T ) =
0.7, p(H|H) = 0.8 was used, consistently with the desired stationary distribution. We initialized the
Markov chain at its stationary distribution.

Metrics. We measure the probability of predicting heads or tails as the next token, given the test
prompt. We use softmax decoding with temperature 1. The next-step probabilities computed at each
step of the test prompts’ completion were averaged. For the Markov chain experiment, the quantities
p(T |T ), p(H|T ), p(T |H), p(H|H) were computed by averaging the next-step predictions where the
last token in the conditioned prompt was Heads and Tails, respectively.

Ablations. The experimental details of our ablation experiments are as follows:
• Test prompt length ablation (Fig. 3, Fig. 8): We evaluated Transformers on test prompts of

length up to 500. The reported values are averages across all checkpoints. We created the curves
corresponding to the varying test prompt lengths l ≤ 500 by considering only the first l tokens
of each test prompt. The Bayesian and tempered Bayesian results were generated by perform-
ing explicit (tempered) Bayesian inference on the same train data as used for the Transformer
checkpoints.

• Knockout experiments (Fig. 7, Fig. 9): We randomly picked a checkpoint from the coinflip
experiments. We augmented the Transformer decoder architecture by replacing the outputs of
attention heads on each test prompt with random N(0, 1) noise. We use the same test prompts as
in the prompt length ablation experiment. We performed two versions: replacing the outputs of
only one attention head, and every attention head except one. All other hyperparameters in the
architecture and training were unchanged.

• Ablations on the attention head structure (Fig. 8, Fig. 9): We trained a Transformer with only
one attention head, and a version where attention heads were averaged instead of concatenated
in the architecture. We repeated the test prompt length ablation for both, and the attention head
knockout experiment for the averaged heads version. All other hyperparameters in the architecture
and training were unchanged.

Additional Results. Our ablations on the attention head structure produces similar results as the
original models in which attention heads were concatentated (Fig. 8, Fig. 9). The main difference was
that he one attention head and averaged attention heads setups required slightly higher temperatures
to match tempered Bayesian inference, indicating that the models’ attention spans were even smaller
(Fig. 8).
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Figure 8: Predicted head probabilities for OOD coinflip data ablating the architecture and test
prompt lengths: Models were trained on two mixture components with p(head) set to either 0.1 or
0.6. The optimal solution (the y = x line) is black, the Bayesian estimate green, the component
p(head)′s a star ⋆ on the x−axis with training samples’ empirical probabilities as discrete lines.
(Upper Left:) comparison of three attention configurations in the Transformer architecture does not
show significant differences; (Upper Right and Lower Rows:) increasing the test prompts’ lengths
shows the tempered Bayesian inference-like behavior for all three configurations. The one attention
head and averaged attention heads setup required slightly higher temperatures to match tempered
Bayesian inference.

Figure 9: Performance of Transformers with averaged attention heads on OOD prompt length
500 with attention head outputs randomized (knocked out): (Left:) one out of three attention
heads knocked out, (Right:) two out of three attention heads knocked out. Just like in the original
Transformer models where attention heads were concatenated (Fig. 7), similarity to tempered Bayes
suggests that attention heads have differing attention spans. For example, without Head 3, the model
is close to the full transformer on an OOD prompt of length only 10.
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D.2 DYCK LANGUAGE EXPERIMENTS

Language Vocabulary Rules Classification

Dyck−1 ( (R1) ( and ) matched context-free

Dyck−2 (, [ (R1) ( and ) matched and nested
(R2)[ and ] matched and nested context-free

NN Dyck−2 (, [ (R1) ( and ) matched
(R2)[ and ] matched context-sensitive

Dyck−3 (, [, {
(R1) ( and ) matched and nested
(R2)[ and ] matched and nested
(R3){ and } matched and nested

context-free

NN Dyck−3 (, [, {
(R1) ( and ) matched
(R2)[ and ] matched
(R3){ and } matched

context-sensitive

Table 2: All Dyck languages studied in our paper: We include the types of brackets used in the
language in the Vocabulary columns (closing versions are also included), we list their rules and their
classification under the Chomsky hierarchy (Chomsky, 1956)

Training data. For training, we generate data from mixtures of Dyck−i, for i ∈ {1, 2} languages,
containing either two or three components, depending on the task. Each component shares the same
depth i. The prior probability of each training component is equal. Within each component, we
pick the proportion of bracket types so that the different bracket types appear roughly with equal
probability in the full mixture. For instance, if the training components are Dyck 2−(, [ and
Dyck 2−(, {, we decrease the weight of (. Train prompts have maximal length 256. Besides the
parentheses-type tokens ( (3), ) (4), [ (5), ] (6), { (7), } (8), we use SOS (0), EOS (1), and PAD (2)
tokens.

Test data. Our in-distribution test prompts are drawn from the training distribution. The OOD test
prompts are from a nested Dyck−igrammar with depth i one higher than the train data’s components.
They have length 10, including SOS as the first token, and start with 3 opening tokens containing
all possible opening tokens in the test language, in arbitrary order, followed by 6 tokens forming a
correct sequence from the test language. Example test prompts are given in Table 4. We evaluate
models on 64 ID and 64 OOD test prompts.

Metrics. We evaluated grammatical accuracies in both the train and test grammars, assessing the
full, completed prompt. That is, we checked whether all grammar rules of the train/test languages hold.
For the not nested (NN) languages, we computed evaluated the completed prompt with respect to the
not nested grammatical rules. In these cases, the prompt itself satisfied the stricter, nested grammar
rules. The same checkpoints were used to compute the nested and not nested (NN) grammatical
accuracies in each row of the figures. In each training session, we saved the model achieving highest
grammatical accuracy with respect to the nested language on the OOD test prompts.

Train language components Test language Task compositionality
(Appx. C)

Dyck−2 (, [ Dyck−2 (, { Dyck−2 [, { NN Dyck−3(, [, { 1
Dyck−2 (, [ Dyck−2 (, { NN Dyck−3 (, [, { 1
Dyck−2 (, [ Dyck−2 (, { Dyck−2 [, { Dyck−3 (, [, { 1
Dyck−2 (, [ Dyck−2 (, { Dyck−3 (, [, { 2/3
Dyck−1 ( Dyck−1 [ NN Dyck−2 (, [ 1
Dyck−1 ( Dyck−1 [ Dyck−1 { NN Dyck−3 (, [ { 1
Dyck−1 ( Dyck−1 [ Dyck−2 (, [ 1/3
Dyck−1 ( Dyck−1 [ Dyck−1 { Dyck−3 (, [ { 1/6

Table 3: Dyck languages used for training and testing: We list the scenarios in increasing order of
task difficulty. Please refer to Tab. 2 for the description of the language rules
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Test language Example test prompt

Dyck 2 - (, [ SOS ( [ [ ( ) ( ) [ ]
Dyck 2 - (, { SOS { [ { { ( ) } ( )
Dyck 2 - [, { SOS [ [ { { [ { } ] }
Dyck 3 - (, [, { SOS [ { ( ( ) [ { } ]

Table 4: Example prompts for the Dyck test languages.

Selection of the Dyck checkpoints. In order to make sure our trained models stay approximate
Implicit Bayesian Inference on the train components, we filtered checkpoints that achieved in-
distribution test accuracy above 0.8. Out of at least 10 training seeds for each experiment, this left at
least 4.

The Generalized Bayesian Models (Fig. 5, Fig. 10). We extended Implicit Bayesian Inference
to zero-probability prompts. Instead of fitting a model on data, we use the data generating function
used to generate the train data as the Bayesian likelihood, and perform explicit Bayesian inference
with it. This is equivalent to using a model that perfectly fits the data generating distribution. In
order to define a posterior on zero-probability prompts, we augment this likelihood in two ways: (1)
adding uninformative (Fig. 5) and (2) informative (Fig. 10) observation noise to the each component’s
likelihood. This requires modifying the likelihood of each component, so that previously unseen
bracket-type tokens always have nonzero probability, i.e., they can be predicted as next-tokens,
conditioned on any prompt. In the uninformative case, the augmented probability was constant
ϵ = 0.005 for each unseen bracket-type token. In the informative case, the rules of the nested Dyck
languages were partially broken. The unseen tokens were added to the stack (necessary for generating
valid nesting) 90% of the times they were generated. To further enable incorrect prompts, invalid
closure without the opening pair of the bracket at the top of the stack was given nonzero probability:
for example, the model can predict } seeing prompt ()[. When only a single component is present,
the informative noise method achieved 90% accuracy on the rule corresponding to the unseen token,
and 100% on the rules of the seen tokens. Since there was no natural way to incorporate finishing the
prompt into the likelihood as the Transformer learns this from the train data lengths only, we evaluated
our generalized Bayes models after 5 next-token predictions, making the completed test prompt have
length 15 (including the first SOS token). This length was selected by observing that the trained
Transformers have finished test prompts after 5 next-token predictions. Since our Transformers use
greedy decoding, which is equivalent to zero temperature in the softmax, and thus majority voting
(Zhang et al., 2024), we also implement the Bayesian model with majority voting. We do this via
tempering the likelihood of each component with temperature t = 0.01, i.e. L(x) := p(x | θ)1/t.
This allows the posterior to concentrate on the most popular next tokens faster.

Observation Noise in the Transformer Experiments (Fig. 5, Fig. 10). To match the augmented
Bayesian models, Transformers were trained on train data generated using the augmented likelihoods
both in the uninformative and informative observation noise case. This meant that previously unseen
tokens were present in the data component realizations. Hence the test prompts were no longer
zero-probability under the training data distribution. All other experimental configurations were left
unchanged.

Ablations.
• Knockout experiment (Fig. 6): We performed this experiment for the task of completing Dyck−3

after pre-training on three Dyck−2 language components (involving all possible bracket types. We
used the best-performing model checkpoint (in terms of OOD accuracy on the nested language).
As in the coinflip experiments, we replaced the outputs of each individual attention head on the test
prompts with random N(0, 1) noise, leaving all the other parameters unchanged. We computed
the nested grammatical accuracy of the completed prompts with respect to all three train data
components.

• 10 component ablation: In order to encourage Transformers learn the general pattern of Dyck 2
languages independently from the used tokens, we carried out an ablation increasing the number
of Dyck 2 components in the training data. We created two more bracket types, and trained
Transformers on all possible Dyck−2 languages using two of the five bracket types. We increased
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Figure 10: Comparing Transformers to Bayes with informative observation noise on Dyck
languages: We train Transformers on simpler Dyck languages (y−axis, then test whether the
models can finish test prompts for more complex (OOD) languages. Including more structure in the
training language components (i.e., generalizing from Dyck-2 to Dyck-3) is easier for the Transformer
than generalizing from simpler Dyck-1 language components. Means and standard deviations were
computed from at least 4 seeds filered from 10 based on ID test accuracy.

the train data size so that the model sees the same number of examples from each component as in
the 3 train component setup. We also increased the maximum number of epochs from 50, 000 to
100, 000. We generated OOD test prompts from only one Dyck−3 language - the onle containing
the same tokens as the other experiments.

Additional Results. The generalized Bayes model using informative observation noise out-
performed the Transformers both with and without majority voting (Fig. 10). The Transformers’
performance increased when trained on data cointaining the same observation noise. These results
indicate that Transfomers might implicitly implement informative observation noise better than
random noise (as suggested by the uninformative noise and knockout experiments), but thie shared
information content across rules is much less than in our artificial Bayesian models.
In the 10 component ablation, models achieved mean OOD accuracy of 0.181, with standard deviation
0.123, which is below than 0.42 ± 0.24 which was achieved when using three components. This
indicates that seeing more examples from the same pattern (a Dyck 2 language) did not help the
Transformers to synthetize the individual components into a general algorithm.

D.3 MODELS

We use a Transformer decoder (Vaswani et al., 2017) in flavor of the decoder-only GPT models (Rad-
ford & Narasimhan, 2018; Radford et al., 2018; et al., 2024). We apply standard positional encoding,
layer normalization, ReLU activations, the AdamW optimizer (Loshchilov & Hutter, 2019) with
inverse square root learning rate schedule (Xiong et al., 2020). In the coinflip and Dyck experiments,
the model can predict up to length 250 and 300, respectively, and is trained for 4000 and 50, 000
epochs, respectively, using the standard cross entropy (CE) loss.
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Table 5: Transformer parameters for coinflip experiments

PARAMETER VALUE (NORMAL)

MODEL TRANSFORMER DECODER
NUMBER OF LAYERS 4
DROPOUT PROBABILITY 0.1
MODEL DIMENSION 8
FEEDFORWARD DIMENSION 1024
NUMBER OF ATTENTION HEADS 4
LAYER NORM ϵ 6e−3
ACTIVATION RELU
OPTIMIZER ADAMW
LEARNING RATE SCHEDULER INVERSE SQUARE ROOT
BATCH SIZE 128
LEARNING RATE 2e−3
PROMPT PREDICTION CUTOFF LENGTH 256
NUMBER OF EPOCHS 40000

Table 6: Transformer parameters for Dyck experiments

PARAMETER VALUE (NORMAL)

MODEL TRANSFORMER DECODER
NUMBER OF LAYERS 7
DROPOUT PROBABILITY 0.1
MODEL DIMENSION 10
FEEDFORWARD DIMENSION 1024
NUMBER OF ATTENTION HEADS 5
LAYER NORM ϵ 6e−3
ACTIVATION RELU
OPTIMIZER ADAMW
LEARNING RATE SCHEDULER INVERSE SQUARE ROOT
BATCH SIZE 128
LEARNING RATE 2e−3
PROMPT PREDICTION CUTOFF LENGTH 300
NUMBER OF EPOCHS 50, 000
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E ACRONYMS

CE cross entropy

AR LM autoregressive language model

IBI implicit Bayesian inference
ICL in-context learning

LLM Large Language Model
LM language model

OOD out-of-distribution
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