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ABSTRACT

Retrieval-Augmented Generation (RAG) has become a core paradigm in docu-
ment question answering tasks. However, existing methods have limitations when
dealing with multimodal documents: one category of methods relies on layout
analysis and text extraction, which can only utilize explicit text information and
struggle to capture images or unstructured content; the other category treats docu-
ment segmentation as visual input and directly passes it to visual language models
(VLMs) for processing, yet it ignores the semantic advantages of text, leading
to suboptimal retrieval and generation results. To address these research gaps,
we propose Co-Modality–based RAG (CMRAG) framework, which can simul-
taneously leverage texts and images for more accurate retrieval and generation.
Our framework includes two key components: (1) a Unified Encoding Model
(UEM) that projects queries, parsed text, and images into a shared embedding
space via triplet-based training, and (2) a Unified Co-Modality–informed Retrieval
(UCMR) method that statistically normalizes similarity scores to effectively fuse
cross-modal signals. To support research in this direction, we further construct
and release a large-scale triplet dataset of (query, text, image) examples. Experi-
ments demonstrate that our proposed framework consistently outperforms single-
modality–based RAG in multiple visual document question-answering (VDQA)
benchmarks. The findings of this paper show that integrating co-modality infor-
mation into the RAG framework in a unified manner is an effective approach to
improving the performance of complex VDQA systems.

1 INTRODUCTION

Large language models (LLMs) have received extensive attention in recent years (Touvron et al.,
2023; Achiam et al., 2023; Guo et al., 2025; Yang et al., 2025a), but they have inherent limitations
in handling out-of-domain knowledge (Ji et al., 2023). To address this issue, RAG integrates exter-
nal knowledge retrieval with the generation process (Lewis et al., 2020; Guu et al., 2020; Karpukhin
et al., 2020; Chen et al., 2025). RAG achieves wide success in open-domain question answer-
ing, knowledge retrieval, and dialogue systems, and becomes an effective means of extending the
knowledge boundaries of LLMs (Ram et al., 2023; Gao et al., 2023). However, most external data
sources (e.g., documents) are essentially multimodal (Jeong et al., 2025; Faysse et al., 2025), of-
ten containing natural language text, formulas, tables, images, and complex layout structures. How
to effectively leverage such multimodal information in question answering remains a challenging
problem that is not fully solved.

One line of approaches is text-based RAG, which typically relies on layout parsing and text extrac-
tion (Xu et al., 2020; Dong et al., 2025; Yang et al., 2025b; Perez & Vizcaino, 2024). These methods
first detect document layouts and then extract textual information for subsequent retrieval and gen-
eration, as shown in Fig. 1(a). While stable at the semantic level, they struggle to handle content
such as images and tables. Recently, VLMs (Ghosh et al., 2024; Radford et al., 2021; Alayrac et al.,
2022) enable RAG systems to process documents directly as images (Faysse et al., 2025; Yu et al.,
2025; Qi et al., 2024a; Wang et al., 2025b), giving rise to vision-based RAG (Huang et al., 2022;
Kim et al., 2022; Yu et al., 2025). Specifically, as shown in Fig. 1(b), these methods divide docu-
ment pages into image segments and perform retrieval and reasoning through visual understanding
models. Although they capture non-textual information, they often overlook the precise information
carried by text, leading to performance bottlenecks.
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(a) Text–based RAG
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Figure 1: Comparison among (a) text–based RAG, (b) image–based RAG, and (c) co-modality–
based RAG.

To overcome these limitations, we propose a novel co-modality–based RAG (CMRAG) framework,
which unifies text and image modalities, as illustrated in Fig. 1(c). In this framework, we first
parse documents to extract structured text and image segments. For a given query, we propose
a novel retrieval pipeline named CMRAG-Retrieval (CMRAG-R) to retrieve both text and visual
representations, ensuring that semantic matching from text and perceptual grounding from images
are simultaneously leveraged. Finally, we feed the co-modality evidence into a VLM to integrate
information and generate answers.

The CMRAG-R consists of two key components: (1) A unified encoding model (UEM) that projects
queries, images, and parsed texts into a shared, comparable latent space. This model is trained
using a triplet-based objective with a sigmoid loss to ensure robust alignment across modalities.
(2) A unified co-modality-informed retrieval method (UCMR) that normalizes similarity scores to
mitigate distributional discrepancies between modalities, enabling a more effective retrieval process.
The main contributions of this paper are summarized as follows:

• We propose CMRAG, a novel co-modality–based RAG framework that leverages both
text and image representations for significantly improved retrieval and generation on visual
documents.

• We propose UEM, a unified encoding model that uses a single set of encoders for all
modalities, which is trained end-to-end using a pairwise sigmoid loss on query-text and
query-image triplets to create a unified embedding space.

• We propose UCMR, a unified co-modality-informed retrieval method that employs statis-
tical normalization to effectively combine visual and textual similarity scores, addressing
the inherent challenges of cross-modal score fusion.

• We parse and release a large-scale triple dataset constructed from an open-source visual
document corpus, providing (query, image, text) triplets to facilitate future research in co-
modality learning for the community.

• We conduct extensive experiments on multiple VDQA benchmarks, showing that our
method consistently outperforms strong single-modality RAG baselines and demonstrates
the effectiveness of co-modality integration.

2 RELATED WORK

In this section, we discuss the recent studies related to multi-modal RAG (MMRAG). Specifically,
we primarily focus on two folds: (1) knowledge–based MMRAG and document–based MMRAG.
We also review video–based MMRAG studies in Appendix C.
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Knowledge–based MMRAG refers to retrieving knowledge (text or image modality) from external
sources such as Wikipedia articles and websites to answer textual or visual queries (Talmor et al.,
2021; Marino et al., 2019; Chang et al., 2022; Schwenk et al., 2022; Mensink et al., 2023; Chen et al.,
2023; Ma et al., 2024a; Hu et al., 2025). Although the external knowledge database can enhance
the system performance (Caffagni et al., 2024), the key issue of knowledge–based MMRAG is the
inconsistency between textual and visual queries as well as the external knowledge database (Chen
et al., 2022; Lin et al., 2023; Zhang et al., 2024b). To address this issue, (Lin & Byrne, 2022)
adopted multiple algorithms, including object detection, image captioning, and OCR, to transform
visual queries into language space, and proposed a joint training scheme to optimize retrieval and
generation simultaneously. A similar training strategy was also used by (Adjali et al., 2024). Also,
(Yan & Xie, 2024) used a consistent modality for both retrieval and generation: visual modality for
retrieval (visual queries and Wikipedia article pages) and textual modality for generation (textual
queries and wiki articles). A similar strategy can also be found in RORA (Qi et al., 2024a). In
addition, (Tian et al., 2025) proposed cross-source knowledge reconciliation for MMRAG, which
could address the inconsistency between textual and visual external knowledge.

Document–based MMRAG refers to retrieving a few document pages from one or multiple docu-
ments to help generate answers for given questions (Methani et al., 2020; Masry et al., 2022; Tanaka
et al., 2023; Tito et al., 2023; Ma et al., 2024b; Li et al., 2024; Hui et al., 2024; Qi et al., 2024b; Cho
et al., 2024; Wang et al., 2025a; Li et al., 2025; Wasserman et al., 2025; Faysse et al., 2025). Tradi-
tionally, documents were parsed using detection models (Ge et al., 2021) and OCR engines (Smith,
2007), and the extracted components (e.g., text) were input to LLMs to generate answers (Riedler
& Langer, 2024; Faysse et al., 2025). With the proliferation of VLMs, a few studies (Faysse et al.,
2025; Yu et al., 2025; Wang et al., 2025b) processed document pages as images directly. Specifi-
cally, they used VLMs to encode queries and document pages as text and images, respectively, based
on which the similarity scores between queries and visual document pages can be calculated. This
method paves the way for document–based MMRAG, as it does not need to parse documents and
can retrieve document pages directly. However, this method overlooks text modality in documents,
which may degrade the performance of RAG systems.

3 METHODOLOGY

In this section, we introduce the problem definition, the proposed CMRAG framework, the design
and training method of the CMRAG-retrieval, and computational cost analysis.

3.1 PROBLEM DEFINITION

We formulate the task of Visual Document Question Answering (VDQA) within a Retrieval–
Augmented Generation (RAG) framework. A collection of visual documents (e.g., PDFs, scanned
articles) serves as the knowledge source for answering user queries. As illustrated in Fig. 2(a),
each document page pi is first parsed by a Vision Language Model (VLM) V to extract its struc-
tured multimodal content. This parsing step produces both a visual representation Ii (which rep-
resents the entire page image in this study) and a textual representation Ti, such that Ii, Ti =
V(pi). The complete set of all parsed pages constitutes the candidate evidence pool, denoted as
D = {{I1, T1}, {I2, T2}, . . . , {IM , TM}}, where M is the total number of pages. For a given
query q, the objective of the retriever R is to identify the top-k most relevant pages Pk based on a
multimodal similarity score s(q, {Ii, Ti}).
Considering recent advances in VLMs (Bai et al., 2025; Du et al., 2025) enable them to directly
process multiple naive-resolution page images, the retrieved evidence Pk is directly combined with
the query q into a structured prompt P(q, Pk), which is then fed into a generator model G, typically
a powerful VLM, to produce the final answer: â = G(P(q, Pk)) (as shown in Fig. 2(d)). A com-
prehensive list of notations is provided in Appendix A. Also, we introduce all the prompt templates
used in this study in Appendix B.

3.2 CMRAG-RETRIEVAL

In this section, we present a unified model architecture for VDQA, where parsed texts are long and
semantically diverse. Existing image–text pretraining models, such as CLIP (Radford et al., 2021),
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Figure 2: An overview of the proposed CMRAG framework. (a) A VLM is prompted to parse visual
documents offline. (b) Images, parsed texts, and given queries are encoded uniformly in a shared
space. Images and texts can be encoded and indexed offline to accelerate the online RAG systems.
(c) The calculated similarity scores of visual and textual modalities are unified to a comparable
distribution, ensuring a more accurate retrieval. (d) A VLM generator is prompted to generate the
final answer based on the query and retrieved evidence.

SigLIP (Zhai et al., 2023) and SigLIP2 (Tschannen et al., 2025), are optimized for short texts and
degrade on long documents. In addition, they remain biased toward strong image–text correlations
in pretraining data. In VDQA, such correlations are sparse, as each image relates to only a small
portion of the document. To address this, we propose the CMRAG-R, which jointly embeds queries,
images, and parsed texts into a shared latent space for efficient document-level retrieval.

Unified encoding model (UEM). A streamlined yet expressive framework that jointly embeds
queries, parsed document texts, and document images into a shared latent space, substantially sim-
plifying the retrieval process. Built on the SigLIP backbone (Zhai et al., 2023), our design integrates
three encoders—query Eq , image EI , and text ET —into a unified architecture (Fig. 2(b)). We di-
rectly reuse the pretrained Eq and EI from SigLIP to preserve the powerful multimodal alignment
acquired at scale, and initialize ET as a length-extended copy of Eq to accommodate long parsed
texts. This yields query, image, and text embeddings:

q = Eq(q) ∈ R1×d, I = EI(I) ∈ R1×d, T = ET (T ) ∈ R1×d, (1)

where d denotes the embedding dimension. A key benefit of UEM is that a single forward pass
of Eq suffices to produce a query representation that can be directly compared against both T and
I, enabling efficient cross-modal retrieval without additional computational overhead (detailed in
Section 3.3).

To train UEM and align the three modalities within a shared latent space, we introduce the Dual-
Sigmoid Alignment (DSA) loss, a pairwise formulation based on the sigmoid contrastive objective.
Given a batch of b triplets {(qi, Ii, Ti)}bi=1, the text-query loss is:

LT = −1

b

b∑
i=1

b∑
j=1

log
1

1 + exp{γij(−τzTij + η)}
, (2)

where zTij = ⟨qi,Tj⟩ is the inner product between the ith query and jth text embedding, γij ∈
{+1,−1} indicates whether the pair is positive or negative, and τ, η are learnable temperature and
bias. An analogous loss LI is defined for query–image pairs with zIij = ⟨qi, Ij⟩. Importantly, we
update only ET during training, keeping Eq and EI frozen to preserve their pretrained multimodal
alignment. A symmetric contrastive regularization further encourages ET to stay consistent with the
frozen encoders, yielding a unified embedding space. The final objective is:

L = λLT + (1− λ)LI , (3)

where λ ∈ [0, 1] controls the relative weight of text and image alignment. Full training details are
reported in Appendix D.
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Unified co-modality–informed retrieval (UCMR). The core of our framework lies in the retrieval
mechanism that effectively leverages the co-modality representations. As shown in Fig. 2(b), given
a user query q, we first encode it into a dense vector representation q. Offline, the visual and
textual components of each document page pi are independently encoded into vectors Ii and Ti

(∀i ∈ {1, 2, ...,M}), respectively. The relevance of a page to the query is determined by calculating
the inner product between the query vector and each modality’s representation: zIi = ⟨q, Ii⟩ for the
visual similarity and zTi = ⟨q,Ti⟩ for the textual similarity. A straightforward method to calculate
the final score si is to combine these two scores through a weighted linear combination:

si = αzTi + (1− α)zIi , ∀i ∈ {1, 2, ...,M}, (4)

where α ∈ [0, 1] is a weighting parameter that balances the contribution of the textual modality.
This linear combination may yield sub-optimal results due to the inherent differences in modality
nature and encoder capabilities. Also, the scales and distributions of the raw inner products are not
directly comparable. To address this, we propose a unified co-modality–informed retrieval method
that normalizes the scores into a shared, comparable space.

As shown in Fig. 2(c), to shift the inner product scores of visual and textual modalities to a com-
parable space, we first apply a sigmoid function to normalize the inner product scores to a [0,1]
range:

z̄Ii =
1

1 + exp{−zIi }
, z̄Ti =

1

1 + exp{−zTi }
. (5)

Empirically, we observed that the resulting distributions of z̄Ii and z̄Ti across a corpus approximate
a Gaussian distribution. Therefore, to mitigate the bias from differing distribution parameters, we
apply a Z-score normalization:

z̃Ii =
z̄Ii − µI

σI
, z̃Ti =

z̄Ti − µT

σT
, (6)

where µI = 1
M

∑M
i=1 z̄

I
i and σI =

√
1
M

∑M
i=1(z̄

I
i − µI)2 are the mean and standard deviation of

the visual similarity scores, respectively (with µT and σT defined analogously for the text modality).
This step ensures the scores from both modalities are standardized to a common scale with zero mean
and unit variance. The final, unified retrieval score s̃i is then calculated as:

s̃i = βz̃Ti + (1− β)z̃Ii , ∀i ∈ {1, 2, ...,M}, (7)

where β represents the calibrated contribution of textual information. By eliminating the effects of
distributional differences, the parameter β more accurately denotes the relative confidence we place
in the textual modality versus the visual modality for a given task.

3.3 COMPUTATIONAL COST ANALYSIS

A critical requirement for a practical RAG system is low-latency retrieval. We emphasize that the
CMRAG framework introduces negligible extra latency during the online retrieval phase, making it
highly feasible for real-time applications. In a deployed system, all visual documents are parsed of-
fline. In addition, all document images and texts are encoded offline by EI and ET , respectively, and
their embeddings are precomputed and stored in the retrieval index. At query time, the user’s query
is encoded only once by Eq . While the number of subsequent similarity calculations (inner products)
is doubled compared to a single-modality retriever—as the query embedding is compared to both
the text and image index—this operation is highly efficient on modern GPUs due to the paralleliz-
able nature of matrix computations. Therefore, the online cost is dominated by a single encoding
step, with the additional similarity calculations adding minimal overhead. This analysis confirms
that CMRAG can achieve improved retrieval performance without a corresponding increase in com-
putational cost.

4 DATA CONSTRUCTION

To effectively train and evaluate our CMRAG pipeline on visual documents, we construct both
training and evaluation datasets. Overall, the training data is constructed based on existing visual
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MMLongBench REAL-MM-RAG LongDocURL

Doc FinReport FinSlides TechReport TechSlides Filtered

#Queries 1082 853 1052 1294 1354 770
#Documents 135 19 65 17 61 134
#Images 6529 2687 2280 1674 1963 11034

Avg. Query Length 95.59 78.56 93.38 89.03 82.17 161.83
Avg. Queries per Doc 8.01 44.89 16.18 76.12 22.20 5.75
Avg. Images per Doc 48.36 141.42 35.08 98.47 32.18 82.34

Table 1: Statistics of evaluation datasets. We apply a unified parsing procedure to all datasets, and
sample one-third of LongDocURL for testing to balance controllability and cost.

document RAG tasks, while the evaluation data covers mainstream benchmarks in visual document
question answering. We will release all our processed datasets, including both training and evalua-
tion sets, to facilitate further research by the community.

Training data. Our training corpus is built upon the synthetic dataset from VisRAG (Yu et al.,
2025), which comprises diverse PDF documents (e.g., textbooks, academic papers, manuals) and
approximately 240k query-document pairs generated by GPT-4o. To fully exploit the multimodal
nature of these documents, we re-process all document pages (around 40k) using Qwen2.5-VL-7B
(Bai et al., 2025) for end-to-end document parsing. This step extracts a structured representation for
each page, including the entire page image, segmented sub-figures, and OCR-based text stored in
HTML format. This enriched dataset provides fine-grained, aligned multimodal supervision, which
is crucial for training our model to perform effective cross-modal retrieval and reasoning. Detailed
data sources and processing prompts are provided in Appendix E.

Evaluation data. To comprehensively evaluate our method, we adopt several widely used VDQA
benchmarks that span diverse domains and task types. Specifically, we include MMLongBench
(Ma et al., 2024b)1, LongDocURL (Deng et al., 2024)2, and REAL-MM-RAG (Wasserman et al.,
2025)3. These datasets cover industrial documents, scientific papers, presentation slides, and long
multi-page documents, providing a broad and challenging testbed for assessing the retrieval and
generation capabilities of our model. Detailed statistics of the evaluation datasets are provided in
Tab. 1.

5 EXPERIMENTS

5.1 EXPERIMENT SETUP

Baselines. We evaluate the effectiveness of our proposed method against several strong embedding
model baselines: (1) BGE: A state-of-the-art text embedding model that uses only the parsed textual
content from the documents (Xiao et al., 2023); (2) CLIP-B/32: The CLIP model with a Vision
Transformer-B/32 image encoder; (3) CLIP-L/14-336: A larger and higher-resolution CLIP variant
with a Vision Transformer-L/14 image encoder pretrained on 336×336 pixel images (Radford et al.,
2021); (4) SigLIP: The SigLIP model, which forms the foundation of our architecture (Zhai et al.,
2023); and (5) SigLIP2: The latest iteration of the SigLIP model (Tschannen et al., 2025).

Evaluation metrics. We evaluate our method from two perspectives: (1) Retrieval metrics. We
adopt standard measures including Recall, nDCG, and MRR. Detailed results for each dataset and
metric are reported in the Appendix F. (2) Generation metrics. Traditional evaluation measures
such as Exact Match (EM) and token-level F1 often fail to capture the semantic equivalence of
multi-span or diverse gold answers, thereby underestimating model performance. To overcome
this limitation, we employ a large language model (LLM) as an automatic judge to assess whether
a generated response is correct, providing a fairer and more reliable comparison across different
models.

1https://huggingface.co/datasets/MMlongBench/MMLongBench-Doc
2https://huggingface.co/datasets/THUDM/LongDocURL
3https://huggingface.co/collections/ibm-research
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Method MMLongBench REAL–MM–RAG LongDocURL
Doc Finreport Finslides Techreport Techslides Filtered

BGE (T) 23.29% 49.62% 32.55% 42.44% 65.01% 11.69%
CLIP-B/32 (I) 28.61% 6.45% 20.68% 4.59% 43.73% 21.24%
CLIP-L/14-336 (I) 41.17% 37.61% 58.08% 36.80% 63.25% 50.27%
SigLIP (I) 47.32% 39.29% 62.45% 45.37% 71.88% 57.74%
SigLIP2 (I) 42.02% 1.45% 4.93% 3.03% 6.78% 5.43%
CMRAG-R [ours] (I+T) 47.64% 41.85% 67.97% 47.22% 78.10% 58.30%

Table 2: Retrieval results across six VDQA datasets with the evaluation metric of MRR@10. Bold
and underlined values represent the best and second-best scores, respectively. We also report recall
and nDCG in Appendix F.

Method MMLongBench REAL–MM–RAG LongDocURL
Doc Finreport Finslides Techreport Techslides Filtered

CLIP-L/14-336 30.68% 27.90% 54.94% 35.47% 57.09% 44.42%
SigLIP 31.33% 29.54% 55.99% 41.65% 62.26% 47.66%
CMRAG [ours] 31.05% 32.13% 60.46% 45.60% 64.18% 48.18%
Oracle (I) 41.13% 53.11% 74.52% 71.72% 75.48% 64.81%
Oracle (I + T) 43.25% 55.45% 70.72% 73.42% 76.14% 67.79%

Table 3: Generation results across six VDQA datasets with top-3 retrievals. Bold values represent
the best scores.

Implementation details. We implemented our CMRAG framework using the Qwen2.5 series of
models. The backbone Vision Language Model (VLM) for both document parsing and final answer
generation is Qwen2.5-VL-7B-Instruct (Bai et al., 2025). For evaluation, we employ Qwen2.5-
7B-Instruct (Yang et al., 2025a) as the judge model. To ensure deterministic and reproducible
outputs, we set the decoding temperature to 0.0 for all models. Our unified encoding model produces
embeddings with a dimensionality of 1152, and the maximum length of the text encoder is 768. For
retrieval, the top-k value is set to 3. All models are implemented using the PyTorch framework and
trained on NVIDIA H100 GPUs.

5.2 MAIN RESULTS

Retrieval results. The overall performance of our proposed CMRAG-R compared to all baselines
is summarized in Tab. 2. Our model consistently outperforms all baseline methods on almost all
benchmarks, demonstrating the effectiveness of our co-modality approach across diverse bench-
marks. Interestingly, on the Finreport subset, the text-only BGE baseline performs the best among
all baselines, indicating that this subset is highly text-dominant, where textual content is the primary
carrier of information. Furthermore, the pattern that performance on Slides is generally higher than
on Reports across most models highlights a key challenge: it is inefficient to process text-heavy
visual documents (like reports) as pure images, as visual encoders struggle to capture dense tex-
tual information. It is important to note that our model is trained on a relatively small-scale and
domain-limited dataset. Despite this, it achieves relatively strong performance, and as we explore in
Section 5.3, there is significant potential for further gains by incorporating a larger training dataset,
indicating a promising direction for future work. It is worth noting that SigLIP2 performs signifi-
cantly worse than SigLIP in our experiments, mainly due to its design focus on dense prediction and
multilingual capabilities, which makes it less stable for document retrieval tasks (see Appendix F
for detailed analysis).

Generation results. As shown in Tab. 3, our CMRAG framework consistently outperforms all base-
line retrieval methods, demonstrating that high-quality co-modality retrieval is crucial for VDQA
tasks. This conclusion is further validated by the Oracle experiments, which show that providing
the generator with ground-truth evidence from both image (I) and text (T) modalities yields the
highest accuracy, confirming the complementary value of both information sources. On MMLong-
Bench, our CMRAG score is slightly lower than the SigLIP generation baseline. This is potentially
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Method MMLongBench Finreport Finslides Techreport Techslides LongDocURL
CMRAG-R 47.64% 41.85% 67.97% 47.22% 78.10% 58.30%
w/o norm 44.46% 29.67% 60.61% 31.12% 74.94% 53.43%

Table 4: Ablation study on unified co-modality retrieval. Bold values represent the best scores.

Method MMLongBench Finreport Finslides Techreport Techslides LongDocURL
BGE (T) 23.29% 49.62% 32.55% 42.44% 65.01% 11.69%

SigLIP (I) 47.32% 39.29% 62.45% 45.37% 71.88% 57.74%
SigLIP + BGE (I+T) 47.48% 57.49% 67.97% 54.94% 79.44% 64.90%

Table 5: Ablation study on multi-mode embedding model capability.

because the dataset contains 20.8% of questions that are not answerable; providing rich textual con-
text may prompt the generator to attempt an answer, leading to errors. Furthermore, the observation
that abundant input can sometimes be detrimental is exemplified in the Oracle results for Finslides,
where using only images (I) leads to better performance than using both images and text (I+T).
Therefore, dynamically controlling the modality and quantity of retrieved context presents a
promising future direction to enhance both the efficiency and accuracy of multimodal RAG systems.

5.3 ABLATION STUDY

Co-modality similarity scores should be unified. Tab. 4 presents the results of an ablation study
validating the necessity of unifying similarity scores across modalities. The row w/o norm shows
the performance when the image-query and text-query similarity scores are not normalized before
fusion. Compared to our CMRAG-R, which uses a unified scoring approach, the performance drops
significantly across all benchmarks, demonstrating that proper normalization is crucial for effec-
tively combining co-modality signals.

The unified encoding model can be further enhanced with larger datasets. An analysis of a
strong ensemble baseline, SigLIP + BGE, provides a promising direction for future work. This
baseline uses SigLIP to encode images and the query, and employs BGE—a text embedding model
trained on a significantly larger dataset—to encode the parsed text and query (encoding queries
twice). As shown in Tab. 5, this ensemble achieves superior performance, particularly on text-heavy
report-style documents. This result demonstrates that the retrieval performance of our proposed
unified encoding model (UEM) is not yet saturated and can be substantially enhanced in the future
by scaling up the training data. More results can be found in Appendix H.

5.4 ANALYSIS

Weight of text-query modality. In our framework, the entire page image serves as the primary
carrier of information, as it inherently contains all the visual and textual content. Therefore, the
image-query similarity is assigned a dominant weight. The text-query similarity acts as a compen-
satory signal to capture fine-grained semantic details that may be lost in the image representation.
In this study, we set the text modality weight to β = 0.1, reflecting this design principle where the
image modality is dominant and the parsed text provides a complementary semantic boost.

Unified distribution of similarity scores. Fig. 3 illustrates the unified distributions of query-image
(Sim-I) and query-text (Sim-T) similarity scores after applying our normalization method across
the (a) Finslides, (b) Techslides, and (c) LongDocURL benchmarks. The resulting distributions are
closely aligned, with low Kullback–Leibler divergence (DKL) values of 0.132, 0.049, and 0.094,
respectively. This high degree of distributional similarity indicates that our proposed statistical
normalization method effectively mitigates the inherent discrepancies between modalities, providing
a reasonable and stable foundation for co-modality score fusion.

Case study. As illustrated in Fig. 4, a case study from finreport further demonstrates the practical
effectiveness of our CMRAG framework. For a given query, the ground truth (GT) evidence is
located on page 33. Our CMRAG retriever correctly identifies this GT page as the most similar
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(a) Finslides (c) LongDocURL(b) Techslides

𝐷!" = 0.132 𝐷!" = 0.049 𝐷!" = 0.094

Figure 3: Unified distributions of query-image (Sim-I) and query-text (Sim-T) similarity scores of
(a) Finslides, (b) Tehslides, and (c) LongDocURL.

result. On the contrary, the SigLIP baseline, which relies solely on the image modality, ranks the
GT page only as the second most similar. Furthermore, even when the GT page is provided directly
to the generator, the baseline fails to produce an accurate answer, whereas our method succeeds.
This suggests that for pages with dense textual content, treating them as pure images is insufficient
for accurate comprehension. The generator requires the explicit textual information that our method
provides. This case underscores the dual advantage of CMRAG: it improves both retrieval accuracy
and the quality of the final generated answer. We provide more cases in Appendix G.

c

How did IBM's advertising and promotional expenses change from 
2007 to 2008?

Query

IBM‘s advertising and promotional expenses increased by 1.4% from 
2007 to 2008.

Answer

CMRAG(ours)

Page 33

33 07

Images texts

Response

IBM's advertising and promotional expenses 
increased by 1.4% from 2007 to 2008.

Baseline

… increased by $13 million 
from 2007 to 2008.

Images

14 33

Response

2007…2008…
Advertising and promotional
expense 1259 1242 1.4
Workforce reductions -
Ongoing 706 318 121.8
…

Ground truth page

Fi
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Figure 4: A case comes from Finreport.

6 CONCLUSION

We introduced CMRAG, a novel co-modality RAG framework that overcomes the limitations of
text-only and image-only approaches by unifying textual and visual information for retrieval and
generation on visual documents. Central to our method is a unified encoding model that projects
queries, images, and parsed texts into a shared latent space, enabling effective co-modality retrieval.
Extensive experiments demonstrate that CMRAG consistently outperforms strong baselines, vali-
dating that leveraging both modalities is superior for visual document QA tasks. Our analysis also
reveals important insights: text-dominant documents benefit from explicit textual retrieval, while
overly abundant context can sometimes hinder performance on unanswerable questions, pointing to
dynamic input control as a key direction for future work.
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ETHICS STATEMENT

This work aims to advance multimodal document retrieval and question answering. All data used
in this study come from publicly available resources or standard benchmark datasets, and no pri-
vate or sensitive information is involved. Some training queries were automatically generated by
large language models based on open-source data, and are solely intended for academic research
without containing any personal or sensitive content. We strictly adhere to the original licenses of
all datasets, use the data only for non-commercial academic purposes, and release only processed
representations or derived resources. We acknowledge that multimodal large models may inherit
biases from training data, which could affect retrieval and generation results. Therefore, our method
should not be directly applied to high-stakes domains such as healthcare, law, or finance, and should
be carefully validated with necessary human oversight before deployment. We are also aware of the
energy consumption associated with training and inference of large models. To mitigate environ-
mental impact, we reuse existing pretrained models whenever possible and optimize computational
efficiency during experiments. This work is intended solely for academic and industrial research
and should not be applied to misinformation generation, surveillance, or other potentially harmful
uses.

REPRODUCIBILITY STATEMENT

We have made extensive efforts to ensure the reproducibility of our work. Detailed descriptions of
the model architecture, training objectives, and computational cost analysis are provided in Section 3
and Appendix E.1. The construction and processing steps of both training and evaluation datasets
are explained in Section 4 and Appendix E, with benchmark datasets referenced in Table 1. Prompt
templates used for document parsing, generation, and evaluation are included in Appendix B. Exper-
imental setups, hyperparameters, and implementation details are presented in Section 5.1. Moreover,
we report comprehensive retrieval and generation results, ablations, and case studies in Section 5
and Appendix F to facilitate verification. We will release the processed datasets and codebase upon
acceptance to further support reproducibility by the research community.
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Rubèn Tito, Dimosthenis Karatzas, and Ernest Valveny. Hierarchical multimodal transformers for
multipage docvqa. Pattern Recognition, 144:109834, 2023.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée
Lacroix, Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, et al. Llama: Open and
efficient foundation language models. arXiv preprint arXiv:2302.13971, 2023.

Michael Tschannen, Alexey Gritsenko, Xiao Wang, Muhammad Ferjad Naeem, Ibrahim Alabdul-
mohsin, Nikhil Parthasarathy, Talfan Evans, Lucas Beyer, Ye Xia, Basil Mustafa, et al. Siglip 2:
Multilingual vision-language encoders with improved semantic understanding, localization, and
dense features. arXiv preprint arXiv:2502.14786, 2025.

David Wan, Han Wang, Elias Stengel-Eskin, Jaemin Cho, and Mohit Bansal. Clamr: Contextualized
late-interaction for multimodal content retrieval. arXiv preprint arXiv:2506.06144, 2025.

Qiuchen Wang, Ruixue Ding, Zehui Chen, Weiqi Wu, Shihang Wang, Pengjun Xie, and Feng Zhao.
Vidorag: Visual document retrieval-augmented generation via dynamic iterative reasoning agents.
arXiv preprint arXiv:2502.18017, 2025a.

Qiuchen Wang, Ruixue Ding, Yu Zeng, Zehui Chen, Lin Chen, Shihang Wang, Pengjun Xie, Fei
Huang, and Feng Zhao. Vrag-rl: Empower vision-perception-based rag for visually rich in-
formation understanding via iterative reasoning with reinforcement learning. arXiv preprint
arXiv:2505.22019, 2025b.

Xin Wang, Jiawei Wu, Junkun Chen, Lei Li, Yuan-Fang Wang, and William Yang Wang. Vatex: A
large-scale, high-quality multilingual dataset for video-and-language research. In Proceedings of
the IEEE/CVF international conference on computer vision, pp. 4581–4591, 2019.

Navve Wasserman, Roi Pony, Oshri Naparstek, Adi Raz Goldfarb, Eli Schwartz, Udi Barzelay, and
Leonid Karlinsky. Real-mm-rag: A real-world multi-modal retrieval benchmark. arXiv preprint
arXiv:2502.12342, 2025.

Shitao Xiao, Zheng Liu, Peitian Zhang, and Niklas Muennighoff. C-pack: Packaged resources to
advance general chinese embedding, 2023.

Jun Xu, Tao Mei, Ting Yao, and Yong Rui. Msr-vtt: A large video description dataset for bridging
video and language. In Proceedings of the IEEE conference on computer vision and pattern
recognition, pp. 5288–5296, 2016.

Yiheng Xu, Minghao Li, Lei Cui, Shaohan Huang, Furu Wei, and Ming Zhou. Layoutlm: Pre-
training of text and layout for document image understanding. In Proceedings of the 26th ACM
SIGKDD international conference on knowledge discovery & data mining, pp. 1192–1200, 2020.

Yibin Yan and Weidi Xie. Echosight: Advancing visual-language models with wiki knowledge. In
Findings of the Association for Computational Linguistics: EMNLP 2024, pp. 1538–1551, 2024.

An Yang, Anfeng Li, Baosong Yang, Beichen Zhang, Binyuan Hui, Bo Zheng, Bowen Yu,
Chang Gao, Chengen Huang, Chenxu Lv, et al. Qwen3 technical report. arXiv preprint
arXiv:2505.09388, 2025a.

Jeff Yang, Duy-Khanh Vu, Minh-Tien Nguyen, Xuan-Quang Nguyen, Linh Nguyen, and Hung Le.
Superrag: Beyond rag with layout-aware graph modeling. arXiv preprint arXiv:2503.04790,
2025b.

14

https://aclanthology.org/2025.acl-long.1583/


756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

Shi Yu, Chaoyue Tang, Bokai Xu, Junbo Cui, Junhao Ran, Yukun Yan, Zhenghao Liu, Shuo Wang,
Xu Han, Zhiyuan Liu, et al. Visrag: Vision-based retrieval-augmented generation on multi-
modality documents. In The Thirteenth International Conference on Learning Representations,
2025.

Xiaohua Zhai, Basil Mustafa, Alexander Kolesnikov, and Lucas Beyer. Sigmoid loss for language
image pre-training. In Proceedings of the IEEE/CVF international conference on computer vision,
pp. 11975–11986, 2023.

Lu Zhang, Tiancheng Zhao, Heting Ying, Yibo Ma, and Kyusong Lee. Omagent: A multi-modal
agent framework for complex video understanding with task divide-and-conquer. In Proceed-
ings of the 2024 Conference on Empirical Methods in Natural Language Processing, pp. 10031–
10045, 2024a.

Tao Zhang, Ziqi Zhang, Zongyang Ma, Yuxin Chen, Zhongang Qi, Chunfeng Yuan, Bing Li, Junfu
Pu, Yuxuan Zhao, Zehua Xie, et al. mr 2 ag: Multimodal retrieval-reflection-augmented genera-
tion for knowledge-based vqa. arXiv preprint arXiv:2411.15041, 2024b.

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2026

A NOTATION LIST

The main notations and abbreviations used in this paper are listed in Tab. 6.

Notation Explanation

D Corpus of visual documents
pi ith document page in the corpus
M Total number of pages in the corpus
Pk Retrieved top-k document pages
R Retriever
P Prompt
G VLM generator
q Query
q Query embedding
â Generated answer
V VLM parser
Eq Query encoder
EI Image encoder
ET Text encoder
Ii Visual presentation of ith document page
Ti Textual presentation of ith document page
Ii Embedding of Ii
Ti Embedding of Ti

d Embedding dimension
zIi Inner product of q and Ii
zTi Inner product of q and Ti

z̄Ii Normalized zIi using sigmoid function
z̄Ti Normalized zTi using sigmoid function
z̃Ii Z-score Normalized z̄Ii
z̃Ti Z-score Normalized z̄Ti
µI Mean value of z̄Ii
µT Mean value of z̄Ti
σI Standard deviation of z̄Ii
σT Standard deviation of z̄Ti
si Weighted similarity score
s̃i Weighted normalized similarity score
α (β) Weight for the textual modality in si (s̃i)
b Batch size during training
τ /η Temperature/bias for stable training
γij Pair indicator
LT Sigmoid loss for text-query modality
LI Sigmoid loss for iamge-query modality
L Final loss for training
λ Weight for LT in L
Abbreviation Explanation

VLM Vision-language model
CMRAG Co-modality–based RAG
UEM Unified encoding model
DSA Dual-Sigmoid alignemnt
UCMR Unified co-modality–informed retrieval
MMRAG Multi-modality RAG
VDQA visual document question-answering

Table 6: Explanation of main notations and abbreviations used in this study.
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B PROMPT TEMPLATE

You are an AI specialized in recognizing and extracting text from images. Your mission is to analyze the image document and generate 
the result in QwenVL Document Parser HTML format using specified tags while maintaining user privacy and data integrity.

Image: {image_path}

(a) Prompt for parsing images

Your task is to answer the question based on the provided images. Please directly provide the answer inside <answer> and </answer>, 
without detailed illustrations. For example, <answer> Beijing </answer>.

Image: {image_path(s)}

Question: {query}

(b) Prompt for generating answers based on entire images

Your task is to answer the question based on the provided sub-images and their parsed text. Please directly provide the answer inside 
<answer> and </answer>, without detailed illustrations. For example, <answer> Beijing </answer>.

Image: {image_path(s)}

Parsed Text: {parsed_text}

Question: {query}

(c) Prompt for generating answers based on sub-images and text

Your task is to answer the question based on the provided images and their parsed text. Please directly provide the answer inside 
<answer> and </answer>, without detailed illustrations. For example, <answer> Beijing </answer>.

Image: {image_path(s)}

Parsed Text: {parsed_text}

Question: {query}

(d) Prompt for generating answers based on entire images and text

You are an expert evaluation system for a question answering chatbot.

You are given the following information:

- the query

- a generated answer

- a reference answer

Your task is to evaluate the correctness of the generated answer.

Query

{q}

Reference Answer

{gold_ans}

Generated Answer

{gen_ans}

Your response should be formatted as following:

<judge>True or False</judge>

If the generated answer is correct, please set "judge" to True. Otherwise, please set "judge" to False.

Please note that the generated answer may contain additional information beyond the reference answer.

(e) Prompt for judging generated answers

Figure 5: Prompt templates for (a) parsing images, (b) generating answers based on entire images,
(c) generating answers based on sub-images and text, generating answers based on entire images and
text, and (e) judging generated answers. The first template can be found at https://github.
com/QwenLM/Qwen2.5VL/blob/main/cookbooks/document_parsing.ipynb and
the rest can be referred to (Wang et al., 2025b).
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C ADDITIONAL RELATED WORK

Video–based MMRAG refers to retrieving videos from the corpus to help answer given queries
(Caba Heilbron et al., 2015; Xu et al., 2016; Anne Hendricks et al., 2017; Wang et al., 2019; Kriz
et al., 2025; Wan et al., 2025). Since encoding videos may incur high computational costs, a few
studies pre-processed videos using VLMs and converted videos to textual modality (Zhang et al.,
2024a; Arefeen et al., 2024; Ma et al., 2025). For example, (Zhang et al., 2024a) first detected key
information in videos such as human faces, based on which a VLM was prompted to generate scene
captions for video frames. Consequently, the video modality can be converted to a text modality,
which can significantly reduce computational costs and facilitate retrieval and generation. Further-
more, a few studies (Luo et al., 2024; Jeong et al., 2025; Reddy et al., 2025) processed videos by
selecting or clustering representative frames, facilitating video retrieval and final generation.

D TRAINING DETAILS

The balancing hyperparameter λ in the training objective is set to 0.5, giving equal weight to the text
and image modality losses. The temperature and bias parameters in the sigmoid loss are initialized
to 10 and -10, respectively. We train the model for 32 epochs with a batch size of 32 distributed
across 8 NVIDIA H100 GPUs, using the AdamW optimizer with a learning rate of 3 × 10−5 and
a weight decay of 0.05. The embedding dimension is 1152, with a maximum sequence length of
768 for the text encoder. The number of trainable parameters is approximately 0.45B, while the
frozen parameters amount to 0.88B. For online deployment, only the 0.4B parameter query encoder
is required to process user queries.

0 5 10 15 20 25 30
Training steps (×103)

0.10

0.15

0.20

0.25

0.30

Lo
ss

Figure 6: training process.

Fig. 6 illustrates the training process. The loss decreases rapidly within the first 1k steps, indicating
quick initial learning. The rate of decrease slows considerably after 5k steps, and the loss stabi-
lizes, showing convergence after approximately 15k steps. This progression confirms that the model
successfully learns from the training dataset.

E DATA CONSTRUCTION DETAILS

E.1 TRAINING DATA SOURCE AND COMPOSITION

Our training corpus is based on the training data provided by VisRAG, constructed from crawled
multimodal documents with synthetic query–document pairs automatically generated by prompting
GPT-4o.

Synthetic data. We collected documents from several publicly available sources, including Open-
Stax (college-level textbooks), ICML/NeurIPS 2023 (academic papers), and ManualsLib (product
manuals). GPT-4o was then prompted to generate queries for these documents, resulting in approx-
imately 239k synthetic query–document pairs. This large-scale corpus covers both text-dominated
and image-dominated content, enabling the model to learn retrieval and reasoning over complex
multimodal structures.
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Summary Tab. 7 summarizes the training datasets used in this work, including their sources, doc-
ument types, page counts, and the number of query–document pairs.

Table 7: Training datasets used in our work. Synthetic data are constructed by prompting GPT-4o to
generate queries on crawled documents, while VQA datasets are filtered to retain retrieval-suitable
queries.

Dataset Source Type # Pages Train # Q-D Pairs
Textbooks OpenStax College-level textbooks 10,000 -
ICML Papers ICML 2023 Academic papers 5,000 -
NeurIPS Papers NeurIPS 2023 Academic papers 5,000 -
Manuallib ManualsLib Product manuals 20,000 -
Synthetic Various (above) Crawled + GPT-4o queries - 239,358

E.2 RE-PROCESSING DETAILS

To further enhance the usability of our training corpus, we re-processed all documents using the
Qwen2.5-VL-7B model, which is capable of end-to-end document parsing. Instead of relying solely
on OCR tools or manually designed pipelines, the model directly converts page images into struc-
tured representations in a unified HTML format. Each page is parsed into three key components:
(1) the entire page image, (2) sub-image regions such as tables, figures, and diagrams, and (3)
OCR-based structured text, which is saved in an HTML file.

The parsing was guided by a carefully designed system prompt to ensure both structured formatting
and data integrity. The actual prompt is listed in Appendix B.

This re-processing step provides explicit, structured multimodal representations, bridging the gap
between purely text-based and purely image-based datasets. As a result, it allows the model to
capture fine-grained semantic information and improves the alignment between visual and textual
modalities, which is essential for cross-modal retrieval and reasoning tasks.

F RETRIEVAL EXPERIMENT RESULTS

Tab. 8 reports retrieval results across six VDQA datasets. We observe several key findings: (1)
Single-modality baselines perform unevenly—BGE (text-only) excels on text-heavy domains such
as Finreport and Techreport, while CLIP-based models (image-only) perform better on visually
structured datasets like Finslides and Techslides. (2) SigLIP achieves the best balance among single-
modality methods, significantly outperforming CLIP variants, while SigLIP2 underperforms across
all datasets, confirming that stronger vision–language pretraining does not necessarily transfer to
document retrieval. (3) The ensemble baseline SigLIP + BGE further boosts performance, indicat-
ing the complementarity of textual and visual signals. (4) Our proposed method CMRAG-R con-
sistently matches or surpasses SigLIP and achieves competitive performance against SigLIP+BGE,
particularly on Finslides, Techreport, and LongDocURL. These results highlight the effectiveness
of co-modality retrieval in leveraging both text and image information without requiring external
ensembles.

As discussed in Section 5, we observed that SigLIP2 performs significantly worse than SigLIP across
multiple benchmarks. We attribute this degradation to several factors: (1) its pretraining objective
emphasizes dense prediction and multilingual understanding, which introduces a more complex
embedding space less suited for pure retrieval ranking; (2) its architecture and tokenizer are less
optimized for long-form document text, while our benchmarks are text-heavy; and (3) domain mis-
match, as SigLIP2 is mainly trained on web-scale multilingual captioning data, which diverges from
structured documents such as financial reports or scientific papers. We verified our implementation
against official checkpoints and reproduced this behavior across multiple runs, confirming that the
performance drop is inherent to the model rather than due to experimental errors. This finding sug-
gests that stronger vision–language pretraining does not always transfer to document retrieval and
further motivates the need for tailored co-modality approaches such as ours.
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Model Metric MMLongBench Finreport Finslides Techreport Techslides LongDocURL

BGE

Recall@1 8.45% 38.45% 21.96% 32.92% 55.02% 2.53%
Recall@5 22.84% 64.95% 46.01% 55.41% 77.62% 8.97%
Recall@10 34.50% 73.97% 62.45% 65.69% 85.38% 15.25%
nDCG@1 13.31% 38.45% 21.96% 32.92% 55.02% 6.23%
nDCG@5 18.51% 52.56% 34.23% 44.63% 67.37% 7.35%
nDCG@10 22.96% 55.46% 39.55% 47.95% 69.92% 9.92%
MRR@1 13.31% 38.45% 21.96% 32.92% 55.02% 6.23%
MRR@5 21.19% 48.43% 30.36% 41.07% 63.93% 10.15%
MRR@10 23.29% 49.62% 32.55% 42.44% 65.01% 11.69%

CLIP-B/32

Recall@1 12.31% 3.17% 11.88% 1.47% 31.09% 7.81%
Recall@5 33.08% 10.20% 31.65% 8.50% 61.08% 23.17%
Recall@10 47.89% 18.99% 49.71% 16.69% 75.85% 34.18%
nDCG@1 17.93% 3.17% 11.88% 1.47% 31.09% 11.82%
nDCG@5 25.74% 6.50% 21.56% 4.74% 46.57% 17.92%
nDCG@10 30.98% 9.31% 27.39% 7.35% 51.32% 22.04%
MRR@1 17.93% 3.17% 11.88% 1.47% 31.09% 11.82%
MRR@5 26.60% 5.31% 18.28% 3.54% 41.79% 19.55%
MRR@10 28.61% 6.45% 20.68% 4.59% 43.73% 21.24%

CLIP-L/14-336

Recall@1 23.87% 26.26% 43.16% 26.12% 50.89% 25.81%
Recall@5 46.01% 52.17% 77.19% 50.46% 79.39% 53.74%
Recall@10 57.42% 65.77% 89.26% 62.98% 88.85% 66.47%
nDCG@1 31.15% 26.26% 43.16% 26.12% 50.89% 37.53%
nDCG@5 39.07% 39.85% 61.64% 38.98% 66.35% 45.26%
nDCG@10 43.26% 44.27% 65.58% 42.99% 69.42% 50.08%
MRR@1 31.15% 26.26% 43.16% 26.12% 50.89% 37.53%
MRR@5 39.83% 35.77% 56.44% 35.17% 61.97% 48.66%
MRR@10 41.17% 37.61% 58.08% 36.80% 63.25% 50.27%

SigLIP

Recall@1 28.31% 27.43% 49.05% 33.62% 61.60% 31.13%
Recall@5 53.33% 55.10% 80.13% 61.67% 86.26% 62.34%
Recall@10 64.12% 67.76% 90.68% 73.26% 92.84% 73.78%
nDCG@1 37.43% 27.43% 49.05% 33.62% 61.60% 44.55%
nDCG@5 45.78% 41.93% 65.82% 48.26% 74.82% 53.25%
nDCG@10 49.67% 46.06% 69.23% 52.01% 76.95% 57.62%
MRR@1 37.43% 27.43% 49.05% 33.62% 61.60% 44.55%
MRR@5 46.17% 37.58% 61.04% 43.82% 71.00% 56.52%
MRR@10 47.32% 39.29% 62.45% 45.37% 71.88% 57.74%

SigLIP2

Recall@1 23.46% 0.23% 1.33% 1.16% 1.55% 1.37%
Recall@5 47.32% 2.11% 8.46% 4.87% 11.60% 4.99%
Recall@10 59.54% 6.45% 22.15% 10.05% 28.43% 11.22%
nDCG@1 31.98% 0.23% 1.33% 1.16% 1.55% 2.60%
nDCG@5 40.01% 1.22% 4.45% 2.97% 6.30% 3.84%
nDCG@10 44.39% 2.57% 8.80% 4.63% 11.68% 6.07%
MRR@1 31.98% 0.23% 1.33% 1.16% 1.55% 2.60%
MRR@5 40.67% 0.93% 3.19% 2.35% 4.60% 4.31%
MRR@10 42.02% 1.45% 4.93% 3.03% 6.78% 5.43%

SigLIP + BGE

Recall@1 28.31% 46.54% 54.56% 42.97% 69.94% 36.50%
Recall@5 53.83% 72.45% 86.60% 71.72% 93.13% 65.80%
Recall@10 64.12% 83.00% 92.78% 81.61% 97.05% 77.20%
nDCG@1 37.43% 46.54% 54.56% 42.97% 69.94% 53.60%
nDCG@5 45.99% 60.21% 72.04% 57.99% 82.48% 58.40%
nDCG@10 49.67% 63.56% 74.00% 61.15% 83.75% 62.70%
MRR@1 37.43% 46.54% 54.56% 42.97% 69.94% 53.60%
MRR@5 46.45% 56.25% 67.15% 53.65% 78.92% 63.70%
MRR@10 47.48% 57.49% 67.97% 54.94% 79.44% 64.90%

CMRAG-R(ours)

Recall@1 28.95% 30.48% 54.56% 34.62% 67.65% 31.30%
Recall@5 53.50% 58.03% 86.60% 64.30% 91.95% 62.60%
Recall@10 64.12% 70.81% 93.25% 76.28% 97.49% 74.50%
nDCG@1 38.17% 30.48% 54.56% 34.62% 67.70% 45.20%
nDCG@5 49.75% 44.29% 72.04% 50.11% 81.00% 61.10%
nDCG@10 52.10% 48.52% 74.00% 54.14% 82.80% 63.80%
MRR@1 38.17% 30.48% 54.56% 34.62% 67.70% 45.20%
MRR@5 46.50% 40.08% 67.15% 45.56% 77.30% 56.90%
MRR@10 47.64% 41.85% 67.97% 47.22% 78.10% 58.30%

Table 8: Retrieval results across six VDQA datasets.
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G ADDITIONAL CASE STUDY

The case study illustrated in Fig. 7 highlights the strengths and limitations of different Oracle set-
tings in handling complex queries. First, when relying solely on entire images, the VLM misinter-
prets the numbers, producing an incorrect output of 36 instead of 62. This demonstrates that VLMs
may struggle to accurately ground numeric reasoning based solely on visual inputs. Similarly, when
only sub-images plus parsed text are used, the model fails to capture the complete context, yielding
partial and incomplete answers. The problem arises because the VLM failed to accurately parse the
sub-image but extracted textual numbers only. However, incorporating entire images together with
parsed text enables the model to generate the correct multi-span answer, as the parsed text provides
a reliable textual grounding that compensates for the VLM’s difficulty in interpreting fine-grained
visual details. This shows that parsed text can serve as an essential complement, ensuring accurate
reasoning across multiple evidence spans.

How many % of Rep/Lean Rep people think cases have risen primally because of 
more testing and how many % of Rep/Lean Rep people think the federal government 
should be primarily responsible for COVID-19 control policy?

Query Answer [62, 30]

Oracle (Entire images)

36% of Rep/Lean Rep people think cases have risen primarily because of more testing, and 30% of them think the
federal government should be primarily responsible for COVID-19 control policy.

Oracle (Entire images + parsed text)

62% of Rep/Lean Rep people think cases have risen primarily because of more testing, and 30% of Rep/Lean Rep
people think the federal government should be primarily responsible for COVID-19 control policy.

Oracle (Sub-images + parsed text)

36

c c

VLM failed to understand 
the image

Parsed text could help 
generate accurate answers

VLM failed to parse 
the sub-image, but 
extracted text only

Figure 7: Qualitative comparison among three baselines.
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H UNIFIED DISTRIBUTIONS OF DIFFERENT MODELS

Fig. 8 illustrates the unified distributions of similarity scores from the BGE and SigLIP models
across the (a) Finslides, (b) Techslides, and (c) LongDocURL benchmarks after applying our nor-
malization method. The resulting distributions are highly similar, as evidenced by the very low
Kullback–Leibler divergence (DKL) values of 0.010, 0.011, and 0.005, respectively. This demon-
strates that our proposed normalization method is not only effective for our unified encoder but also
generalizes well to different, independent models, providing a robust foundation for co-modality
score fusion.

(a) Finslides (c) LongDocURL(b) Techslides

𝐷!" = 0.010 𝐷!" = 0.011 𝐷!" = 0.005

Figure 8: Unified distributions of BGE and SigLIP similarity scores of (a) Finslides, (b) Tehslides,
and (c) LongDocURL.

I USE OF LLMS

In the preparation of this paper, large language models (LLMs) were used solely for the purpose
of polishing the writing, including grammar correction, improving sentence fluency, and ensuring
a consistent academic tone. All core intellectual content—including the conceptualization of the
proposed method, the design and execution of experiments, the analysis and interpretation of results,
and the conclusions drawn—is the original work of the authors. The authors take full responsibility
for the entire content of this paper, including any text generated with the assistance of LLMs.
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