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Abstract

Generative Al’s rapid evolution has made dia-
logue systems indispensable tools. While per-
suasive strategies have been incorporated in
dialogue systems to provide personalized ser-
vices, current research primarily focuses on
studying persuasive strategies from persuader’s
perspective, with limited exploration of per-
suadee’s susceptibility towards these strategies.
To bridge this gap, we introduce a novel task
called Susceptibility Strategy Detection, aimed
at identifying the persuasive strategies that
users are most susceptible to. To support this
new task, we develop a refined dataset P4G+,
and propose a dual attitude-sensitive framework
to detect susceptibility strategy by analyzing
the persuasive process, user interactions, and
content within dialogues. Comprehensive ex-
periments have demonstrated the efficacy of
our approach in identifying users’ susceptible
strategies. The code and dataset will be made
available upon acceptance of this paper.

1 Introduction

In recent years, significant advancements in gen-
erative artificial intelligence (AI) have led to the
emergence of intelligent dialogue systems. These
systems offer personalized services by understand-
ing user needs through conversational interactions.
To get a more human-like service, efforts have
been made to explore the persuasive ability of di-
alogue systems. This involves endowing Al with
the capacity to understand users’ preferences and
adapt persuasive techniques accordingly. However,
users’ sensitivity (i.e., acceptance) to different per-
suasive strategies varies with factors such as age,
gender, and personality (Chen et al., 2021). Men-
sah et al. referred to this sensitivity as "suscepti-
bility," and the persuasive strategy that users are
more likely to accept is termed their " susceptibil-
ity strategy” (Mensah et al., 2019). As shown in
Figure 1, the persuader uses different persuasive
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Figure 1: Description of User Susceptibility Strategy

strategies, and the Evidence strategy is not effec-
tive, whereas the Emotion strategy resonates more
with the persuadee. Studying user susceptibility
strategies can facilitate dialogue systems to provide
more accurate and user-friendly persuasive interac-
tions. However, current research primarily focuses
on persuasion prediction (Wiegmann et al., 2022;
Khatib et al., 2020), argument mining (Shmueli-
Scheuer et al., 2019), and persuasive strategy identi-
fication (Iyer and Sycara, 2019; Kumar et al., 2023),
while users’ susceptibility to persuasive strategies
has not thoroughly been investigated.

To this end, this paper introduces a novel task
called Susceptibility Strategy Detection, which can
be regarded as a multi-turn dialogue understanding
task. It aims to identify the user’s susceptible strate-
gies by analyzing the persuasive process, persua-
sive content, and users’ interaction within the dia-
logue. Existing multi-turn dialogue modeling meth-
ods can mainly be divided into sequence-based and
graph-based methods. Sequence-based methods
treat the dialogue as a sequence and employ se-
quential models such as Long Short-Term Mem-
ory networks (LSTMs) to capture temporal and
contextual information. However, these methods



often struggle with long-range dependencies and
have difficulties in capturing complex relationships
across different elements of the dialogue. In con-
trast, graph-based methods exhibit better flexibility
and stronger expressive power. These methods con-
sider each utterance as a graph node and establish
edges to depict the underlying dependency relation-
ships between them, and employ techniques like
graph neural networks (GNNs) to learn the struc-
tured information from the graph. Nonetheless, ex-
isting graph-based approaches haven’t considered
the distinct cognitive and behavioral patterns be-
tween persuaders and persuadees. Besides, the key
to identifying user’s susceptible strategies lies in ac-
curately capturing user’s attitude signals. Existing
graph-based methods generally extract contextual
semantic information, but fail to capture the sub-
tle attitude-related information, such as emotional
tendency and stance declaration. To address these
limitations, first, we introduce a strategy-aware di-
alogue graph and a similar user graph, aimed at
enhancing users representation and capturing the
nuanced differences between them. Second, we
propose an emotion-stance enhanced semantics ex-
traction method to capture the subtle attitude shifts.
In conclusion, our contributions are as follows:

¢ Introduction of a New Task: We introduce
a new task of "Susceptibility Strategy Detec-
tion" in the context of persuasive dialogues.
This task aims to identify the persuasive strate-
gies that users are susceptible to, opening up
new research opportunities in this field.

* Development of a Dataset: To support the
new task, we develop a refined dataset P4G+,
built upon the PersuasionforGood! through
reannotation of the persuasive strategy and
manual annotation of susceptibility labels.

Craft a Strategy-Aware Dialogue Graph:
We design a dialogue graph that incorporates
strategy dependencies, customized for the sus-
ceptible strategy task, enabling a deeper un-
derstanding of the strategy’s impact on the
persuaded.

Proposal of Attitude-sensitive Framework:
We propose a Dual Attitude-sensitive frame-
work for Susceptibility Strategy detection
(DASS). The framework captures users’ at-
titude shifts from emotion and stance aspects,

"https://gitlab.com/ucdavisnlp/persuasionforgood

leveraging the strategy-aware dialogue graph
and a dual-channel GCN to jointly model di-
alogue processes and content. Comprehen-
sive experiments demonstrate the effective-
ness of our approach in identifying suscepti-
bility strategies.

2 Related Work

Multi-turn dialogue modeling methods can be pri-
marily categorized into sequence-based and graph-
based modeling methods.

2.1 Sequence-based methods

Sequence-based dialogue modeling method ar-
ranges dialogue sentences sequentially and utilizes
sequential models to simulate the dialogue process.
Early research focused solely on the text. For in-
stance, Lee and Dernoncourt employed CNN and
RNN to model sequential text to capture the lo-
cal and global features of the dialogue sequence
separately. To alleviate the issue of long-range
dependencies in RNNs models, Dutt et al. uti-
lized the GRU to capture temporal dependencies in
dialogues and employed an attention mechanism
to capture long-range dependencies. Previous re-
search primarily concentrated on dialogue text and
overlooked the unique language patterns of indi-
vidual speakers. To address this limitation, certain
researchers segmented the dialogue sequences ac-
cording to the speakers and captured the distinct
dialogue patterns of different roles (Hazarika et al.,
2018b,a; Majumder et al., 2019). For instance, Dia-
logueRNN (Majumder et al., 2019) employed inde-
pendent GRUs to separately monitor the user’s dia-
logue sequences and the global dialogue sequences,
and subsequently integrated information between
them through attention mechanisms.

However, when dealing with multi-turn persua-
sive dialogues, methods based on linear sequence
structures struggle to express the various complex
relationships within the dialogue. In contrast, graph
structures offer a more robust and flexible expres-
sive capacity through their ability to represent mul-
tiple elements and complex relationships using
nodes and edges. Therefore, this paper employs
graph-based approaches to tackle the challenge of
susceptibility strategy detection.

2.2 Graph-based methods

Graph-based dialogue modeling methods transform
dialogues into structured graphs and utilize graph



neural network models to capture the information
flow among nodes. Nodes and edges in the graph
represent various elements and relationships of the
dialogues. How to properly formalize dialogue
scenes and represent them as the dialogue graph is
the key challenge. Early work assumed influence
exists between any two sentences and mapped the
dialogue into a fully connected directed dialogue
graph (Ghosal et al., 2019). The graph involves
users’ self-dependency and interactions, allowing
nodes to access past and future dialogue content.
Nevertheless, as future information is typically un-
available, Shen et al. constrained the edge direc-
tions to flow solely from the past to the future. They
also introduced a window size to ensure that nodes
only access the most recent historical nodes, thus
alleviating redundancy. Lee and Choi extended the
dialogue graph by introducing nodes for sentences,
turns, subjects, and objects, along with edges for
speakers, sentences, and arguments. They utilized
GCN and multi-head attention mechanisms to cap-
ture contextual information of the dialogues. Pre-
vious methods focused on constructing nodes and
edges based on dialogue utterances. To incorporate
speaker information, Zhang et al. proposed depict-
ing speakers as graph nodes and establishing a het-
erogeneous dialogue graph. However, diverse infor-
mation from heterogeneous nodes might introduce
ambiguity in semantics comprehension. To avoid
information confusion in heterogeneous graphs, the
DualGATs (Zhang et al., 2023) model constructed
separate graphs for dialogue sentences and speak-
ers, training them with graph attention networks
(GATs) individually and merging the node features
from both graphs with the attention mechanism.
Existing graph-based methods construct edges
for different users using uniform rules, without
considering the behavioral differences between per-
suaders and persuadees. Furthermore, most previ-
ous research initializes node embedding with ut-
terance semantics extracted by text encoders like
Bert(Devlin et al., 2019). However, identifying sus-
ceptibility strategy requires a detailed understand-
ing of user’s subtle attitude shifts. To address these
limitations, a dual attitude-sensitive framework for
susceptibility strategy detection is proposed.

3 Problem Definition

Given a dialogue dataset D = {di,ds...,d,}
with n samples, each dialogue sample d; =
{(at, b%)}L; contains T pairs of sentences, where

each pair (a},b:) represents the sentences pair at
turn ¢, with a! representing persuader’ sentence
and b! representing the persuadee’s response. It is
assumed that at least one persuasive strategy s; is
applied to each persuader’s sentence a}. The task
of susceptibility strategy detection is to identify the
persuasive strategies that the persuadee is suscepti-
ble to, which is formulated as a binary classification
task, whose goal is to determine if the persuadee is
persuaded at each turn ¢. If so, the strategies used
by the persuader are considered as the susceptibility
strategies for that particular persuadee.

4 P4G+ Dataset

To support our task, we construct P4G+ dataset
based on PersuasionForGood (Wang et al., 2019).
The data construction involves the annotation of
persuasion strategies and susceptibility strategies.

4.1 Persuasion Strategy Annotation

Persuasion strategies are defined differently in var-
ious domains (Vargheese et al., 2020; Yang et al.,
2019; Carlile et al., 2018). Chen and Yang summa-
rize them and define eight more general persuasion
strategies. To ensure data’s applicability, we rean-
notate the persuasion strategies in P4G with these
eight strategies. Detailed definitions of the strate-
gies are presented in Appendix A.

We adopt the self-training paradigm (Nigam and
Ghani, 2000) to annotate 10,170 instances of per-
suasion strategies, following the procedure below:
1). Manually annotate 2,100 instances of persua-
sion strategies to train a classifier.

2). Iteratively perform the following steps n times:

i. Predict 1,000 unannotated instances, verifying
and correcting 60% of them.

ii. Merge all predictions into the training set to
train a new classifier.

3). Utilize the latest classifier to predict the remain-
ing unannotated samples.

In this paper, we employ LSTM as the classifier
and iterate the process three times (n=3).

4.2 Susceptibility Strategy Annotation

We manually annotated 10,170 dialogue turns in
the dataset for susceptibility strategy labels accord-
ing to the following rule: For each dialogue turn,
if there is a positive attitude shift of the persuadee,
such as shifting from hesitation to affirmation, the
susceptibility label for that turn is assigned as 1;
otherwise, it is assigned as 0. In the dialogue turns



labeled as 1, the persuasion strategy used by the
current persuader is considered as the susceptibility
strategy for the persuadee. Some annotated exam-
ples are provided in Appendix C.

A total of 1017 dialogue samples were annotated,
excluding off-topic or meaningless dialogues, re-
sulting in 807 valid samples. Within these valid
samples, persuaders employed strategies a total of
9,205 times. According to Table 1, the Evidence
strategy was the most frequently used, while the
Reciprocity and Scarcity strategies were less com-
mon. The user’s susceptibility strategies appeared
2,039 times in total, with the success rate of persua-
sive strategies generally ranging from 20% to 30%,
which aligns with common intuition. Notably, the
Politeness strategy showed a low success rate in
persuasion. Possible reasons could be: first, the
Politeness strategy is often used in initial greetings
without intended persuasive effects; second, per-
suadees are typically not persuaded solely by polite
language. Instead, a combination of Politeness and
strategies such as Evidence would likely be more
effective.

Following the data annotation and cleaning
processes described above, P4G+ dataset is con-
structed, and its statistical information is presented
in Table 2.

5 Methodology

In this section, we describe the proposed DASS
model and detail the design of each module.

5.1 Dialogue Graph with Strategy dependency

In persuasive dialogue, the past persuasive effect of
the strategies will influence the persuader’s subse-
quent behavior. To model this influence, we intro-
duce strategy dependency into the dialogue graph.
The construction procedure of the dialogue graph

G = {Ny,, E,,} for each sample is as follows:

Strategy #Strategy #Susceptible Rate
Commitment 1279 292 22.8%
Emotion 1242 252 20.3%
Politeness 1366 64 4.7%
Reciprocity 298 81 27.2%
Scarcity 499 163 32.7%
Credibility 1260 346 27.5%
Evidence 2334 561 24.0%
Impact 927 280 30.2%
None 2396 273 11.4%

Table 1: Annotation Result of Susceptibility Strategy

Statistics Value
# of dialogue samples 1017
# of valid samples 807

# of valid dialogue sentences 16140
# of total speakers 1285
Avg # of dialogue turns 10.01
Avg # of sentence words 17.17
Table 2: Statistics of PAG+
given a dialogue sample d; = {u,uz,...,up},

each utterance wu; is taken as a node n;, and
the edges among nodes are construct based on
self-dependency, inter-dependency, and strategy-
dependency.
Self-dependency: In dialogue, a speaker’s expres-
sion is influenced by their previous utterances. To
depict this gradual development of personal dis-
course, we establish the self-dependency relation-
ship by connecting the current node with the pre-
ceding W nodes of the same speaker.
Inter-influence: In persuasive scenarios, the per-
suader’s statements directly impact the persuadee.
Conversely, the persuadee’s feedback reveals the
extent of acceptance and attitude shifts towards the
persuasive message. We model this interaction pro-
cess by connecting the current sentence node n;
with the previous W sentence nodes uttered by the
counterpart in the dialogue.
Strategy-dependency: We assume that if similar
persuasion strategies are employed, there may exist
some commonality or synergistic effect in terms of
strategy. Therefore, we model strategy dependency
by forming fully connected edges among persuader
sentence nodes with the same persuasion strategy.
The window size W controls the maximum dis-
tance to prevent edge redundancy and reduce noise.
In this paper, W is set to 3.

5.2 User Representation

Due to individual traits, different persuaders em-
ploying persuasive strategies have varying effects,
so do the persuadees’ sensitivity to these strate-
gies. To characterize individual traits, this paper
proposes an Attributes Enhancement via Group
Augmentation method to enrich individual trait rep-
resentation. The approach comprises two parts:
feature extraction and feature enhancement with
graph fusion.

We initialize users’ features based on linguis-
tic style and attribute information. Attribute in-
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Figure 2: Framework of DASS

formation includes gender, education, personality
scores, etc. From a linguistic perspective, we de-
fine 18 distinct styles from four aspects and extract
these 18 style features from users’ dialogue his-
tory. Detailed definitions are in Appendix B. To
ensure consistency, we normalize the features to
[0,1]. Consequently, we obtain attribute features
hii and style features h%;,, which are then con-
catenated and projected into a high-dimensional
space through a feedforward neural network, yield-
ing the final initial user feature h 4, formalized as
follow.

hA = Tanh(W(hstthattr + b) (1)

We construct a similarity graph by connecting user
nodes with similar traits. Each user is represented
as a node in the graph, with an initial embedding
h 4. Edges are established only when the cosine
similarity between nodes embedding exceeds a cer-
tain threshold p. In this paper, p is set to 0.6.

With the user graph constructed, we apply Graph
Attention Networks(Velickovi¢ et al., 2018) to ag-
gregate the user representation with its associated
group members adaptively. The final trait represen-
tation for user ¢ is denoted as A;

5.3 Emotion-Stance Enhanced Semantic
Extraction

Capturing the users’ attitude shifts within dia-
logue content is crucial for identifying suscepti-
bility strategies. To achieve this goal, we introduce
an emotion-stance enhanced semantic extraction
method, involving word extraction and semantic
enhancement.

Attitude-oriented Words Extraction

For a given dialogue sample d; =
{u1,us,...,up}, where the i-th sentence is
represented as u; = {wy, we, ..., w,}, we utilize

the NLTK toolkit to perform part-of-speech
tagging on sentence u; to extract adjectives and ad-
verbs as the emotion words E; = {e1,e2,...,emn}.
Additionally, verbs and nouns are extracted as
stance words S; = {s1,S92,...,s}, where we
assume verbs convey stance behaviors such as
agreeing and nouns indicate the objects of stance
like donations.
Emotion-Stance enhanced semantic extraction
Given utterance u;, its emotion words F; and
stance words S;, We employ a text encoder” to
obtain the initial representations X,,, X, and X;.

%In this paper, we initiate the word embedding by Glove
6B (https://github.com/stanfordnlp/GloVe)



First, we utilize a two-layer GRU to learn a sen-
tence representation with context information, de-
noted as I,,. Then, we employ a cross-attention
mechanism to extract the importance of emotion
and stance words across the sentence. The cross-
attention can be described as:

CAQ,K,V) = softmaz(Q - K /VA)V', (2)

where @ = WoQ, K = W,K,V =Wy V and
d is the dimensionality. Given the representations
Xy, Xe, and X, the cross-attention process is:

Re_yy, = AvgPool(CA(X., Ry, Ry)),

3
Ry, = AvgPool(CA(Xs, Ry, Ry)), @

where AvgPool(-) performs average pooling over
the token representations generated by cross-
attention to obtain one-vector text representations.

Finally, we obtain the emotion-stance enhanced
semantic representation as follows:

Re = Re—>u + Rua

4
Rs = Rs—>u + Ru; ( )

where the operator + denotes the element-wise ad-
dition of the vectors.

5.4 Dual Channel Learning & Classification

To better capture attitude signals, we propose
a dual-channel graph convolutional network to
jointly model dialogue processes and content.
Given a dialogue sample d;, we construct its cor-
responding dialogue graph g; = (N, E,,). Node
embeddings are initialized by concatenating indi-
vidual trait representations with emotion-enhanced
and stance-enhanced semantic representations.

hf = (ReHAU)a

s (5)
hi = (RSHAu)-

Subsequently, dual Graph Convolutional Net-
works (GCNs) are employed in parallel to capture
emotion-specific and stance-specific information
across separate channels. The update process of
GCN is as follow:

HED — 4 (f)—%jﬁ—%HmW@) (6)

where A is the adjacency matrix with self-loops,
D is the diagonal degree matrix, DO denotes the
trainable weight matrix for the [ layer, and o(-)
represents a nonlinear activation function.

After the update via GCN, let H, H} respec-
tively represent the final output of the emotion and
stance channel for the persuadee at turn t. We
employ different parametrized MLPs (multi-layer
perceptions) to learn the attitude changes from emo-
tion and stance perspectives between the previous
and current turn. The procedure is as follows:

HE = MLP (Hf_,||Hf)
H; = MLP (H;., || ;) ™
HE = HY||H

Finally, we apply an MLP as the predictor fed
with H{* to predict the susceptibility label § =
{0,1} at turn ¢.

g = sigmoid (MLP (H}")) (8)
Lo = CrossEntropy(y,y) 9)

where Log = —ylog(y) — (1 —y)log(l —g)isa
cross-entropy loss.

6 Experiments

In this section, we outline the baselines and evalu-
ation metrics, and provide a thorough analysis of
the experimental results and ablation study.

6.1 Comparison Methods

For a comprehensive evaluation, we compared
our model with the following baselines, including
sequence-based models and graph-based models.
All the baselines are experimented and fine-tuned
on the P4G+ dataset.

Sequence-based models: 1).LSTM (Hochreiter
and Schmidhuber, 1997) is a classic variant of RNN
that commonly serves as a benchmark model in se-
quential tasks. 2).DialogueRNN (Majumder et al.,
2019) keeps track of individual party states with
different GRUs, which enhances conversation un-
derstanding. 3). COSMIC (Ghosal et al., 2020)
incorporates different elements of commonsense
knowledge to effectively model interactions be-
tween speakers. 4).DialogueEIN (Liu et al., 2022)
models intra-speaker, inter-speaker, global, and
local emotional interactions, providing an under-
standing of emotional evolution in dialogues.
Graph-based models: 1).KET(Zhong et al.,
2019) proposes a hierarchical self-attention to in-
terpret utterance’s context and incorporates ex-
ternal commonsense knowledge into utterances



Class Model Accuracy Precision Recall F1 AUC
LST™M 0.8175 0.5000 0.3082 0.3814 0.7954

Sequence Based DialogueRNN 0.7025 0.3143  0.5517 0.4005 0.6437
COSMIC 0.7944 0.4296  0.4310 0.4303 0.6526

KET 0.7298 0.3499  0.5828 0.4373 0.7493

DialogueGCN 0.8225 0.5139  0.5068 0.5103 0.8273

RGAT 0.8375 0.6034  0.4545 0.5185 0.8336

Graph Based  DAG-ERC 0.8369 0.6136  0.4286 0.5047 0.8610
DialogueEIN 0.8311 0.5326  0.5069 0.5194 0.8635

DualGATs 0.8267 0.5178  0.5517 0.5342 0.8260

DASS(Ours) 0.8763 0.6111  0.6063 0.6087 0.8800

Improv. 3.88% -025%  235% 7.45% 1.65%

Table 3: The table presents the results of DASS and other baselines for detecting Susceptibility Strategies on the
P4G+ dataset. The best results are highlighted in bold, and improvements over the baselines are shown in red.

through a graph attention mechanism. 2).Dia-
logueGCN(Ghosal et al., 2019) is a Graph Convolu-
tional Neural Network that models conversational
context by constructing a fully connected dialogue
graph. 3). RGAT(Ishiwatari et al., 2020) considers
self- and inter-speaker dependencies in conversa-
tions and enhances the graph-based neural network
approach by incorporating relational position en-
codings. 4).DAG-ERC(Shen et al., 2021) proposes
a Directed Acyclic Graph Network to model re-
lationships among utterances and combines GNN
models and RNN models to capture the temporal
and context information of the dialogue . 5).Dual-
GATSs(Zhang et al., 2023) incorporates two individ-
ual GATs to analyze the complementary aspects of
discourse structure and speaker information.

6.2 Evaluation Metrics

Susceptibility strategy detection can be regarded as
a binary classification task for each dialogue turn.
In this paper, five evaluation metrics are applied,
including accuracy, precision, recall, F1 score, and
AUC to assess the experimental results.

6.3 Results Analysis

The performance of our model and the compared
methods are presented in Table 3. According to the
results, it is observed that graphs-based methods
generally outperform the sequence-based methods,
demonstrating the advancement of the graph-based
dialogue modeling approach. Our DASS model
achieves the best performance in terms of Accuracy,
Recall, F1 score, and AUC, with improvements of
3.88%, 2.35%, 7.45%, and 1.65% compared to the

best results of the baselines, validating the effective-
ness of our model. However, the DASS model is
slightly lower in terms of the Precision metric com-
pared to the DAG-ERC model, ranking the second-
best performance. This may be attributed to the
directed graph (DAG) modeling approach, which
is beneficial for capturing temporal relationships in
dialogues and contributes to precision. Similarly,
the RGAT model with positional encoding also
demonstrates good precision. In contrast, while
the undirected dialogue graph used in this paper
reduces the model’s perception of temporal rela-
tionships, the introduced self, inter, and strategy
relationships comprehensively enhance the model’s
ability to understand the dialogue context.

Among graph-based models, those integrating
users’ representations, namely DualGAT's and our
DASS model, have a better performance than mod-
els solely relying on dialogue semantic represen-
tations, namely DialogueGCN, RGAT, DAG-ERC,
and DialogueEIN. This emphasizes the benefit of
leveraging users’ characteristics for detecting sus-
ceptibility strategy. Furthermore, our DASS model,
in comparison with Dual GATSs, achieves better re-
sults by considering emotion and stance informa-
tion, leading to a more precise capture of attitude
shifts and yielding improved experimental results.
Additionally, the RGAT model, which incorpo-
rates positional encoding in graph modeling, out-
performs the DialogueGCN model, indicating the
significance of addressing the lack of sequential
information in graph-based methods.



6.4 Ablation Study

Ablation experiments were conducted to validate
the effectiveness of the modules in our DASS
model. According to the results shown in Table
4, three modules proposed in this paper were ana-
lyzed through ablation experiments.

Model Accuracy F1 AUC
DASS w/o Et 0.8375  0.4961 0.8448
DASS w/o St 0.8288  0.4830 0.8387
DASS w/o Et&St ~ 0.8263  0.4755 0.8423
DASS w/o Grp 0.8438  0.5283 0.8612
DASS w/o Attr 0.8375  0.4758 0.8421
DASS w/o Stra 0.8375  0.5221 0.8695
DASS w/o Self 0.8375  0.5038 0.8627
DASS w/o Inter 0.8475 0.5987 0.8694
DASS r.p FCG 0.8438  0.5734 0.8666
DASS r.p DAG 0.8375  0.5221 0.8695
DASS 0.8763  0.6087 0.8800

Table 4: Ablation study on three modules of DASS. The
first group is the Emotion-Stance enhanced module, the
second group is the user’s representation module, and
the third group is the dialogue graph module.

Specifically, the Emotion-Stance enhanced mod-
ule was assessed under three conditions: DASS w/o
Et, DASS w/o St, and DASS w/o E&S, represent-
ing the model without emotion-enhanced embed-
ding, stance-enhanced embedding, and both. Com-
pared to DASS model, these variations resulted
in performance reductions of 9.65%, 6.06%, and
9.85% respectively in terms of F1, demonstrating
the effectiveness of the emotion-stance enhanced
module. For the user’s characteristic representa-
tion module, we developed DASS models without
group embedding (DASS w/o Grp) and without
all user embeddings (DASS w/o All), resulting in
performance decreases of 10.49% and 12.48% in
F1 score, respectively.

For the user’s representation module, we de-
veloped DASS models without group embedding
(DASS w/o Grp) and without all user embeddings
(DASS w/o Attr), resulting in performance de-
creases of 10.49% and 12.48% in F1 score, respec-
tively.

For the dialogue graph module, we conducted
dependency-level and graph-level ablation experi-
ments to assess the proposed dialogue graph. In the
dependency-level ablation, we introduced DASS
models without strategy dependency (DASS w/o
Stra), self-dependency (DASS w/o Self), and inter-

influence (DASS w/o Inter). These models all
demonstrated varying degrees of performance de-
crease, highlighting the effectiveness of the three
types of dependency relationships in this study.
Notably, the DASS w/o stra model exhibited the
most significant performance decrease, with respec-
tive drops of 8.83% and 1.74% in F1 score and
AUC, highlighting the crucial role of strategic de-
pendency in detecting susceptibility strategies. In
the graph-level ablation, we replaced the dialogue
graph of our DASS model with a fully-connected
graph (FCG) used in DialogueGCN, and a directed
acyclic graph (DAG) used in DAG-ERC, namely
DASS r.p FCG and DASS r.p DAG. The DASS
r.p FCG model, while able to comprehensively de-
scribe various dependencies in the dialogue, intro-
duced redundant information due to excessive edge
relationships, resulting in lower performance com-
pared to the DASS model. Moreover, the DASS
r.p DAG model contained self-dependencies of the
speakers and temporal dependencies of the sen-
tences, which was consistent with the DASS w/o
strategy model and had similar experimental re-
sults, further validating the effectiveness of the
strategy dependency in this paper.

7 Conclusion

In this paper, our primary contribution lies in the
proposal of a new task and the development of a
solid method to address it. Specifically, we intro-
duce the task of detecting susceptibility strategies,
develop the corresponding P4G+ dataset through
the reannotation of persuasive strategies and the
manual annotation of susceptibility labels. Our
method integrates a strategy-aware graph to ana-
lyze dialogue flow, an attitude-sensitive module for
content semantics extraction, and speaker represen-
tations augmented with group attributes. Extensive
experiments are conducted to assess our model’s ef-
ficacy, in comparison to established sequence- and
graph-based models. Results show that our model
achieves competitive performance.

8 Limitations

While this paper introduces a new task dataset and
a corresponding solution method, they both have
some limitations.

* In terms of the practicality of the task, we
assume that the historical dialogues of exist-
ing users all contain persuasive strategies that



have been used, and we identify the suscep-
tible strategies of users from them. Conse-
quently, our task framework may not iden-
tify susceptible strategies for new users with-
out historical dialogues or in cases where the
strategies used in the dialogue are not explic-
itly stated.

* As for the dataset, we develop P4G+ dataset
based on the PersuasionforGood dataset,
which is a persuasion dialogue dataset in the
donation domain. Therefore, there is a need to
further expand the dataset in terms of quantity
and domain, proposing a more comprehen-
sive and multidimensional dataset for a more
thorough evaluation.

* In terms of the method, the model in this pa-
per is based on the graph method. While it
offers stronger expressive power compared to
sequential models, it naturally lags in captur-
ing temporal information in dialogues. Con-
sequently, in precision metric, one sequence-
based model even outperforms the proposed
method. Therefore, enhancing the graph-
based method’s capability to capture sequen-
tial temporal information is one of the key
directions for future improvement.
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Appendix
A Strategy Definition

Table 5 presents the detailed definitions and corresponding examples of the eight general persuasion
strategies defined in (Chen and Yang, 2021)

Strategy Definition & Instance
The persuaders indicating their intentions to take acts or justify their earlier decisions to

Commitment convince others that they have made the correct choice
e.g., I have donated money to this institution, and it turns out I was right.
Making request full of emotional valence and arousal affect to influence others.
e.g.,I've been in the lowest depressive state of my life.
The usage of polite language in requests.
e.g.,Your help is deeply appreciated!
Responding to a positive action with another positive action. People are more likely to help
Reciprocity  if they have received help themselves.
e.g.,.I'll pay it forward with my first check.
People emphasizing on the urgency, rare of their needs.

Emotion

Politeness

Scarcit .
y e.g.,l haven’t eaten a meal in two days.
o The uses of credentials impacts to establish credibility and earn others’ trust.
Credibility . .
e.g..I can provide any documentation needed.
. Providing concrete facts or evidence for the narrative or request.
Evidence .
e.g.,My insurance was canceled today.
Emphasizing the importance or impact of the request.
Impact p g p p q

e.g.,This loan will help him with his business.

Table 5: Eight general persuasion strategies defined in the reference (Chen and Yang, 2021)

B The Proposed 18 Stylistic Feature

Table 6 presents the 18 stylistic features proposed in this paper. We extract the user’s stylistic feature from
four aspects, including Lexical Usage, Language Preference, Perspective Focus, and Tonal Style. We use
the ratio of each aspect as the field. For example, the verb ratio represents the proportion of the number of
verbs to the total number of words.

Feature Category Specific Fields

Preposition ratio, Verb ratio, Noun ratio, Adjective ratio
Adverb ratio, Average word length

Absolute word ratio, Ambiguous word ratio

Number ratio, Uppercase word ratio

First-person pronoun ratio, Second-person pronoun ratio
Third-person pronoun ratio, Pronoun ratio

Punctuation ratio, Pause ratio

Exclamation mark ratio, Sentence period ratio

Lexical Usage

Language Preference

Perspective Focus

Tonal Style

Table 6: Linguistic style feature

C Annotated Examples of P4G+

Here present two annotated examples of the PAG+ dataset. Each example consists of a dialogue sample
spanning 10 turns. In each turn, the first sentence is spoken by the persuader, and the second sentence is
spoken by the persuadee. The strategy employed by the persuader is highlighted in red. The label indicates
whether the persuader has successfully persuaded or changed the attitude of the persuadee. For instance,
in the first sample, the persuader successfully changed the attitude of the persuadee from "not ready to
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donate" in the 6" turn to "OK, I will donate" in the 7** turn with the strategy of Impart. Therefore, the
Impart strategy is regarded as the Susceptibility Strategy of the persuadee.
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Turn Conversation label
1 Hello (None) 0
Hello, how are you?
) I am well. I was wondering......do you often donate to charity? (None) 0
That’s great! I actually do not donate to charity often, but I believe I will in the future.
3 Have you ever heard of Save the Children Foundation? (None) 0
Yes, I have heard of the Save the Children Foundation.
Would you be interested in donated part of your task payment directly to Save the Children? (None)
4 . . 0
T actually am not ready to donate yet. I would like to find out more before donating.
Millions of Syrian children were killed or injured. You can learn more at URL (Evidence, Impact)
5 o . . . 0
Thank you for providing additional information, but I am not ready to donate yet.
6 Just .77 a day can help shelter a refugee family. That’s less than a cup of coffee (Impact) 0
I understand, but I need more time to think about it. I am not ready to donate right now.
You could make just a one-time donation today. Only .10 would change a life. (Impact)
7 . 1
Okay, I will donate .10 today.
Thank you! Your donation is greatly appreciated and will change a child’s life! (Emotion, Politeness)
8 . . 0
You are welcome. I hope that I will be able to donate more in the future.
9 I do as well. Have a wonderful day! (Emotion, Politeness) 0
You too! Have a wonderful day!
10 Thank you very much!(Politeness) 0
Thank you for taking time to share so much information about the Save The Children Foundation.
Susceptibility Strategy: Impact
Turn Conversation label
1 Hi, would you like to donate to Save the Children? (None) 0
Hello, I have heard of the organization but I don’t know what would my donation go toward?
Your donation would help children in developing countries. It will make a difference.(Evidence, Impact)
2 . . 0
I would rather help to an American children.
Are American children more important than non-American children? (None)
3 . . . 0
I am American and feel it important to help my fellow Americans
4 The children we help are in desperate need. Can’t you spare even a small donation?? (Scarcity) |
Perhaps I could help out a little. Where are you at?
5 You can check us out at URL(Evidence) 0
are you based in America? are you an American?
6 We’re an international NGO based in the UK.(Evidence) 0
looking at the link, it appears that children in America also benefit from your charity. Is that correct?
7 Ah, so you noticed. (Impact) 0
I hate to be so prejudicial, but I care about the kids around me more than ones I cannot see!
3 Well, then. You are a scallywag ninny! (Emotion, Politeness) 0
I accept that! How much of a donation are you looking for from me?
Your donation will be deducted from your task payment. Choose any amount you want. (None)
9 . . . . 1
all of it seems a little steep! I would consider a smaller portion. half would work for me.
10 Well, it’s something. Let’s do it, then. Half. Deal? (None) 0

yes, fifteen cents

Susceptibility Strategy: Impact
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