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Abstract

Differentially private (DP) decentralized Federated Learning (FL) allows local
users to collaborate without sharing their data with a central server. However,
accurately quantifying the privacy budget of private FL algorithms is challenging
due to the co-existence of complex algorithmic components such as decentralized
communication and local updates. This paper addresses privacy accounting for two
decentralized FL algorithms within the f -differential privacy (f -DP) framework.
We develop two new f -DP–based accounting methods tailored to decentralized
settings: Pairwise Network f -DP (PN-f -DP), which quantifies privacy leakage
between user pairs under random-walk communication, and Secret-based f -Local
DP (Sec-f -LDP), which supports structured noise injection via shared secrets. By
combining tools from f -DP theory and Markov chain concentration, our accounting
framework captures privacy amplification arising from sparse communication,
local iterations, and correlated noise. Experiments on synthetic and real datasets
demonstrate that our methods yield consistently tighter (ϵ, δ) bounds and improved
utility compared to Rényi DP–based approaches, illustrating the benefits of f -DP
in decentralized privacy accounting.

1 Introduction

Federated Learning (FL) has emerged as a powerful paradigm for privacy-preserving machine learning,
enabling user devices to collaboratively train models without sharing raw data [48, 31]. In scenarios
where a central server is unavailable, untrusted, or communication is expensive, decentralized FL
becomes a compelling alternative. Algorithms such as decentralized SGD [42, 41] offer scalability
and low communication overhead, making them well-suited for edge computing and peer-to-peer
applications [52, 69, 56, 37, 59, 34, 64, 62].

Despite its decentralized nature, FL remains susceptible to privacy leakage. Even without access
to raw data, model updates can reveal sensitive information [55, 67], especially under inference
or reconstruction attacks [50, 27]. Differential Privacy (DP) [19] offers a formal and principled
solution by bounding the effect of any individual data on model outputs. A widely used approach is
differentially private stochastic gradient descent (DP-SGD), which adds noise to stochastic gradients
to ensure privacy [1, 7]. In general, more accurate privacy accounting, i.e., quantifying cumulative
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privacy loss over multiple training rounds, allows for adding less noise to achieve the same privacy
guarantee, thereby improving utility. However, in decentralized settings—where users communicate
over graphs, activate randomly, and share information sparsely—privacy accounting remains a
significant challenge [44, 30, 47, 21].

A key factor influencing the difficulty of privacy accounting is the choice of privacy notion, which
governs how adversarial capabilities are modeled and how much noise must be added to ensure
privacy. Several existing decentralized DP-SGD protocols adopt strong privacy notions such as local
differential privacy (Local DP) [22, 33, 63, 43, 46], which assume adversaries can observe all local
updates. While offering strong protection, Local DP requires injecting substantial noise, significantly
degrading model performance. To address this limitation, recent work has proposed relaxed notions
like Pairwise Network DP (PN-DP) [16, 15], which better capture the partial observability inherent in
decentralized systems. In parallel, the Secret-based Local DP (SecLDP) framework [2, 60] considers
scenarios where user pairs conspire and share secrets with their neighbors and coordinate to add
correlated noise to their updates, enabling improved utility-privacy trade-offs under limited collusion.

However, existing analyses of both PN-DP and SecLDP rely on Rényi differential privacy (RDP) [49]
or (ϵ, δ)-DP, whose privacy bounds are often loose—especially for iterative algorithms. Given the
prevalence of iterative algorithms such as DP-SGD, we ask: Is it possible to develop a fine-grained
privacy accounting framework for decentralized FL that consistently improves the privacy–utility
trade-off across different algorithmic designs?

Contribution. Our answer is affirmative: we show that f -differential privacy (f -DP) [17] provides a
unified and effective analytical framework for privacy accounting in decentralized FL. We summarize
our contribution below.

1. New f -DP notions for decentralized FL. To enable tight privacy accounting, we introduce two
f -DP–based notions tailored to decentralized settings: (1) Pairwise Network f -DP (PN-f -DP)
extends PN-DP to quantify fine-grained privacy loss between user pairs in random walk communi-
cation, supporting both user-level (Theorem 4.1) and record-level (Theorem E.1) guarantees; (2)
Secret-based f -Local DP (Sec-f -LDP) generalizes f -DP to regimes with correlated noise and
shared secrets, as in DecoR-style algorithms (Theorem 4.2).

2. Refined privacy guarantees via f -DP. To illustrate, we analyze two representative and practical
variants of DP-SGD: (1) Decentralized DP-SGD with random-walk communication (Algorithm 1),
where updates propagate via a random walk in a communication graph [15]; and (2) DP-SGD with
correlated noise (Algorithm 2), where user pairs inject structured noise via shared secrets [2]. For
random-walk communication, we develop a PN-f -DP analysis that captures privacy amplification
from: (i) communication sparsity, (ii) local iteration updates, and (iii) Markov hitting times. Our
approach leverages the joint concavity of trade-off functions and Markov concentration to yield
tighter (ϵ, δ) bounds than RDP. For correlated-noise methods, we extend f -DP via Sec-f -LDP to
account for secret sharing and partial trust, producing sharper bounds under limited collusion.

3. Improved privacy–utility trade-offs. Empirical results on both real and synthetic datasets
show that f -DP–based accounting consistently yields tighter (ϵ, δ) bounds than existing methods,
requiring less noise for a given privacy level and leading to significantly improved model utility.

1.1 Related works

DP notions in FL. Local DP assumes all local models are observable by potential attackers
[22, 33, 63, 43, 45]. However, this strong observability assumption often requires injecting substan-
tial noise, which severely degrades utility in practice. To mitigate this issue, Pairwise Network DP
(PN-DP) was recently proposed [16, 15]. PN-DP relaxes the Local DP assumption by modeling
only pairwise observability—attackers can access the local model involved in each decentralized
communication round, rather than all local models. The prefix “PN” reflects that data exchange
occurs pairwise between connected nodes in a network. This relaxation enables the privacy amplifica-
tion by decentralization [14], providing more fine-grained DP guarantees and improving utility in
decentralized learning. Building upon this line of work, our PN-f -DP framework extends PN-DP by
adopting the f -DP formalism [17], which provides lossless privacy accounting through a hypothesis
testing interpretation. Existing PN-DP analyses rely mainly on Rényi DP (PN-RDP) [49], which
often yields loose bounds, while f -DP achieves tighter characterization. Furthermore, unlike previous
federated f -DP formulations [70], our PN-f -DP captures the additional privacy amplification arising
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from decentralization, random walks, and iterative communication—crucial algorimithic components
in realistic networked settings.

In some decentralized scenarios, users may further collude and share secrets [54, 2, 60], creating
correlations in their local randomness. This behavior is formalized as Secret-based Local DP
(SecLDP) by [2], which allows the injection of correlated noise to align the privacy–utility trade-off
with that of central DP. Extending this idea, our Sec-f -LDP framework leverages shared secrets
to incorporate correlated noise, thereby achieving additional privacy amplification in structured
collusion scenarios—an aspect not addressed by standard Local DP.

Privacy amplification in FL. The privacy analysis of decentralized DP-SGD is intricate due to
potential privacy amplification from randomized data processing. Privacy amplification refers to
techniques that enhance privacy protection by reducing the amount of information an attacker can
infer from the output. It can result from both shuffling [13, 24, 25, 35, 61] and decentralization
[14, 16, 15]. Beyond these, the latest privacy analysis of decentralized DP-SGD by [15] incorporates
the effects of iterative processes and random walks. In the case of iterative processes, only the final
model parameter is revealed, not the intermediate ones, which influences the random noise applied
to gradients, leading to privacy amplification by iteration [26]. This phenomenon has been further
explored in DP-SGD [3, 68] and extended into the f -DP framework via a shifted interpolated process
[8]. The iterative process is closely related to the intermittent communication in FL, where multiple
local updates occur between consecutive communication rounds without revealing any information.
On the other hand, the privacy impact of random walks has only been studied under RDP [15], and it
remains unclear how to capture this effect within the finer f -DP framework.

2 Preliminaries

2.1 Preliminaries on differential privacy

Differential Privacy [19] is a formal framework designed to protect individual data records by ensuring
that the output of a randomized algorithm remains nearly unchanged when a single entry in the
dataset is modified. Formally, let D = {zi}ni=1 ⊂ Z be a dataset of size n drawn from some data
domain Z . The classical definition of (ϵ, δ)-DP is as follows:
Definition 2.1 ((ϵ, δ)-DP). A randomized algorithm A satisfies (ϵ, δ)-DP if, for all neighboring
datasets D and D′ differing in at most one entry, and for any measurable set S ⊆ S, it holds that

P[A(D) ∈ S] ≤ eϵP[A(D′) ∈ S] + δ.

Intuitively, small values of ϵ and δ imply that the distributions of A(D) and A(D′) are nearly
indistinguishable. As a result, the presence or absence of any individual data point has limited
influence on the algorithm’s output, thereby preserving privacy. Rényi Differential Privacy (RDP)
[49] extends this notion by measuring privacy loss using the Rényi divergence between A(D) and
A(D′). This formulation enables more precise privacy accounting under composition, often yielding
cleaner and tighter bounds than standard composition results for (ϵ, δ)-DP.
Definition 2.2 (Rényi DP [49]). A randomized mechanism A satisfies (α, ϵ)-Rényi DP ((α, ϵ)-RDP)
if, for D and D′ that differ in one element, we have Rα(A(D)∥A(D)) ≤ ϵ, for all α > 1, where

Rα(P∥Q) := 1
α−1 log

∫ (p(x)
q(x)

)α
q(x)dx is the Rényi divergence between distributions P and Q.

Besides different divergences, the distinguishability between A(D) and A(D′) can be measured
using the hypothesis testing formulation [66, 32, 58] and is systematically studied as f -DP by [17].
More specifically, consider a hypothesis testing problemH0 : data ∼ P versusH1 : data ∼ Q and
a rejection rule ϕ ∈ [0, 1]. We define the type I error as αϕ = EP [ϕ], which represents the probability
of mistakenly rejecting the null hypothesis H0. The type II error, βϕ := 1− EQ[ϕ], is the probability
of incorrectly accepting the alternative hypothesis H1. The trade-off function T (P,Q) denotes the
minimal type II error at level α of type I error, expressed as: T (P,Q)(α) = infϕ{βϕ : αϕ ≤ α}.
Definition 2.3 (f -DP and Gaussian DP [17]). A mechanism A is said to satisfy f -DP if for any
datasets D and D′ that differ in one element, the inequality T (A(D),A(D′)) ≥ f holds pointwisely.
In particular, A satisfies µ-Gaussian DP (µ-GDP) if it is Gµ-DP with Gµ(x) = Φ(Φ−1(1− x)− µ),
where Φ denotes the cumulative distribution function (cdf) of the standard normal distribution.
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A mechanism satisfying f -DP is considered more private when its associated trade-off function f
is larger. In the extreme case where A(D) and A(D′) are indistinguishable, the trade-off function
attains its maximum: the identity function Id(x) := 1− x. Therefore, any valid trade-off function
must satisfy f ≤ Id pointwise. A trade-off function f = T (P,Q) is said to be symmetric if
T (P,Q) = T (Q,P ). As shown by [17], any trade-off function can be symmetrized. Throughout
this paper, we assume all trade-off functions are symmetric unless stated otherwise. Finally, the
composition of DP mechanisms admits a natural interpretation in f -DP: it corresponds to the tensor
product of trade-off functions (see Def. 2.4).
Definition 2.4 (Tensor product of trade-off functions [17]). For two trade-off functions f = T (P,Q)
and f ′ = T (P ′, Q′), the tensor product between f and f ′ is defined as f ⊗f ′ = T (P ×P ′, Q×Q′).
Specifically, the n-fold tensor product of f itself is denoted as f⊗n.

2.2 Pairwise network differential privacy

Communication graph. In decentralized FL, we assume that communications take place through a
connected communication graph G = (V,E), where V = {1, · · · , n} represents a set of n vertices
(or nodes). Each node i ∈ V corresponds to a local user, and every local user i holds a local dataset
Di. Collectively, these datasets are represented as D = ∪n

i=1Di. Communication between users is
facilitated by edges: if an edge (i, j) ∈ E exists, users i and j can exchange information. To model
these interactions, we introduce a transition matrix W ∈ Rn×n, which is a Markov matrix satisfying∑n

j=1Wij = 1 for any i ∈ [n]. Each entry Wij reflects the probability of transmitting a message
(such as model updates) from node i to node j in the next step. Specifically, for the communication
graph (V,E), we have Wij > 0 if (i, j) ∈ E, and Wij = 0 otherwise.

Two DP levels. We consider two DP notions with different granularities in decentralized learning:
user-level DP, which bounds the influence of any single user’s entire dataset on the algorithm’s output
[40, 28], and record-level DP, which limits the impact of changing a single data point within a user’s
dataset [70, 12]. In user-level DP, datasets D and D′ are adjacent (denoted D ∼ D′ or D ∼i D

′) if
they differ in all records of a single user i, offering stronger privacy. In contrast, record-level DP
defines adjacency (denoted D ≈ D′ or D ≈i D

′) based on a difference in just one record. User-level
DP provides stronger protection but lacks certain benefits like privacy amplification by sub-sampling,
which can enhance record-level DP guarantees but does not apply when entire user datasets differ.

Pairwise network differential privacy (PN-DP). PN-DP is a recent relaxation of local DP tailored
for decentralized FL [15]. It applies to settings where user j has limited visibility of the overall
algorithm output. PN-DP quantifies the privacy leakage from user i’s data to user j by bounding
the distinguishability of Aj(D) and Aj(D

′), where D ∼i D
′ are user-level adjacent datasets. Here,

Aj(D) denotes user j’s view of the algorithm’s output. Existing work focuses on user-level PN-DP
using RDP tools [14, 16, 15]. In Section 3, we develop our own PN-f -DP framework and also
incorporate record-level analysis for finer privacy guarantees.
Definition 2.5 (User-level pairwise network RDP, or PN-RDP [16]). For a function ϵ : V ×V → R+,
an algorithm A satisfies (α, ϵ)-pairwise network RDP if for all pairs (i, j) ∈ V × V and for two
datasets D ∼i D

′, Rα(Aj(D)∥Aj(D
′) ≤ ϵ(i, j).

2.3 Private Decentralized SGD with local updates
We study two representative algorithms in decentralized differentially private learning: decentralized
DP-SGD (Algorithm 1) and DecoR (Algorithm 2).

Algorithm 1 describes decentralized DP-SGD with local updates. At each communication round
t, the active user it performs K local SGD steps using mini-batch gradients gk,t, each perturbed
with Gaussian noise Zk,t ∼ N (0, σ2) scaled by the ℓ2-sensitivity ∆. These updates are optionally
projected onto a convex set K via ΠK, though we focus on the unconstrained case. After K steps,
the model θK,t is sent to a new user j ∼ Wit based on the random walk transition matrix W , and
the process continues with it+1 = j. We analyze the general case of K ≥ 1, extending prior work
focused on K = 1 [15].

Algorithm 2 (DECOR) describes a parallel variant where each user i clips its gradient to norm ∆,
adds structured noise—correlated noise shared with neighbors (Zij,t = −Zji,t) and independent
noise Z̄i,t ∼ N (0, σ2

DPId)—and updates its model. Users then average their intermediate models via
a mixing matrix W . This design enables a decentralized implementation of SecLDP [2], improving
privacy–utility trade-offs under limited trust assumptions.
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Algorithm 1: Decentralized DP-SGD

Input: Transition matrix W , communication
rounds T , K, K, start node i0; init
θ0,0, stepsizes η, batch size b,
sensitivity ∆, σ, {ℓi}i∈V

for t = 0 to T−1 do
for k = 0 to K−1 do

Sample mini-batch gk,t with
E[gk,t] = ∇ℓit(θk,t);

Sample Zk,t ∼ N (0, σ2);
Update θk+1,t ←
ΠK (θk,t − η(gk,t + Zk,t));

end
Sample j ∼Wit ;
Send θK,t to j;
Set it+1 ← j;

end
Output: θK,T

Algorithm 2: DECOR: DP-SGD with Corr. Noise
Input: User i initializes θi,0; transition matrix W ;

communication rounds T , stepsizes η,
sensitivity ∆, σcor, σDP, {ℓi}

for t = 0 to T−1 do
for i = 1 to n do // in parallel

Sample a data point and compute
gi,t := Clip(∇ℓi(θi,t),∆);

for j ∈ Ni do // neighbors of i
Sample Zij,t = −Zji,t ∼ N (0, σ2

corId);
end
g̃i,t := gi,t +

∑
j∈Ni

Zij,t +N (0, σ2
DPId);

θi,t+ 1
2
← θi,t − ηg̃i,t;

θi,t+1 ←
∑

j Wijθj,t+ 1
2

;
end

end
Output: θK,T

3 f -Differential Privacy Notions for Decentralized Learning
To obtain tighter privacy guarantees for Algorithm 1, we introduce Pairwise Network f -Differential
Privacy (PN-f -DP). We first focus on user-level privacy, where two datasets D and D′ are adjacent at
the user level (D ∼i D

′). Let A(D) denote the output of Algorithm 1 on dataset D, and let Aj(D)
represent user j’s view—i.e., all intermediate messages received by j during training.

Definition 3.1 (User-level PN-f -DP). Let f : V × V × [0, 1] → [0, 1] be such that fij := f(i, j, ·)
is a trade-off function for any i, j ∈ V . A decentralized algorithm A(D) = (Aj(D))j∈V satisfies
user-level pairwise network f -differential privacy if T (Aj(D),Aj(D

′)) ≥ fij for all nodes i, j ∈ V
and two user-level neighboring datasets D ∼i D

′.

We similarly define the record-level variant, where D ≈i D
′ denotes datasets differing in exactly one

record held by user i.

Definition 3.2 (Record-level PN-f -DP). Let f : V ×V × [0, 1] → [0, 1] be such that fij := f(i, j, ·)
is a trade-off function for any i, j ∈ V . A decentralized algorithm A(D) = (Aj(D))j∈V satisfies
record-level pairwise network f -differential privacy if T (Aj(D),Aj(D

′)) ≥ fij for all nodes
i, j ∈ V and two record-level neighboring datasets D ≈i D

′.

Remark 3.1. Our definition of record-level PN-f -DP is a relaxation of weak federated f -DP in [70].
Specifically, if a mechanism A satisfies record-level PN-f -DP, then it also satisfies weak federated
f̃ -DP, where f̃ = (mini,j fij) with (·) the double convex conjugate operator. Note that for a function
g : R → R, its convex conjugate is defined by g∗(y) := maxx{xy − g(x)}.

In some decentralized learning scenarios, a pair of users (i, j) may share a sequence of secrets Sij .
Privacy analysis can be performed by relaxing local differential privacy and introducing the concept of
SecLDP, as discussed in [2]. Users with secrets may injected correlated noise before gossip averaging
and use uncorrelated noise to protect the gossip average, as shown in Algorithm 2 proposed by [2].

Definition 3.3 (Sec-f -LDP). Let SI = (Sij , i, j ∈ V) be a set of secrets with some in-
dices I ⊂ V . We say a randomized decentralized algorithm A satisfies SI-Sec-f -LDP if
T (A(D)|SI is hidden,A(D′)|SI is hidden) ≥ f , for any neighboring datasets D,D′. Specifically,
if f = T (N (0, 1),N (µ, 1)), we say A satisfies SI-Sec-µ-GLDP (secret Gaussian local differential
privacy).

4 Privacy Analysis
This section presents the privacy guarantees for the two proposed algorithms. For Algorithm 1,
Section 4.1 analyzes the user-level privacy guarantees, while Section 4.2 focuses on the record-level
ones. For Algorithm 2, Section 4.3 investigates the f -DP characterization under correlated noise.
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4.1 User-level Privacy Analysis

The privacy analysis of Algorithm 1 is divided into two steps, following the spirit in [15]. In the first
step, we bound the privacy loss incurred each time the algorithm visits node j. To obtain a tighter
bound, we leverage f -DP techniques that account for the mixture mechanisms and iterative structure
induced by the random walk and updates in Algorithm 1. In the second step, we analyze the total
number of node visits using a recently developed Hoeffding-type inequality for Markov chains [23].
The overall privacy loss is then obtained by composing the per-visit guarantees across all visits. A
detailed proof is provided in Appendix D.

Mixture distributions from random walks. We now present the first step of our analysis. Consider
a random variable, Asingle

j (D), which represents the model first observed by the user j after it has
been updated using data from some node i. Let At

j(D) denote the model observed by user j at time t
for the first time. By the properties of random walks, the probability that the model reaches node j
from node i for the first time at time t is given by wt

ij := P[τij = t], where τij is the hitting time from
i to j. If τij ≥ T +1, then user j does not observe the model within T steps, ensuring perfect privacy:
AT+1

j (D) = AT+1
j (D′) for all D ∼i D

′. We define wT+1
ij := P[τij ≥ T + 1] = 1−∑T

t=1 w
t
ij as

the probability that the model is not observed by node j within T steps. Hence, the distribution of
the one-time snapshot Asingle

j (D) can be expressed as a mixture over {At
j(D)}T+1

t=1 , with weights
{wt

ij}T+1
t=1 reflecting the timing of the first visit.

To analyze the privacy of the mixture mechanism Asingle
j (D), we leverage the joint concavity of trade-

off functions established in [61]. Let P t
j and Qt

j denote the distributions of At
j(D) and At

j(D
′), with

respective densities ptj and qtj , and define the corresponding trade-off function as f tij := T (P t
j , Q

t
j)

for D ∼i D
′. The key insight is that the overall privacy loss—despite arising from a random and

time-dependent mixture—can be lower bounded by a convex combination of the per-step trade-offs
f tij’s, weighted by the same weight {wt

ij}T+1
t=1 . This is formalized in the following lemma.

Remark 4.1. The idea of focusing on a single observation Asingle
j (D) is inspired by [15]. However,

unlike their approach, which defines the weights wt
ij as the matrix entries (W t)ij , we instead define

wt
ij based on the hitting time distribution. This subtle shift better captures the random walk dynamics

and leads to tighter bounds. As shown in our experimental results in Section 5, converting our f -DP
guarantees back into RDP yields improved bounds, primarily due to the more accurate modeling of
communication timing via hitting times.

Lemma 4.1. For any D ∼i D
′, we have T (Asingle

j (D),Asingle
j (D′)) ≥ f singleij , where f singleij is

defined as follows: for all s ∈ [0,∞),

f singleij (α(s)) =
T∑

t=1

wt
ijf

t
ij(αt(s)) + wT+1

ij (1− αT+1(s)) ,

with αt(s) = PrX∼P t
j

[
pt
j(X)

qtj(X)
> s
]

for any t, αT+1(s) = 1[s<1], and α(s) =
∑T+1

t=1 w
t
ijαt(s).

Remark 4.2. The joint concavity (lower) bound f singleij for trade-off functions in Lemma 4.1 is
widely used in f -DP literature, and [61] provides necessary and sufficient conditions under which
this bound is tight. In general, the tightness depends on the behavior of the likelihood ratio of the
mixture, which in our case is determined by a complex, data-dependent walk over the graph topology.

Computation of the weights wt
ij . A remaining issue is how to compute the weights wt

ij . Recall
that wt

ij = P[τij = t], which denotes the probability that user j observes the model for the first time
at the t-th iteration. To compute wt

ij recursively, we begin with the base case: for t = 1, the model
is transmitted directly from user i to user j, so w1

ij = Wij . For t > 1, we decompose the event
{τij = t} based on the first step of the random walk. If the model is sent to a user k ̸= j in the first
step, the event {i1 = k, τij = t} is equivalent to {τkj = t − 1}, meaning the model must reach j
from k in exactly t− 1 steps, without visiting j beforehand. By the Markov property, we obtain the
recurrence: wt

ij =
∑

k ̸=j Wikw
t−1
kj . The initialization satisfies w0

ii = 1 and w0
ij = 0 for j ̸= i, as the

model starts at user i.
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Computation of individual trade-off f tij . To compute each trade-off function f tij , we apply the
composition rule of f -DP, which accounts for the cumulative privacy effect of local updates. Since
noise is added at each step, these updates offer privacy protection. When the loss functions are
strongly convex, we apply privacy amplification by iteration in f -DP [8], which leverages both the
contraction effect and repeated noise injection to yield tighter trade-off functions. In contrast, for
general non-convex loss functions, we use the standard composition rule from Def. 2.4, resulting in a
more conservative privacy bound. The following lemmas summarize both cases.

Lemma 4.2. Assume that the loss functions ℓi are m-strongly convex and M -smooth. Let
c = max{|1 − ηm|, |1 − ηM |}. Then, for 0 < c < 1, we have f tij ≥ Gµt

with µt =√
c2K(t−1) · 1+c

1−c ·
(1−cK)2

1−c2Kt
∆
σ . When c = 1, one has µt =

√
K∆

σ
√
tK+1

.

Lemma 4.3. For non-convex loss functions with gradient sensitivity ∆, we have f tij ≥ G √
K∆√

tK+1σ

.

Final privacy guarantee: Combining all components together. With f singleij from Lemma 4.1
and a lower bound on each f tij from Lemma 4.2 or 4.3, we can compute a valid lower bound on the
trade-off function T (Asingle

j (D),Asingle
j (D′)) ≥ f singleij . This bounds the privacy leakage from user

i to user j at the time when the model is first observed by j. Since Algorithm 1 repeatedly updates
and transmits the model, this process may occur multiple times. Thus, it suffices to compose the
per-visit trade-off function f singleij according to the number of visits to user j. To bound this number,
we apply a concentration inequality for Markov chains [23]. Details are deferred in the Appendix.

Combining these components yields the final privacy guarantee in Theorem 4.1. Although it lacks a
closed-form expression, the bound can be efficiently computed numerically.

Theorem 4.1. Assume the transition matrix W is irreducible, aperiodic, and symmetric, with a
spectral gap 1 − λ2 > 0, where λ2 is the second-largest eigenvalue of W (see Appendix A for
definitions). Then, for D ∼i D

′, under the assumptions in Lemma 4.2 (strongly convex case) or
Lemma 4.3 (non-convex case), we have

T (Aj(D),Aj(D
′)) ≥

(
f singleij

)⊗⌈(1+ζ)T/n⌉

with probability 1− δ′T,n, for any ζ > 0 and δ′T,n = exp
(
− 1−λ2

1+λ2
· 2ζ2T/n2

)
. The probability is

taken over the randomness of the random walk initialized from the stationary distribution.

Remark 4.3. Lemma 4.1 holds for any valid trade-off function f tij . In this work, we focus on the
Gaussian lower bound (in Lemmas 4.2 or 4.3) for its simplicity and (asymptotic) universality [18].
Consequently, Theorem 4.1 also applies to general lower bounds of trade-off functions, provided that
they are valid and their mixture distributions can be efficiently computed.

Remark 4.4. The slack term δ′T,n accounts for uncertainty in the number of times a user j is visited
during training [15]. With probability at least 1− δ′T,n, user j is visited no more than ⌈(1 + ζ)T/n⌉
times, yielding the composed trade-off function (f singleij )⊗⌈(1+ζ)T/n⌉ in Theorem 4.1. If the exact
visit count N were known, the bound (f singleij )⊗N would apply instead. Thus, δ′T,n merely captures
uncertainty from concentration bounds without materially affecting the results.

4.2 Extension to Record-level Privacy

Our analysis naturally extends to the record-level setting, which provides finer-grained privacy by
protecting individual data records rather than entire users. In this case, each user computes a stochastic
gradient using a random subset of their local data, which reduces the probability that any given
record is selected—thus amplifying privacy. Technically, this effect can be captured using privacy
amplification by sub-sampling [33, 5, 65, 72, 71]. We consider two datasets D and D′ that differ by
a single record belonging to user i, denoted D ≈i D

′.
The record-level analysis mirrors the user-level analysis, with each f tij replaced by a new f̃ tij .
However, sub-sampling interacts with privacy amplification by iteration, making the analysis more
intricate. To characterize f̃ tij , we adopt a sum-sampling operator Cp defined by Definition E.1. The
full proof is provided in Appendix E.
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Lemma 4.4. Define the trade-off function f̃ tij = T (At
j(D),At

j(D
′)) for D ≈i D

′. If each loss
function is m-strongly convex, M -smooth with gradient sensitivity ∆. Then, for any η ∈ (0, 2/M),

f̃ tij ≥ G

(
2
√
2c(t−1)KbK
ησ

)
⊗
[

K⊗
k=1

C b
mi

(
G

(
2ak
ησ

))]
, ∀t > 1,

wheremi is the sample size of user i and c = max{|1−ηm|, |1−ηM |}. Here, the sequence {bk, ak}
is given by bk+1 = max {cbk, (1− γk+1) (cbk + η∆)} , ak+1 = γk+1 (cbk + η∆) with b0 = 0, and
0 < γk < 1. If each loss function is non-convex, we have f̃ij ≥ ⊗K

k=1C b
mi

(G ∆
ησ
).

We obtain the record-level privacy guarantee by replacing f tij in Lemma 4.1 and Theorem 4.1 with
f̃ tij , with details can be found in Appendix E. Moreover, our result can be extended to the non-convex
case without considering privacy amplification by iteration, as detailed in Lemma E.2.

4.3 Secret f -DP with Related Noise

Our f -DP framework can be naturally extended to settings where users share secrets to coordinate
noise addition, as proposed in Algorithm 2. We refer to this setting as Sec-f -LDP, formally defined in
Definition 3.3. To formalize this, we consider honest-but-curious collusion at level q [2], where any
coalition of up to q users may pool their information, including the shared secrets they have access to.
This formulation models a practical threat scenario where partial trust exists across the network: users
behave according to protocol but may attempt to extract additional information through collusion. We
analyze privacy for Algorithm 2, which incorporates both independent Gaussian noise and pairwise
correlated noise via shared secrets. The following theorem provides a quantitative guarantee under
the Sec-f -LDP framework. The proof is given in Appendix F.2.
Theorem 4.2. Algorithm 2 against honest-but-curious users colluding at level q satisfies (µ,S)-
SecGDP with

µ = ∆ ·
√

1

(n− q)σ2
DP

+
1− 1

n−q

σ2
DP + λ2(L)σ2

cor

,

where, σ2
DP and σ2

cor are the variance of the independent and dependent noise correspondingly and
L is Laplacian matrix of the graph and λ2 is the second largest eigen-value of a matrix.
Remark 4.5. In Theorem 4.2, “honest-but-curious collusion at level q” refers to a setting where the
adversary can access all data and secrets except those of q users. This follows the adversarial model
adopted in [2] and is standard in secret-sharing–based privacy mechanisms. See Appendix F.1 for
further details.

5 Experiments
In this section, we present numerical experiments to demonstrate the performance of the proposed
privacy accounting methods on both synthetic and real datasets. The codes are available at https:
//github.com/lx10077/PN-f-DP. The goal is to examine how replacing previous RDP-based
accounting methods with our f -DP-based approach affects the privacy–utility trade-off under different
network settings. We first compare PN-f -DP with PN-RDP on synthetic graphs, then evaluate their
performance on two private classification tasks, and finally analyze the improved trade-off achieved
with correlated noises. Additional results on other graph structures and parameter settings are
provided in Appendix H due to space limitations.

Comparison with PN-RDP on synthetic graphs. Following the experiment setup in [15], we
generate several synthetic graphs and report the privacy parameter ϵ when we convert PN-f -DP
or PN-RDP to (ϵ, δ)-DP for a given value of δ. For fair comparison, we fix the total iterations T ,
local updates K = 1, and noise variance σ2 = 1. We set T = Θ( logn

λ2
), which is the number of

steps required for the random walk to converge to a minimal precision level. We use the numerical
composition method in [29, 36] to convert PN-f -DP to (ϵ, δ)-DP. When numerically converting
PN-RDP to (ϵ, δ)-DP, we adopt the method in [8], which computes the minimum ϵ among the four
existing conversion methods [10, 49, 6, 4].

We report results on a hypercube graph with n = 32 nodes in Figure 1, and include similar results on
two other synthetic graphs and one real graph in Appendix H. Figure 1(a) provides a visualization

8

https://github.com/lx10077/PN-f-DP
https://github.com/lx10077/PN-f-DP


(a) Hypercube graph.
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Figure 1: Comparisons by converting PN-f -DP and PN-RDP to PN-(ϵ, δ)-DP on Hypercube. See
more experimental results in Appendix H.1.

of the hypercube graph. Figure 1(b) shows the pairwise privacy budgets ϵ (for δ = 10−5) derived
by converting PN-f -DP and PN-RDP to (ϵ, δ)-DP. Across nearly all node pairs, the values from
PN-f -DP are noticeably smaller—appearing darker—than those from PN-RDP, indicating stronger
privacy guarantees. In Figure 1(c), we further examine the privacy leakage from user 1 to user n as a
function of δ. In this plot, we also evaluate a refined RDP baseline that uses the exact hitting time, as
opposed to the upper bound in [15]. Even with this tighter baseline, our PN-f -DP method consistently
yields the smallest ϵ, demonstrating its effectiveness in achieving tighter privacy guarantees.

Graph ϵ RDP RDP (HT) Ours

Complete 10 0.867 0.884 0.891
Complete 8 0.854 0.876 0.885
Complete 5 0.813 0.852 0.869
Expander 10 0.797 0.823 0.854
Expander 8 0.763 0.797 0.840
Expander 5 0.647 0.706 0.792

Table 1: Test accuracy on MNIST classifica-
tion with δ = 10−5. Bold denotes the best.

Better performance on private classification. We
then evaluate the impact of our tighter privacy ac-
counting on downstream performance of DP-SGD
through two classification tasks. The first is a logis-
tic regression model trained on a binarized version
of the UCI Housing dataset,3 and the second is an
MNIST image classification [38] task using a sim-
ple convolutional neural network. To meet a target
(ϵ, δ)-DP guarantee, we compute the required gradi-
ent noise variance using different privacy accounting
methods. We follow the experimental setup of [15],
including standardizing feature vectors, normalizing data points, and splitting each dataset randomly
into 80% training and 20% test sets. The training data is then distributed across n = 28 users, each
holding 64 local samples, according to an expander graph topology. We compare three approaches:
decentralized DP-GD, local DP-GD, and our random-walk-based DP-GD under different noise
variances. We focus on the privacy loss from user 1 to user 2, fixing (ϵ, δ) = (10, 10−5), and record
both objective values and test accuracy every 100 iterations. Results are presented in Figure 2. As
seen, the random-walk-based method with f -DP consistently achieves the best performance. This
improvement is due to the tighter noise calibration enabled by f -DP, which allows us to meet the same
(ϵ, δ)-DP guarantee with lower noise variance—thus enhancing the privacy-utility trade-off. Table 1
presents the test accuracy results for the MNIST classification task under varying graph structures
and privacy budgets ϵ. As shown, our method consistently yields higher accuracy across settings.
The same pattern holds for logistic regression when increasing the number of users to n = 211 or
reducing the privacy budget to ϵ = 5 or 3. These additional results are reported in Appendix H.2.

Better performance on related noises. Finally, we demonstrate how our f -DP method improves
the privacy-utility trade-off for decentralized FL with related noises. Our experimental setup follows
[2]. We consider n = 16 users on two standard network topologies with increasing connectivity: a
ring and a 2D torus (grid). Each experiment is repeated with four random seeds for reproducibility.
We compare against two baselines: SecLDP [2] and local DP. Figure 3 shows the results for logistic
regression on the a9a dataset [11]. As seen, our method (red curves) consistently achieves a better
privacy-utility trade-off across different values of the privacy budget ϵ and both network topologies.

6 Conclusions
We introduced two new differential privacy notions for decentralized federated learning: PN-f -DP
and Sec-f -LDP, extending the f -DP framework to settings with independent and correlated noise,
respectively. These enable tighter and composable privacy analysis for various decentralized protocols.

3Available at https://www.openml.org/search?type=data&sort=runs&id=823/.
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Figure 2: Top: Performance of private logistic regression on the Housing dataset. Bottom: Perfor-
mance of private MNIST classification using a neural network.
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Figure 3: Left: Privacy-utility trade-offs for our f -DP, DECOR, and LDP when converted to the same
(ϵ, 10−5)-DP. Right: Optimality gap vs. iteration steps for Alg. 2 using different privacy accounting
methods with ϵ = 3. Similar results for other values of ϵ ∈ {5, 7, 10} are provided in Appendix H.3.

Using PN-f -DP, we derived user- and record-level guarantees for decentralized DP-SGD with random-
walk communication, while Sec-f -LDP was applied to correlated-noise algorithms such as DecoR.
Experiments on synthetic graphs and the UCI housing dataset show that f -DP–based accounting
consistently achieves a stronger privacy–utility trade-off than RDP-based methods. Our framework
readily generalizes to dynamic or time-varying graphs by updating the transition matrices W t each
round and applies to other decentralized FL algorithms—such as gossip-based, asynchronous, or
push-sum protocols—by defining suitable W t and update rules. It also accommodates non-uniform
or partial participation, and known participation probabilities can be incorporated into the weighting
scheme for additional privacy amplification. Extending these ideas and establishing information-
theoretic lower bounds remain promising directions for future work.
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A Preliminaries on Markov Chains

Here, we summarize several properties of Markov chains that will be utilized in our proof, as detailed
in standard Markov chain textbooks, such as [39].
Definition A.1 (Irreducible). A Markov chain with transition matrix W is called irreducible if there
exists t > 0 such that W t

ij > 0 for any i, j ∈ [n].

For a probability distribution π supported on [n] with pmf {πi}ni=1 (i.e., πi ≥ 0 and
∑n

i=1 πi = 1)
and a transition matrix W , we define π(W ) as

(π(W ))j =

n∑
i=1

πiWij , for any j ∈ [n].

Definition A.2 (Stationary distribution). For a Markov chain with transition matrix W , we say π is a
stationary distribution of W is π(W ) =W.

Proposition A.1 (Existence of a stationary distribution). For an irreducible Markov chain with
transition matrix W , there is a probability π such that π(W ) =W , i.e., π is a stationary distribution
of W.

Let T (i) = {t ≥ 1 : (W t)ii > 0} be the set of all times when the probability of the chain starting
from node i returns to node i. The period of node i is defined as the greatest common divisor of T (i).
Definition A.3. We say a Markov chain is aperiodic if the period of every node i is 1.

B Useful Properties of f -DP

B.1 Joint Concavity of Trade-Off Functions

As the random walk implies a mixture distribution, we first provide f -DP guarantees for mixture
mechanisms using the joint concavity of trade-off functions introduced by [61].

Let {Pi}mi=1 and {Qi}mi=1 be two sequences of probability distributions and let pi and qi be the pdf
of Pi and Qi, correspondingly. A mixture distribution Pw that is a mixture of {Pi}mi=1 with weights
w = {wi}mi=1 has pdf pw =

∑m
i=1 wipi. Similarly, let Qw denote the mixture of {Qi}mi=1 with the

same weights w = {wi}mi=1, i.e., Qw has a pdf given by qw =
∑m

i=1 wiqi.
Lemma B.1 (Joint concavity of trade-off functions[61]). For two mixture distributions Pw and Qw,
it holds

T (Pw, Qw)(α(t, c)) ≥
m∑
i=1

wiT (Pi, Qi)(αi(t, c)),

where αi(t, c) = PX∼Pi

[
qi
pi
(X) > t

]
+cPX∼Pi

[
qi
pi
(X) = t

]
is the type I error for testing Pi v.s. Qi

using the likelihood ratio test and α(t, c) =
∑m

i=1 wiαi(t, c).

According to [61], Lemma B.1 implies the joint convexity of F -divergences, including the scaled
exponentiation of the Rényi divergence and the hockey-stick divergence.

B.2 Privacy Amplification by Iteration

Consider the DP-SGD algorithm defined iteratively as

θk+1 = ΠK
[
θk − η

(
gk(θk) +N (0, σ2)

)]
with some initialization θ0, some closed and convex set K, and some gradient map gk. The effect of
iteration on the Gaussian noise has been studied by [26], which is termed as privacy amplification by
iteration. This is further investigated by [3, 68] which shows that the privacy budget of DP-SGD may
converge as the iteration goes. Here we introduce recent f -DP result for privacy amplification by
iteration [8] which will be adopted in our privacy analysis.

For a map ϕ, we say ϕ is a contraction ϕ is c-Lipschitz for some 0 < c < 1. When c = 1, we say ϕ is
non-expansive. The following conclusion is a well-known result to guarantee that the gradient map
θ 7→ θ + gk(θ) is non-expansive.
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Lemma B.2. Consider a loss function ℓ that is convex and M -smooth. Then, the gradient descent
update ϕ(x) = x− η∇f(x) is non-expansive for each η ∈ [0, 2/M ]. If f is additionally m-strongly
convex and η ∈ (0, 2/M), then ϕ is c-Lipschitz with c = max{|1− ηm|, |1− ηM |} < 1.

The iteration of DP-SGD relates to the contractive noisy iteration.
Definition B.1 (Contractive noisy iterations (CNI)). The contractive noisy iterations
CNI(θ0, {ϕk}k∈[t], {ξk}k∈[t],K) corresponding to a sequence of contractive functions {ϕk}k∈[t], a
sequence of noise distributions {ξk}k∈[t], and a closed and convex set K, is the stochastic process

θk+1 = ΠK(ϕk+1(θk) + Zk+1), (1)

where Zk+1 ∼ ξk+1 is independent of (θ0, . . . , θk).

For CNI, one can consider the privacy amplification by iteration. Here, we apply the f -DP guarantee
in the following lemma from [8].
Lemma B.3 (Privacy amplification by iteration, Lemma C.3 in [8]). Let θt and θ′t respectively be the
output of CNI(θ0, {ϕk}k∈[t], {N (0, σ2Ip)}k∈[t],K) and CNI(θ0, {ϕ

′

k}k∈[t], {N (0, σ2Ip)}k∈[t],K)

such that each ϕk, ϕ′k is c−Lipschitz and ∥ϕk−ϕ
′

k∥∞ ≤ sk for all k ∈ [t]. Then for any intermediate
time τ and shift parameters γτ+1, · · · , γt ∈ [0, 1] with γt = 1,

T (θt, θ
′
t) ≥ G

 1

σ

√√√√ t∑
k=τ+1

a2k

 ,

where ak+1 = γk+1(cbk + sk+1), bk+1 = (1− γk+1)(cbk + sk+1), and ∥θτ − θ′τ∥ ≤ bτ .

B.3 Additional Useful Properties

Post-processing property of f -DP [17]. An important property of DP is its resistance to data-
independent post-processing. For f -DP, this post-processing property is described in the following
proposition.
Proposition B.1. For any probability distributions P,Q and any data-independent post-processing
Proc, it holds

T (Proc(P ),Proc(Q)) ≥ T (P,Q) .

From f -DP to (ϵ, δ)-DP and back [17]. On one hand, a f -DP mechanism with a symmetric
trade-off function f is (ϵ, δ(ϵ))-DP for all ϵ > 0 with

δ(ϵ) = 1 + f∗(−eϵ).
On the other hand, if a mechanisms is (ϵ, δ(ϵ))-DP, then it is f -DP with f = supϵ>0 fϵ,δ where

fϵ,δ(α) = max
{
0, 1− δ − eϵα, e−ϵ(1−δ−α)

}
.

From f -DP to RDP [17]. An f -DP mechanisms is (α, ϵf (α))-RDP where

ϵf (α)) =
1

α− 1
log

∫ 1

0

|f ′(x)|1−αdx.

In particular, a µ-GDP mechanism is (α, 12µ
2α)-RDP. It is worth mentioning that converting RDP

back to f -DP is challenging.

C Additional Details on the Extension to Record-Level Privacy

D Proofs of Section 4.1

The proof of the user-level analysis can be divided into the following steps: first, we prove Lemma
4.1, which deals with the mixture distributions caused by random walk; then, we study the privacy
amplification of Algorithm 1 and prove Lemma 4.2; the last step is to prove Theorem 4.1.
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D.1 Proof of Lemma 4.1

Recall the random variable Asingle
j (D) that represents the model visits user j for the first time after

passing user i and At
j(D) which represents the model visits user j for the first time at the t-th iteration.

Thus, one has

P[Asingle
j (D) = At

j(D)] = P[τij = t] = wt
ij , for all 1 ≤ t ≤ T.

where τij is the hitting time from i to j. There is a chance that the model will not be observed after T
steps, which is represented by a random variable AT+1

j (D). And we have

P[Asingle
j (D) = AT+1

j (D)] = P[τij > t] = 1−
T∑

t=1

wt
ij =: wT+1

ij , for all 1 ≤ t ≤ T.

By the definition of mixture distributions, one has Asingle
j (D) is a mixture of {At

j(D)}T+1
t=1 with

weights {wt+1
ij }T+1

t=1 .We finish the proof by applying the joint convexity in Lemma B.1 to the mixture
above.

D.2 Proof of Lemma 4.2

Recall that f tij is the privacy loss when the model is observed in the user j after t steps. Note that,
after t steps, Algorithm 1 has been run for tK iterations. Thus, the trade-off function f tij can be
bounded by adopting privacy amplification by iteration in [8]. Using Lemma B.3, we have the
following iteration results for Algorithm 1.
Lemma D.1 (Privacy amplification for decentralized DP-SGD). Under assumptions in Lemma 4.2,
for any γ1, · · · , γtK ∈ [0, 1] with γtK = 1, it holds

f tKij ≥ G 1
ησ

√∑tK
k=1 a2

k

,

where ak+1 = γk+1(cbk + sk+1), bk+1 = (1 − γk+1)(cbk + sk+1) with b0 = 0, sk ≡ η∆ for
1 ≤ k ≤ K, and sk ≡ 0 for K + 1 ≤ k ≤ Kt. Here G 1

ησ

√∑tK
k=1 a2

k

is the Gaussian trade-off

function Gµ with µ = 1
ησ

√∑tK
k=1 a

2
k.

Proof. The proof is based on Lemma B.3. To obtain the final result, we need to clarify the choice of
parameters sk and bτ in Lemma B.3 with τ = 0. Recall that sk is the upper bound on ∥ϕk − ϕ′k∥∞,
where ϕk(x) := x−η/b∑b

i=1 ∇fi(x) represents the gradient map and ϕ′k := x−η/b∑b
i=1 ∇f ′i(x)

is another gradient map obtained by modifying the dataset held by user i. In the first K steps
(1 ≤ k ≤ K) the iteration is running with user i’s dataset. Thus, sk is upper bounded η∆ where ∆ is
the sensitivity of the sub-sampled gradient.

After K iterations, for K + 1 ≤ k ≤ tK, the model has been sent to other users and changing the
data records in user i will not change the gradient. Thus, sk becomes 0. There is a possibility that the
model might be sent back to user i again for 2K+1 ≤ k ≤ tK before it reaches user j. However, the
privacy loss of the second pass is accounted for using other f singleij functions within the total number
⌈T/n+ ζ⌉ of trade-off functions f singleij s and will be considered using composition in Theorem 4.1 .
Therefore, multiple passes through user i will not affect the privacy of the current single pass and
we still have sk = 0 even though it might be sent back to user i again for 2K + 1 ≤ k ≤ tK. We
finish the proof by replacing σ in Lemma B.3 with ησ as there is a scalor η of the Gaussian noise in
Algorithm 1.

The finish the proof of Lemma 4.2, motivated by [8], is enough to minimize the term
∑tK

k=1 a
2
k in

Lemma D.1, which is given in the following lemma.
Lemma D.2. Given 0 < c < 1, the optimal value of

min

tK∑
k=1

a2k
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subject to

ak+1 = γk+1(cbk + sk+1) ≥ 0, bk+1 = (1− γk+1)(cbk + sk+1) ≥ 0, b0 = 0, btK = 0,

0 ≤ γk ≤ 1, sk ≡ s, for 0 ≤ k ≤ K, and sk = 0, for K + 1 ≤ k ≤ tK,

is c2K(t−1) 1+c
1−c ·

(1−cK)2

1−c2tK
s2.

Proof. Note that

btK +

tK∑
k=1

ctK−kak = b0 +

tK∑
k=1

ctK−ksk, and

tK∑
k=1

ctK−kak = cK(t−1) · 1− cK

1− c
s.

By the Cauchy-Schwarz inequality, we have

tK∑
k=1

a2k ≥

(∑tK
k=1 c

tK−kak

)2
∑tK

k=1 c
2(tK−k)

= c2K(t−1) · 1 + c

1− c
· (1− cK)2

1− c2tK
s2,

where the equality holds when γk = 1, ak = s for 0 ≤ k ≤ K and γk = 0, ak = 0 for
K + 1 ≤ k ≤ Kt.

We finish the proof of Theorem 4.1 by taking s = η∆ in Lemma D.2 and combining Lemma D.2
with Lemma D.1.

D.3 Proof of Lemma 4.3

Lemma D.3. For two random variables X,X ′ satisfying T (X,X ′) ≥ T (ζ, ζ ′) with ζ ∼
N (0, σ2

1), ζ
′ ∼ N (µ, σ2

1) for some µ > 0, we have T (X + ξ,X ′ + ξ′) ≥ T (ζ + ξ, ζ ′ + ξ′)
for ξ, ξ′ ∼ N (0, σ2

2).

Proof. By Theorem 2.10 in [17], we haveX = proc(ζ) andX ′ = proc(ζ ′) for some post-processing
map proc. The proof is done by noting that there is a new post-processing new processing proc′ :
ζ + ξ 7→ proc(ζ) + ξ such that X + ξ = proc′(ζ + ξ).

Proof of Lemma 4.3. After K iterations in user i, we have f0ij ≥ Gµi,K
with µi,K =√

K∆/σ. Rewrite Gµi,K
= T (N (0, σ2),N (σµi,K , σ

2). By Lemma D.3, we have f1ij ≥
T (N (0, 2σ2),N (σµi,K , 2σ

2) = Gµ1
with µ1 = µi,K/

√
2. If f t−1

ij ≥ GµtK−1
with µtK−1 =

µi,K/
√
tK. Then, we can write GµtK−1

= T (N (0,
√
tσ2),N (µi,Kσ,

√
tσ2)). Thus, by Lemma

D.3, we obtain f tij ≥ T (N (0, (tK + 1)σ2),N (µi,Kσ, (tK + 1)σ2)) = Gµt
. We finish the proof by

induction.

D.4 Proof of Theorem 4.1

Lemma D.4 (Hoeffding’s inequality for Markov chain, Theorem 1 in [23]). Let {Yt}t≥0 be a Markov
chain with transition matrix W and stationary distribution π. For any T > 0 and a sequence of
bounded functions {ft}Tt=1 such that supx |ft(x)| ≤M , it holds

Pπ

[
T∑

t=1

(ft(Yt)− EY∼π(ft(Y ))) ≥ ζ

]
≤ exp

(
−1− λ2
1 + λ2

2ζ2

TM2

)
,

for any ζ > 0, where λ2 is the second largest eigen-value of W.
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Proof of Theorem 4.1. Let ft be an indicator function that equals 1 if Xt visits j at time t, and
0 otherwise. Then

∑T
t=1(ft(Yt)) is the total number of visits to the user j, which means the

model is observed at user j for
∑T

t=1(ft(Yt)) times and the total privacy loss is
∑T

t=1(ft(Yt))-fold
composition of f singleij . Under assumptions of Theorem 4.1, the stationary distribution π is uniformly
distributed on [n] (cf., Exercise 1.7 in [39]). Thus, we have EY∼π(ft(Y )) = 1/n in Lemma D.4.
Note that ∥ft∥∞ ≤M = 1. As a result of Lemma D.4, one has

∑T
t=1(ft(Yt)) ≥ (1 + ζ)T/n with

probability exp
(
− 1−λ2

1+λ2

2ζ2T
n2

)
and we finish the proof.

Remark D.1. When converting f -DP to (ϵ, δ)-DP, δ′T,n contributes an additional term to δ. The proof
employs Hoeffding’s inequality for general Markov chains [23], which achieves faster exponential
decay of δ′T,n by exploiting the spectral gap, improving upon the polynomial decay in the classical
result (Theorem 12.21 in [39]).

E Proofs of Section 4.2

The formal statement of Theorem E.1 is given below.

Definition E.1 (p-sampling operator of f -DP [17]). For a trade-off function f and a sampling
parameter 0 < p < 1, we let fp = pf + (1− p)Id. The p-sampling operator Cp that maps a trade-off
function to another trade-off function is defined as Cp(f) = (min{fp, f−1

p })∗∗, where (·)−1 is the
left inverse of a non-increasing function and (·)∗∗ is the double convex conjugate of a function.

Theorem E.1. Assume the conditions of Theorem 4.1 hold. For all s ∈ [0,∞), let

f̃ singleij (α(s)) :=

T∑
t=1

wt
ij f̃

t
ij(αt(s)) + wT+1

ij (1− αT+1(s)) ,

where αt(s) and α(s) are the same defined in Lemma 4.1. Then, for D ≈i D′, we have

T (Aj(D),Aj(D
′)) ≥

(
f̃ singleij

)⊗⌈(1+ζ)T/n⌉
with probability 1− δ′T,n, for any ζ > 0.

The proof of record-level privacy in Theorem E.1 necessitates iteration analysis with subsampling.
The proof closely follows the approach in [8]. However, in federated learning, subsampling affects
only the first K iterations, as the subsequent (t − 1)K iterations do not use the dataset from user
i, which differs from [8]. Due to subsampling, the Gaussian mechanisms might be influenced by a
Bernoulli distribution. Therefore, we begin by introducing the following lemma from [8].

Lemma E.1 (Lemma C.12 in [8]). For s ≥ 0 and 0 ≤ p ≤ 1, let

R(s, σ, p) = inf{T (VW + Z, V W ′ + Z) : V ∼ Bern(p), ||W||, ||W′|| ≤ s,Z ∼ N (0, σ2Id)} ,
where the infimum is taken pointwisely and is over independent V,W,W ′, Z. Then, one has
R(s, σ, p) ≥ Cp(G(

2s
σ )).

The proof of Lemma 4.4 requires the following proposition. We adopt the notation from [8] and
divide the minibatch subsample into two subsets, Rk and Ck, as follows. For x∗, a data record that
might be changed by an attacker under the setting of record-level DP, we use the following definition
of Rk and Ck from [8]:

1. Sample a set A1 of size b in Di \ {x∗} uniformly at random.

2. Sample an element A2 from A1 uniformly at random. This element will serve as a candidate
to be (potentially) replaced by x∗.

3. Let Rk = A1 \ {A2}, Ck = A2.

Following [8], we also define the following stochastic version of the CNI. In the k-th iteration, D
and D′ differ by a single data record held by the user i. Denote the record as Ck when used in the
k-th iteration, and as C ′

k when not used in the mini-batch of the k-th iteration. Let the index of
the mini-batch of size b be Sk = (Rk, Ck) ∈ [mi] or S′

k = (Rk, C
′
k). Let ℓz be the loss function
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corresponding to a single datapoint z. Denote

ϕSk
(θ) = θ − η

b
(∇ℓCk

+
∑
z∈Rk

∇ℓz)(θ),

ϕ′Sk
(θ) = θ − η

b
(∇ℓ′Ck

+
∑
z∈Rk

∇ℓz)(θ),

ψSk
(θ) = θ − η

b

∑
i∈Rk∪C′

k

∇ℓz(θ) .

Proposition E.1. Assume that the loss functions are m-strongly convex, M -smooth loss gradient
sensitivity ∆. Then, for any η ∈ (0, 2/M), t > 1, Algorithm 1 is f -DP, where

f = G

(
2
√
2cbtK−1

ησ

)
⊗

tK−1⊗
k=1

Cpk

(
G

(
2ak
ησ

))
for any sequence {bk, ak, sk} given by

bk+1 = max{cbk, (1− γk+1)(cbk + sk)},
ak+1 = γk+1 (cbk + sk) ,

sk = max{∥ϕSk
− ψSk

∥∞, ∥ϕ′S′
k
− ψS′

k
∥∞},

and b0 = 0, 0 ≤ γk ≤ 1, c = max{|1− ηm|, |1− ηM |}, sk = 0, pk = b/mi for 1 ≤ k ≤ K and
pk = 0 for any k > K.

Proof. The iterates of Noisy SGD with respect to {ℓz}z∈D and {ℓ′z}z∈D′ are given by

θk+1 = ΠK(ψSk
(θk) + Vk(ϕSk

− ψSk
)(θk) + Zk+1),

θ′k+1 = ΠK(ψS′
k
(θ′k) + V ′

k(ϕ
′
S′
k
− ψS′

k
)(θ′k) + Z ′

k+1),

where Zk+1, Z
′
k+1 ∼ N (0, η2σ2Id) and Vk, V ′

K ∼ Bern(pk). For any 0 ≤ γk ≤ 1, we consider
shifted interpolated processes introduced by [8] which is defined as

θ̃k+1 = ΠK(ψSk
(θ̃k) + γk+1Vk(ϕSk

(θk)− ψSk
(θ̃k)) + Zk+1),

θ̃′k+1 = ΠK(ψS′
k
(θ̃′k) + γk+1V

′
k(ϕ

′
S′
k
(θ′k)− ψS′

k
(θ̃′k)) + Z ′

k+1),

with θ̃0 = θ̃′0 = θ0. Using Lemma C.14 in [8], we have the trade-off function between θ̃tK−1 and
θ̃′tK−1 is given by

T (θ̃tK−1, θ̃
′
tK−1) ≥

tK−1⊗
k=1

Cpk

(
G

(
2ak
ησ

))
for any sequence {bk, ak, sk}

bk+1 = max{cbk, (1− γk+1)(cbk + sk)},
ak+1 = γk+1 (cbk + sk) ,

sk = max{∥ϕSk
− ψSk

∥∞, ∥ϕ′S′
k
− ψS′

k
∥∞},

(2)

with b0 = 0 and 0 ≤ γk ≤ 1. By the ralationship between the original iteration and the interpolation
(Section C.3 in [8]), one has

T (θtK , θ
′
tK) ≥ T (θ̃tK−1, θ̃

′
tK−1)⊗G

(
2
√
2cbtK−1

ησ

)
.

This completes the proof of Proposition E.1.
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Proof of Lemma 4.4. Similar to the proof of Lemma D.1, for Algorithm 1, we have sk = 0 for any
K + 1 ≤ k ≤ Kt and sk = η∆ for any k ≤ K. In the first K steps (1 ≤ k ≤ K) the iteration is
running with two datasets, Di and D′

i, which differ by a a single data record belonging to user i.
Thus, pk = b/mi for k ≤ K is the probability of selecting different data in the mini-batch of size b
from all mi data belonging to user i. After K iterations, for K + 1 ≤ k ≤ tK, the model has been
sent to other users and changing a single data record in user i will not change the gradient. Thus, pk
becomes 0.

Therefore, Lemma 4.4 follows directly by letting sk = 0, pk = 0 for any k > K and sk = η∆,
pk = b/mi for any k ≤ K. Overall, we obtain

f = G

(
2
√
2cbtK−1

ησ

)
⊗

tK−1⊗
k=1

Cpk

(
G

(
2ak
ησ

))

= G

(
2
√
2cbtK−1

ησ

)
⊗

K⊗
k=1

Cpk

(
G

(
2ak
ησ

))
⊗

Kt−1⊗
k=K+1

G

 2

ησ

√√√√tK−1∑
k=K

a2k


= G

(
2
√
2c(t−1)KbK
ησ

)
⊗

K⊗
k=1

Cpk

(
G

(
2ak
ησ

))
.

This completes the proof of Lemma 4.4.

Lemma E.2. For non-convex loss functions, we have

f̃ tij ≥ T (A0
j (D) +N (0,Ktσ2),A0

j (D
′) +N (0,Ktσ2)).

Proof of Lemma E.2. After K iterations in user i, we have f̃0ij = T (A0
j (D),A0

j (D
′)) ≥

⊗K
k=1Cb/mi

(G∆/ησ). According to Lemma D.3, we have

f̃ tij ≥ T (A0
j (D) +N (0,Ktσ2),A0

j (D
′) +N (0,Ktσ2)).

F Details of Secrect-based DP

F.1 Details of Secret-Based Local Differential Privacy

In the framework of secret-based differential privacy (DP) [2], the objective is to safeguard user
data privacy against an adversary capable of eavesdropping on all communications. Each connected
pair of users i, j ∈ V shares a sequence of secrets Sij , which are realizations of random variables
known exclusively to the two corresponding nodes. In practice, these secrets can be locally generated
from shared random seeds exchanged during an initial round of encrypted communication [9].
Conceptually, one may view the secrets themselves as these shared randomness seeds. We denote
by S := {Sij : i, j ∈ V} the collection of all such secrets. For a subset of nodes I ⊂ V, we denote
by SI = {Sij , i, j ∈ V, i, j /∈ I} the set of secrets hidden from all users in I. Based on SI , we can
formally introduce Definition 3.3. We consider an honest-but-curious setting, where any subset of
users of size q < n may collude by sharing all the secrets to which they have access.
Definition F.1 (Sec-f -LDP against honest-but-curious users colluding at level q.). We say an al-
gorithm A satisfy Sec-f -LDP against honest-but-curious users colluding at level q if it satisfies
SI-Sec-f -LDP for any I with |I| ≤ q.

F.2 Proof of Section 4.3

Proof of Theorem 4.2. Suppose there are q out of n users that are colluding. We assume that each
round of the algorithm satisfies f -DP between two Gaussian distributions. This is justified by the
structure of the Sec-f -LDP mechanism defined in Algorithm 2, where the injected noise terms Zij,t

and Zji,t are sampled from Gaussian distributions. As a result, the output at each iteration is a
Gaussian distribution due to the linearity of gradient updates and the additive Gaussian noise. This
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setup is consistent with prior analyses—e.g., [2] adopt the same assumption in their RDP-based
analysis of SecDP.

Therefore, by definition, Algorithm 2 is Sec-f -LDP with

f = T (N (0,Σ),N (µ,Σ)),

for some vector µ with ∥µ∥ = ∆. Here, the covariance Σ has the form

Σ = σ2
corL+ σ2

DPIn−q,

where σ2
cor is the correlated noise, σ2

DP is the independent gaussian noise, and L is the Laplician
matrix of the graph.

It suffices to figure out the expression of µ in order to lower bound the above f by the trade-off
function between Gaussian distributions. A straightforward calculation shows that

T (N (0,Σ),N (µ,Σ)) = T (N (0, In−q),N (µ̃ := Σ−1/2µ, In−q)) = G∥µ̃∥2
,

where G∥µ̃∥2
= T (N (0, 1),N (∥µ̃∥2, 1)) is the trade-off function for the Guassian case (i.e., ∥µ̃∥-

GDP).

Note that the the eigenvalues of Σ−1 can be sorted as { 1
σ2
DP+σ2

corλn−1−i+1L
} with each eigenvalue

smaller than 1
σ2
DP
. Moreover, the largest eigenvalue 1

σ2
DP

can be achieved since Σ−11 = 1
σ2
DP

1, where
1 is a vector of ones. As a result, using the Spectral decomposition, we have

∥µ̃∥22 = µTΣ−1µ =
∆2

(n− q)σ2
DP

+∆2 sup
∥x∥=1,xT 1=0

xTΣ−1x.

Since

sup
∥x∥=1,xT 1=0

xTΣ−1x ≤
1− 1

n−q

σ2
DP + λ2(L)σ2

cor

,

we obtain

∥µ̃∥2 ≤ ∆

√
1

(n− q)σ2
DP

+
1− 1

n−q

σ2
DP + λ2(L)σ2

cor

.

G Technical Details for Converting f -DP to (ϵ, δ)-DP

When converting f -DP to (ϵ, δ)-DP, particularly for addressing composition in Theorem 4.1, we
employ the Privacy Loss Random Variable (PRV) and leverage numerical composition techniques as
detailed in [57, 36, 29]. Recall the hockey-stick divergence Heϵ(·∥·) that corresponds to the (ϵ, δ)-DP.

Theorem G.1 (Privacy loss random variable for mixture distributions). For mixtures distributions
P =

∑m
i=1 wiPi and Q =

∑m
i=1 wiQi, it holds Heϵ(P∥Q) ≤ Heϵ(X∥Y ) where

X|I = i ∼ log
qi(w)

pi(w)
, w ∼ pi,

Y |I = i ∼ log
qi(w)

pi(w)
, w ∼ qi,

with I being the indices such that P[I = i] = wi.

Remark. In Theorem G.1, X and Y are called privacy loss random variables in [29]. Thus, we can
use the numerical composition method in [29] to compute the composition in Theorem 4.1.

To apply the numerical composition in [29], it is enough to clarify the CDF of Y. Note that Y is a
mixture of log qi(ζi)

pi(ζi)
, ζi ∼ Qi with weights wi. As each f tij is a Gaussian trade-off function, both X

and Y are mixture of Gaussian distributions.
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Corollary G.1. Let Pi = N (0, 1) and Qi = N (µi, 1) (thus, T (Pi, Qi) is µ-GDP). For the privacy
loss random variable Y defined in Theorem G.1, the cdf of Y is FY (y) =

∑n
i=1 wiFi(y) with

Fi(y) = Φ
(

y
µi

− µi

2

)
. Here Φ is the cdf of a standard normal distribution.

Corollary G.2. The PRV for f singleij is Yij ∼ Pij where Pij has cdf
∑T

t=1 w
t
ijΦ

(
y
µt

− µt

2

)
with µt

being defined in Lemma 4.2.

Proof of Theorem G.1. Let ξI and ζI be the random variable such that ξI |I = i ∼ Pi and ζI |I = i ∼
Qi. Then, according to [61], the right-hand-side of Lemma B.1 is T (ξI , ζI) and T (P,Q) ≥ T (ξI , ζI).
By the Blackwell Theorem, the privacy loss of P and Q is bounded by that of ξI and ζI and it is
enough to specify the PRVs of ξI and ζI . We denote by P̃ and Q̃ the distribution of ξI and ζI with
pdfs p̃ and q̃, correspondingly. Then, according to [29], the PRV X for ξI and ζI is

XI = log
q̃(ξI)

p̃(ξI)
, ξI ∼ P̃ .

Now we clarify the distribution of X. By the law of total probability, we have

P[X ≤ t] =

n∑
i=1

wiP[X ≤ t|I = i].

We end the proof by noting that

q̃(ξI)

p̃(ξI)

∣∣∣∣∣I = i

=
qi
pi
(ξi) with ξi = ξI

∣∣∣∣∣(I = i) ∼ Pi.

H Additional Experiments

H.1 Comparison with RDP-based Methods

Comparison with RDP on synthetic graphs. To compare the performance of our f -DP-based
account with the previous RDP-based one, we consider several synthetic (and real-life) graphs with
their details in Table 2. For completeness, we visualize the synthetic graphs in Figure 4.

Interestingly, the structure of the privacy budget matrices from both methods aligns with the com-
municability matrix, originally introduced by [15]. Defined as eW , this matrix quantifies how
well-connected any two nodes are and is commonly used to detect local structures in complex net-
works [20]. While our PN-f -DP analysis does not yield a closed-form expression in terms of eW ,
the empirical patterns suggest that the underlying graph topology plays a similar role in shaping the
privacy guarantees.

Graph name # nodes # edges λ2 T Results

Hypercube 32 80 0.33333 275 Figure 1
Cliques 18 48 0.05634 1300 Top row in Figure 5
Regular 24 36 0.10124 320 Bottom row in Figure 5

Expander(8) 28 1280 0.22222 2× 104 Top row in Figure 2
South 32 89 0.08209 110 Figure 6

Expander(11) 211 13312 0.16666 2× 104 Figure 7
Table 2: Details of the considered graphs.

24



Hypercube Cliques Regular Expander(8)

Figure 4: Visualization of synthetic graphs.
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(d) Pairwise privacy budget ϵ for δ = 10−5.
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Figure 5: Comparison of the numerical conversion to (ϵ, δ)-DP on the clique (top) and regular
(bottom) graphs.
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Figure 6: Enhanced privacy budget by our PN-f -DP methods on Davis Southern women’s social
network.

Privacy budget on a real graph. Finally, we consider a real-world graph well-suited for community
detection: the Davis Southern women’s social network [53]. It has 32 nodes which corresponds to a
bipartite graph of social event attendance by women and has been previously used by [51, 34, 15]. We
present the matrix of pairwise privacy budgets ϵ in Figure 6(a) and the corresponding mean privacy
budget (the average of ϵi,j across all nodes i linked to node j) in Figure 6(b). our PN-f -DP privacy
accounting method consistently produces a smaller privacy budget, as indicated by the lighter colors
compared to the RDP results.
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H.2 Details and Results on Private Classification

Baselines and setups. Our work is primarily theoretical, with the main goal of introducing a general
and tighter privacy accounting framework for decentralized learning. The experimental evaluation
serves two purposes: (i) to validate the theoretical privacy bounds under various conditions (graph
structures, noise levels, and user settings), and (ii) to ensure fair comparisons by following prior
setups—particularly PN-RDP [15] and DecoR [2].

To exclude the effect of the slack parameter δ′T,n, we adopt the standard implementation strategy
suggested in [15, Remark 5]. Specifically, once a node reaches its maximum allowed number of
contributions, it stops participating in updates and only adds noise if revisited. This mechanism
guarantees that the number of compositions per user never exceeds the analytical bound. In particular,
when a cryptographically small δ′T,n requires a very large upper bound on the number of contributions,
this approach limits the actual number of communications while still preserving privacy by adding
noise as needed. We apply this mechanism consistently in all PN-RDP experiments (largely because
our implementations build upon their released code).

More results on private logistic regression. The results for a smaller network with n = 28 and
ϵ = 10 are presented in Figure 2. Figure 8 shows the corresponding results for n = 28 under other
privacy levels ϵ ∈ {8, 5, 3}, where we observe a similar pattern. The counterparts for a larger network
with n = 211 are shown in Figure 7. All experiments are conducted on a CPU cluster with 200 GB of
memory. Computing the privacy budget for all node pairs takes approximately 1–4 hours, depending
on the graph structure, while the logistic regression itself completes within 2–3 minutes.
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Figure 7: Private logistic regression on the Houses dataset with n = 211, L = 0.4 and ϵ = 8.

More results on private image classification. In addition to the previous private logistic regression
experiment, we further evaluate our methods on an image classification task using the MNIST dataset
[38]. The noise variance used for private training are listed in Table 3, and the evaluation follows the
same privacy setting and plotting conventions.

The model we use is a simple convolutional neural network (CNN) with two convolutional layers
followed by two fully connected layers. Specifically, the first convolutional layer applies 16 filters of
size 8× 8 with stride 2 and padding 3. The output is passed through a ReLU activation and a 2× 2
max pooling layer with stride 1. The second convolutional layer applies 32 filters of size 4× 4 with
stride 2, again followed by a ReLU activation and another 2× 2 max pooling layer with stride 1. The
resulting feature maps are flattened and passed through a fully connected layer with 32 hidden units
and ReLU activation, and finally mapped to 10 output logits corresponding to the digit classes.

The PyTorch implementation of the model is shown below.

1 class MNIST_CNN(nn.Module ):
2 def __init__(self):
3 super (). __init__ ()
4 self.conv1 = nn.Conv2d(1, 16, 8, 2, padding =3)
5 self.conv2 = nn.Conv2d (16, 32, 4, 2)
6 self.fc1 = nn.Linear (32 * 4 * 4, 32)
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Figure 8: Private logistic regression on the Houses dataset with n = 28 and L = 0.4. Results are
shown for ϵ = 8 (top), ϵ = 5 (middle), and ϵ = 3 (bottom).

7 self.fc2 = nn.Linear (32, 10)
8 def forward(self , x):
9 x = F.relu(self.conv1(x)) # [B, 16, 14, 14]

10 x = F.max_pool2d(x, 2, 1) # [B, 16, 13, 13]
11 x = F.relu(self.conv2(x)) # [B, 32, 5, 5]
12 x = F.max_pool2d(x, 2, 1) # [B, 32, 4, 4]
13 x = x.view(-1, 32 * 4 * 4) # [B, 512]
14 x = F.relu(self.fc1(x)) # [B, 32]
15 return self.fc2(x) # [B, 10]

More results on related noises σ2. For a detailed comparison, the computed noise variances are
reported in Table 3. As shown, our f -DP–based privacy accounting method consistently requires a
smaller noise variance to achieve the same differential privacy guarantee. This improvement arises
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Figure 9: Private logistic regression on the MNIST dataset with n = 28 and L = 1. Results are
shown for ϵ = 8 (top), ϵ = 5 (middle), and ϵ = 3 (bottom).

from the tighter nature of f -DP accounting, which provides a more accurate characterization of
privacy loss than RDP-based methods. Consequently, the added noise causes less degradation to the
non-private algorithm, leading to better overall utility.

Additional studies on δ. In the main text, we set δ = 10−5 to align with standard DP practice,
where δ is typically chosen to be smaller than the inverse of the total number of data points. For
example, in the MNIST dataset, which contains 70,000 samples, our choice satisfies δ = 10−5 <
1/70,000. This convention is widely adopted in prior work.

One potential concern is that this choice of δ corresponds to instance-level privacy, where the
replacement of a single data sample is considered. In contrast, our main analysis focuses on user-level
differential privacy, a common setting in FL, where the entire local dataset of a user may be changed.
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n ϵ L Data Decent. DP-GD Local DP-GD RDP noise RDP noise (hitting time) f -DP noises

211 10 0.4 House 0 5.20637 0.81593 0.74999 0.32468
28 10 0.4 House 0 15.8605 1.21531 0.77421 0.74468
28 8 0.4 House 0 19.0823 3.62771 3.20279 0.88906
28 5 0.4 House 0 28.6394 5.54329 4.89283 1.30494
28 3 0.4 House 0 45.4803 8.92327 7.87766 2.01376
28 10 1 MNIST 0 39.6513 2.98459 2.63431 1.86179
28 8 1 MNIST 0 47.7058 3.62772 3.20279 2.22045
28 5 1 MNIST 0 71.5985 5.54275 4.89298 3.26196

Table 3: Computed σ for all involved algorithms.

In such cases, δ should instead be defined relative to the number of users rather than the total number
of data samples.

To address this concern, we conducted additional experiments using δ = 1/(number of users) instead
of 1/(number of total samples). This adjustment results in a larger δ, effectively relaxing the privacy
constraint. As expected, this leads to improved utility. The updated results, summarized in the table
below (to be included in the revised manuscript), show that our method continues to perform strongly
under this revised setting. Notably, RW DP-SGD with f -DP noise consistently outperforms all
baselines, confirming its effectiveness in achieving a favorable privacy–utility trade-off.

#Nodes ϵ
No Noise

SGD
Local
SGD

RW DP-SGD
(RDP)

RW DP-SGD
(Hitting RDP)

RW DP-SGD
(f -DP)

211 3 0.9614 0.7407 0.8242 0.7829 0.9534
211 5 0.9618 0.8196 0.8912 0.8673 0.9574
28 3 0.9615 0.5445 0.8328 0.8298 0.9551
28 5 0.9615 0.5969 0.9004 0.8994 0.9577

Table 4: Comparison of test accuracies on MNIST dataset under varying ϵ and number of nodes.

H.3 Details and Results for Correlated Noises
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Figure 10: Optimality gap vs. iteration steps for Alg. 2 on logistic regression using different privacy
accounting methods with ϵ =3 (left upper), 5 (right upper), 7 (left bottom), and 10 (right bottom).
Our methods perform well when the budget ϵ is small.

Our experimental setup for correlated noise follows [2]. We evaluate our method on the MNIST
dataset [38], partitioned among 16 users to simulate a decentralized learning environment. Two
network topologies with different levels of connectivity are considered: a ring and a 2D torus (grid).
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The Metropolis-Hastings mixing matrix is utilized for model averaging across these topologies.
All experiments are conducted over 5000 communication rounds for logistic regression, and 1000
communication rounds for MNIST classification. Each user updates their model parameters and
exchanges information with neighbors as defined by the network topology. We repeat each experiment
with four different random seeds to ensure reproducibility. We use their code in our evaluation:
https://github.com/elfirdoussilab1/DECOR. Figure 10 shows the optimality gap versus
iteration steps for Algorithm 2 on logistic regression with privacy budgets ϵ ∈ {3, 5, 6, 7}. As evident
from the plots, our method performs particularly well in the low-privacy regime, achieving smaller
optimality gaps when the privacy budget ϵ is small.

I Broader Impacts

This paper proposes improved privacy accounting techniques for decentralized federated learning
(FL), which can positively impact user data protection in sensitive applications such as healthcare,
finance, and mobile systems. By reducing the amount of noise needed to achieve rigorous privacy
guarantees, the proposed framework can help improve the utility of privacy-preserving models in
real-world deployments. On the other hand, as with any privacy technology, there is a potential risk
that stronger privacy accounting tools could be misused to justify under-protective practices or give a
false sense of security if applied incorrectly. We encourage practitioners to use these methods with
a clear understanding of their assumptions and limitations and recommend combining them with
practical audits and monitoring tools in deployment.

J Limitations

First, the privacy analysis under f -DP assumes access to precise or tightly approximated trade-off
functions, which can be computationally intensive to evaluate, especially for large-scale systems
or long training horizons. Second, our results rely on assumptions such as fixed communication
graphs and Markovian random walks, which may not hold in dynamic or adversarial network settings.
Third, while we provide both user-level and record-level analyses, we do not account for adaptive
adversaries or scenarios with heterogeneous trust levels beyond pairwise secret sharing. Fourth,
our experiments focus on synthetic graphs and mid-scale real datasets, and results may not fully
generalize to highly non-i.i.d. or large-scale production environments. Finally, our approach does
not currently support other privacy mechanisms beyond additive Gaussian noise, which limits its
applicability to alternative designs such as clipping-free or post-processing–based schemes.
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Justification: Each theorem is accompanied by a complete set of assumptions. Full formal
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Answer: [Yes]

Justification: Experimental details are in the appendix.
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authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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tions to faithfully reproduce the main experimental results, as described in supplemental
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
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deviation from the Code of Ethics.
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Answer: [NA]
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12. Licenses for existing assets
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Answer: [Yes]
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• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of
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• For existing datasets that are re-packaged, both the original license and the license of
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the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
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Answer: [NA]

Justification: The paper does not release new assets.
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• The answer NA means that the paper does not release new assets.
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
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