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Abstract

We introduce transductive program synthesis, a new formulation of the program
synthesis task that explicitly leverages test inputs during synthesis. While prior
approaches to program synthesis—whether based on natural language descriptions
or input-output examples—typically aim to generalize from training examples,
they often struggle with robustness, especially in real-world settings where train-
ing examples are limited and test inputs involve various edge cases. To address
this, we propose a novel framework that improves robustness by treating syn-
thesis as an active learning over a finite hypothesis class defined by programs’
outputs. We use an LLM to predict outputs for selected test inputs and elimi-
nate inconsistent hypotheses, where the inputs are chosen via a greedy maximin
algorithm to minimize the number of LLM queries required. We evaluate our
approach on four benchmarks: Playgol, MBPP+, 1D-ARC, and programmatic
world modeling on MiniGrid. We demonstrate that our method significantly im-
proves program synthesis in both accuracy and efficiency. We release our code at
https://github.com/klee972/SYNTRA,

1 Introduction

Program synthesis is the task of generating programs from a given specification, where the format
of the specification can vary widely depending on the problem setting. Recent approaches to
program synthesis using large language models [47, 130] rely on a natural language description,
usually accompanied by a few test cases, to produce a program. In inductive program synthesis, the
model operates without a natural language description, using only a set of input-output examples
[48,138, [19]. A common strategy in both lines of work involves sampling or enumerating multiple
candidate programs and selecting those that satisfy the specification by executing them on the
provided training examples. However, relatively little attention has been paid to settings where test
inputs are available at synthesis time, i.e., the transductive learning scenario.

Vapnik famously advocated for transductive inference [45] with the principle: “When solving a
problem of interest, do not solve a more general problem as an intermediate step.” In the context of
program synthesis, this suggests that full generalization through induction may not be necessary if
the goal is to predict outputs for a fixed set of test inputs. Such transductive scenarios are common in
real-world applications such as spreadsheet automation or data transformation, where the goal is to
synthesize a one-off program that correctly completes a given set of test inputs (Figure[I)). In these
settings, the number of training examples is often limited, as they are typically filled manually by
users. As a result, programs synthesized from few examples may lack robustness when applied to
the test inputs, especially if those inputs include edge cases (i.e., inputs that are atypical compared
to the training examples or expose corner-case bugs in program logic). This limitation arises from
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Spreadsheet Program

A B W lambda x: x.split(*,’)[@].split()[-1]
1 Ellmenreichstrasse 7660 5523 Adelsdorf, Germany ~ Adelsdorf
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Figure 1: An example of transductive program synthesis. Given the training examples (rows 1 and
2) as input, the inductive program synthesizer generates a program that satisfies these examples.
However, this program produces an incorrect output for the test input in row 4, which represents an
edge case.

epistemic uncertainty; the model is uncertain about what kinds of inputs will appear at test time. To
address this, we introduce transductive program synthesis: an approach that explicitly leverages
the available test inputs during synthesis to reduce uncertainty and produce more robust programs.

In this work, we formalize transductive program synthesis and propose SYNTRA (SYNthesis-by-
TRAnsduction) framework to improve the robustness of programs. The input to transductive program
synthesis consists of a program specification and a set of NV test inputs, and the goal is to synthesize
a program that produces correct outputs on those test inputs. A straightforward approach to this
problem might be to feed an LLM with the specification and test inputs and then either ask the model
to (1) generate a program that satisfies them, or (2) directly predict the test outputs. However, both
approaches suffer from poor scalability; their efficiency and performance degrade rapidly as the
number of test inputs increases.

Alternatively, we approach this problem as a learning over a finite hypothesis class. The hypothesis
class H is defined as a set of N-tuples, consisting of program outputs on the test inputs, where the
programs are generated by a program synthesis model based on the given specification. In our
work, we implement the model using an LLLM for its capability to generate code in general-purpose
languages (e.g., Python). The programs’ outputs on test inputs are collected and deduplicated to
construct 7. We assume a realizable setting, in which there exists at least one hypothesis h* € H
that matches all ground truth outputs. The objective is to identify this correct hypothesis h*.

To achieve this, we leverage a transduction model that observes a test input and program outputs
as candidates, and selects one output as a pseudo-label. Hypotheses inconsistent with this pseudo-
label are eliminated from the current version of the hypothesis class. This process of transductive
prediction and hypothesis elimination is repeated iteratively until a single hypothesis remains. Here,
the number of queries to the transduction model depends on which inputs are queried and in what
order. To minimize this cost, we propose a greedy maximin algorithm, which selects the test input that
eliminates the largest number of hypotheses in the worst case. We instantiate the transduction model
using an LLLM, leveraging its reasoning abilities and world knowledge to produce high-accuracy
pseudo-labels. As a result, our framework offers the best of both worlds: program synthesis (precision,
efficiency and interpretability) and LLMs (common sense and world knowledge).

We evaluate our method on four program synthesis datasets: Playgol [9]], an inductive program-
ming benchmark for string transformation, MBPP+ [31]], a benchmark for generating code from
a natural language description, 1D-ARC [49], a visual reasoning benchmark, and programmatic
world modeling on MiniGrid [[7] environment. On these benchmarks, our algorithm significantly
outperforms purely inductive [26]] or transductive [33]] methods. Moreover, by choosing test inputs
according to the maximin criterion, we achieve comparable accuracy with substantially fewer LLM
calls (halving the extra LLM calls above the lower bound) than when selecting inputs at random. We
also empirically show that the number of required query increases sublinearly with the number of
inputs, making it scalable to large test sets.

Our contributions are as follows:

* We formulate transductive program synthesis as a new task.

* We propose SYNTRA, a general framework that significantly improves the robustness of program
synthesis on edge cases, by leveraging test inputs through a transduction model.

* We instantiate this framework using large language models and evaluate it on four datasets, showing
up to 196% improvements in task accuracy.



2 Related Work

2.1 Program Synthesis with LLMs

Large language models have recently emerged as powerful tools for program synthesis, significantly
advancing the automation of software development tasks. Models such as Codex [3] and Code Llama
[39] have demonstrated strong performance on benchmarks like HumanEval [3]] and MBPP [1]].

Several works have explored enhancing program synthesis by using execution feedback to iteratively
refine candidate programs [38| 23| 43|, and by generating diverse solutions and selecting the best
candidate based on test case results [29, 30} 147, [32]] or functional consensus [25} 2| 142]]. Despite these
advances, the reliability of generated programs remains a challenge, particularly in the presence of
edge cases or under-specified tasks [31,4]. Our work seeks to improve robustness in such settings by
leveraging available test inputs and the LLM’s transductive prediction capability.

2.2 Inductive Program Synthesis

Our work on transductive program synthesis is closely related to the extensively studied area of
inductive program synthesis. It aims to generate a program from input-output examples, with the
synthesized program expected to generalize to unseen inputs. Applications of inductive synthesis
include string transformation [[17, [11} 22], spreadsheet automation [6]], list processing [40], visual
reasoning 8| 28|, symbolic regression [16l], and graphics generation [[13]].

Early approaches to inductive program synthesis mostly relied on hand-crafted domain-specific
languages (DSLs) to limit the space of possible programs [, 35]]. Recently, LLMs have emerged
as powerful tools for inductive synthesis tasks, due to their ability to leverage extensive pre-trained
knowledge and code generation capabilities in general-purpose languages such as Python [48 27, 146].

Most of the mentioned works assume scenarios in which the number of training examples is sufficient
to uniquely determine a single program. Some studies have explored designing optimal inputs for
induction [37,15]] and using direct transductive prediction when program induction fails [28]. While
researchers adopt Bayesian program learning [21} [12} 136]] to address uncertainty and learning from
few examples, its primary focus is learning a prior from training data rather than leveraging multiple
test inputs during inference. Our work explicitly makes use of test inputs and proposes an effective
methodology for addressing them.

3 Transductive Program Synthesis and SYNTRA Framework

We begin by formally defining the task of transductive program synthesis. We then describe the
most general form of the Synthesis-by-Transduction (SYNTRA) framework, followed by a detailed
explanation in Section [ of how we instantiate this framework using large language models.

3.1 Problem Definition

Our problem formulation closely resembles that of transductive inference. Given an input set X’
and an output set ), consider a function f* : X — ) with a specification S. S includes M train
input-output pairs {(z;,v:)}, € (X x Y)M where f*(x;) = y; for all i € [M], and (optionally) a
natural language task description t. Also, there is a set of N test inputs {; } ; visible to the system.
The goal of the task is to predict the test outputs {7; }¥.; = {f*(%;)}~,, given S and {7;} ;.

In transductive program synthesis, predictions for the outputs are made by first synthesizing a program
f, and then applying it to the test inputs. We expect f to produce correct outputs for the given test
inputs; the primary concern here is not the overall correctness or generality of f, but rather its
accuracy on the specific test set. Nevertheless, producing a predictive model in the form of an
executable program offers several advantages, as will be discussed further in Section |6

3.2 Synthesis-by-Transduction (SYNTRA)

We frame the above problem as an active learning problem over a finite hypothesis class.



Algorithm 1: SYNTRA

Input: Specification S with training examples {(z;,y;)}
synthesis model o; Transduction model 7
Output: Hypothesis h*
1 Function Y(7, V):
2 | return {h[i]|h € V}

M .
j=1>

Test inputs {%; } V| ; Program

3 P+ o(S) // Generate programs
4 PP A{feP|f(zx;)=y;,Vj€[M]} // Filter by training examples
5 H + exe_dedup(P’, {#;}}¥,) // Get execution results and deduplicate
6 Vo< H // Initial version space
7t 0

8 while |V;| > 1 do

9 T < argmax;c[y) Minyey(;,v,) [{h € Ve|h[i] #y}| // A set of maxes of mins

1 i* ¢ arg minez ZyEY(i,Vt)len(y) // Tie-break by shorter outputs

11 g 7(8, &+, Y (1, V)

// Transductive prediction

12 Vit1 < {h € Ve|h[i*] = §} // Eliminate inconsistent hypotheses

13 t+—t+1
14 end
return h* € V,

—
wm

Hypothesis class The construction of the hypothesis class H (Alg. [I|L3~L6) follows these steps:

1. Generate a set of K candidate programs P using a program synthesis model o.

2. Filter the programs to retain only those that satisfy all M provided training input-output pairs.

This step yields P’ = { fepr

A S = y}

3. Execute the programs in P’ on the N test inputs and deduplicate the execution results to construct
our hypothesis class H = {(f(z1), f(Z2), ..., f(Zn))|f € P’}. Note that the elements of H are
not programs themselves, but the outputs of those programs.

Since the hypothesis class defined above is only verified against the training input-output pairs, we
must select a hypothesis that robustly generalizes the diverse cases that may appear in the test inputs.
To this end, we iteratively repeat the process of input query selection, transductive prediction, and
hypothesis elimination until only a single hypothesis remains.

Input query selection To leverage the power of the trans-
duction model, we must decide which input to query for a
prediction. The number of queries required to eliminate all
but one hypothesis depends on which inputs are selected and
in what order, making this choice a critical component of the
method. We select an input based on a criterion that greedily
maximizes the number of hypotheses eliminated in the worst
case (Alg. [TJL9~L10).

To describe what our maximin criterion does: for each input,
we first consider the worst-case prediction by the transduction
model—that is, the scenario in which the prediction eliminates
the fewest hypotheses (as illustrated in the “min” column of

Figure 2: An example of the max-
imin algorithm. The numbers of
eliminated hypotheses in the worst
case are shown in the “min” column.

Figure [2). We then select the input for which this minimum number of eliminated hypotheses is

maximized (Z; in Figure[2).

Let us denote the i-th element of & as h[i], and the deduplicated output set for input &; and hypothesis
class H as Y; 3. In other words, }; 3y = {h[i]|h € H}. Then our proposed criterion to select the

input index ¢* can be represented as follows.

i* = argmax min |[{h € H|h[i] # y}| (1)

i€[N]yEYVi,n



While this approach does not guarantee a globally optimal solution, it can be seen as a greedy
algorithm that makes a locally optimal decision at each iteration. If we can assume that each query
eliminates at least a certain fixed proportion of hypotheses, then this approach requires O(log |H|)
queries. Similar query selection mechanisms are widely used in the active learning literature [10, 34]],
where it is well understood that outperforming such greedy algorithms is often provably hard [18] in
the absence of additional information.

When a tie occurs in the maximin value, we break ties by selecting the input whose set of possible
output candidates has the shortest total length. This reduces the length of the input passed to the
transduction model in the next step, helping to reduce computational cost and alleviate reasoning
burden.

Transductive prediction The next step is to use the transduction model 7 to predict the output for
the selected input (Alg. [I|L11). Presumably, the transduction model is implemented using an LLM,
due to its extensive world knowledge acquired from vast corpora and strong reasoning capabilities.
The model’s input consists of the specification S, selected test input Z;« for which the output is to be
predicted, and the set of candidate outputs V;« 3;. The model’s output § is one of the elements from
the candidate output set.

9 =7(S, T, Vir 1) (2)

Hypothesis elimination As the final step of each iteration, we eliminate all hypotheses that are
inconsistent with the output predicted by the transduction model (Alg. [1|L12). We define the version
space at iteration ¢, denoted as V;, as the set of hypotheses consistent with all training and test
observations collected up to iteration .

Vo= {he Vi |hli*] = g}, Vo = H 3)

4 LLM-Based Instantiation

So far, we have described the most general form of the SYNTRA framework. In this section, we
provide details on how we instantiate this framework using an LLM, focusing on the implementation
of the program synthesis model ¢ and the transduction model 7.

4.1 Program Synthesis Model

In our work, the program synthesis model o is a function that takes program information as input and
generates a set of candidate programs. We implement this model by prompting an LLM. The simplest
approach is providing the LLM with a natural language instruction and program specification, and then
obtaining multiple candidate programs through repeated IID sampling. A crucial consideration here
is the semantic diversity of the generated programs, as diversity directly influences the expressiveness
of the hypothesis space and thus significantly impacts the final system performance. However, IID
sampling from the most powerful LLMs available today often results in programs with limited
semantic diversity [24].

To overcome this limitation, we prompt the LLM to first generate distinct algorithms (implemen-
tations) for solving the given programming task. Subsequently, we prompt the LLM to translate
each algorithm into executable Python code. By generating algorithm lists of length ¢ through s
rounds of IID sampling, we ultimately obtain a total of cs candidate programs as P. In Appendix
we observe that this approach indeed boosts diversity, leading to an increased number of tasks for
which at least one correct program is generated. Henceforth, we refer to this approach as AGA
(Autoregressively Generated Algorithms).

4.2 Transduction Model

In our framework, the role of the transduction model 7 is to predict the output corresponding to a
given input. The choice of LLM for implementing the transduction model is presumed to be more
capable than the one used for the program synthesis model. This is because the program synthesis
model needs to generate multiple candidate programs, making computation the main bottleneck.
In contrast, the transduction model is expected to be called fewer times, but each prediction must
be highly accurate. We instantiate this model using two types of LLMs (gpt-4.1-2025-04-14 or



gpt-40-mini-2024-07-18) and compare their performance in Section[5.2} Specifically, the LLM
is instructed to predict the correct output for a given test input, conditioned on the specification and
candidate outputs. Additionally, we use zero-shot chain-of-thought prompting [20] to encourage
explicit reasoning by the LLM. Since the LLM’s output is not guaranteed to exactly match one of
the candidate outputs, we use fuzzy string matching to select the candidate that is most similar to
the LLM’s prediction. We set the temperature of the program synthesis model to 1 and that of the
transduction model to 0.7. Detailed prompts for both models are in Appendix [B

5 Experiment

5.1 Dataset

Playgol MBPP+ 1D-ARC MiniGrid
"Conger, Minnesota(MN)" Write a function to check whether a [e,0,1,0,0,0,1,0] Wall(e,0); Goal(1,0)
list contains the given sublist or not. Wall(@,1); Agent(1,1,direction=(1, @))

"State: Minnesota" [e,0,1,1,1,1,1,0]

[[3, 5, 7], [3, 7]] - False 4 action: turn left
“Princeton, New Jersey(NJ)™ | [[4, 3], [4, 3]] = True | [0.1.0,0,1,0,0,0,0] Wall(e,e); Goal(1,0);
"State: New Jersey" (el 1 - True | [0,1,1,1,1,0,0,0,0] | Wall(6,1); Agent(1,1,direction=(@, -1))

Figure 3: Examples of Playgol, MBPP+, 1D-ARC and MiniGrid domain. Test outputs are highlighted
in green.

We apply transductive program synthesis to four domains: string transformation, Python programming,
visual reasoning, and programmatic world modeling (Figure [3). The string transformation domain is
central to spreadsheet automation technologies, such as FlashFill [[17] and Smart Fill [14]. Among
the available datasets, we select Playgoﬂ [9], a real-world dataset originally designed for inductive
programming, as our benchmaIkE] In Playgol, the original task is to generate a program consistent
with a set of given input-output examples. Each task in Playgol provides five input-output examples;
to simulate realistic conditions involving epistemic uncertainty, we use only one example as a training
example and treat the remaining four examples as test inputs.

For the Python programming domain, we use the MBPP+ dataset [31]] to evaluate our methodology.
Compared to MBPP [[1], MBPP+ provides significantly more diverse and numerous test cases, making
it especially suitable for evaluating our framework, which assumes many available test inputs and
potential edge cases. Furthermore, MBPP+ provides natural language instructions describing the
desired functionality for each task. This setting mirrors realistic scenarios where a user provides
input data along with an instruction specifying the task to be performed. MBPP+ provides at least
52 input-output pairs for every task; we utilize one example as training data and between 5 and 50
examples as test cases.

In the visual reasoning domain, we use 1D-ARC [49]. 1D-ARC is a 1D version of the challenging
2D grid visual reasoning benchmark, ARC [8], and it includes a variety of visual concepts (e.g., fill,
flip, mirror, denoise, etc.). In this benchmark, we use 1 example as the training set and 3 examples as
the test set.

Finally, we validate SYNTRA'’s ability on programmatic world modeling (e.g. WorldCoder [44])-a
complex task that requires modeling interaction mechanisms between different entities and actions.
We used two MiniGrid [7] environments (DoorKey, UnlockPickup), and focused on generating a
transition function that, given the current state and action, outputs the next state. In our experiment,
the synthesis model receives the current state, action list, and natural language mission as input, and
generates the world models. The transduction model’s role is to select the most plausible next state
candidate among multiple world model predictions. For evaluation, given a state and an action, the
world model selected by SYNTRA predicts the next state, which we then compare to the ground
truth next state. The state and action pairs for evaluation are collected from human play. This task is
well-suited for transductive program synthesis, as the action space is typically known beforehand and
can serve as a visible test input. Since programmatic world modeling differs in nature from the three
domains discussed earlier, we present it separately in Section[5.4]

The name “Playgol” originally refers to an inductive logic programming system [9]. We use the name here
to refer to the string transformation dataset introduced in that work.
3We manually corrected some mislabeled tasks of the dataset.



5.2 Main Results

Our primary focus in this section is the learning over the hypothesis class defined earlier. Therefore,
we filter out tasks where learning is trivial. Specifically, we only retain tasks where the hypothesis
class H constructed by o contains both correct and incorrect candidate hypotheses. After this filtering,
we obtain 119 tasks with 4 test inputs from Playgol, 149 tasks with 50 test inputs from MBPP+, and
124 tasks with 3 test inputs from 1D-ARC for our evaluation.

Table 1: Comparison of different approaches on the filtered Playgol and MBPP+ datasets. Filtering is
based on the 32 programs generated using AGA (c = 4, s = 8) with gpt-40-mini-2024-07-18.

A Playgol (1 train / 4 test) MBPP+ (1 train / 10 test)
pproach

Task Acc. Example Acc. #7 Calls Task Acc. Example Acc. # 7 Calls
Random program f € P’ 66.6 79.9 - 70.6 88.2 -
Random hypothesis 2 € Vo 37.6 62.7 - 43.4 76.8 -
gpt-4.1 for T
LLM direct transduction [33] 85.7 93.7 476 59.7 87.2 1490
SYNTRA w/ random query 93.3 96.0 144 84.6 94.1 198
SYNTRA w/ maximin 93.3 96.3 131 85.9 95.6 164
gpt-4o-mini for T
LLM direct transduction [33] 72.3 87.4 476 35.6 75.0 1490
SYNTRA w/ random query 91.6 95.5 140 75.2 90.4 190
SYNTRA w/ maximin 93.3 96.3 132 73.2 89.5 163

In Table[T]and 2} we evaluate our Table 2: Comparison of different approaches on the filtered 1D-
proposed methodology against ARC dataset. Filtering is based on the 128 programs generated
several baselines. In this experi- using MoC [26] with gpt-4.1-mini-2025-04-14.

ment, we use 10 test inputs out of
50 for MBPP+. We report two pri- Approach 1D-ARC (1 train / 3 test)

mary accuracy metrics: task-level Task Acc.  Example Acc.  # 7 Calls
accuracy, defined as the percent-
age of tasks for which all test out-
puts are predicted correctly, and ~ 8pt-4.1 for 7

Random program f € P’ 24.0 28.7 -

example-level accuracy. defined LLM direct transduction [33] 41.9 68.1 372
P , Y, SYNTRA w/ random query 71.8 82.1 179
as the proportion of correctly pre-  gyNTRA w/ maximin 71.8 80.8 159

dicted test outputs. Additionally,
we report the number of transduction model calls as a measure of efficiency (see Section [6] for more
detailed discussion on computational cost). We compare SYNTRA with the following ablations.

* Random program selects a program uniformly at random from the set of candidates that are
consistent with the training example (i.e., from P’ in our algorithm).

* Random hypothesis first deduplicates the outputs of the programs to form a hypothesis class, then
samples a single hypothesis uniformly at random from this set. This baseline performs significantly
worse than the random program baseline, suggesting that correct programs are sampled more
frequently before output-based deduplication.

* LLM direct transduction bypasses program synthesis entirely and instead asks the LLM to
directly predict test outputs given the training example and test inputs. The prompt explicitly
instructs the LLM to reason step-by-step. Interestingly, this approach outperforms the synthesis
baseline (random program) on Playgol and 1D-ARC but underperforms on MBPP+. We attribute
this to the fact that Playgol and 1D-ARC tasks often benefit from world knowledge and pattern
recognition (a strength of LLMs), whereas MBPP+ tasks tend to be more algorithmic in nature (a
strength of programs). A key limitation of direct LLM transduction is that the number of LLM
calls scales linearly with the number of test inputs, making the method computationally impractical
when the test set is large.

* SYNTRA with random query is a variant of SYNTRA, which randomly selects the input query
(from those with at least two possible output candidates) as an ablation of the maximin criterion.
As shown in the table, this approach already yields significant improvements over all baselines in
both domains and with both models. The performance gain is especially pronounced when using a
more capable model like gpt-4.1.



* SYNTRA with maximin criterion is the full version of our method, including the maximin input
selection criterion. Compared to the random query variant, this method substantially reduces the
number of transduction model calls, particularly in MBPP+, where the number of test inputs is
larger. This result highlights the efficiency and scalability of our SYNTRA framework.

Appendix [C.T|presents additional experimental results using smaller open-source LLMs. Additionally,
Appendix D] provides examples where our methodology succeeds and fails, along with an analysis of
its strengths and weaknesses.
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Figure 4: Experimental results on test input scaling and the unseen test set.

Scaling test set size In real-world applications, program synthesis is especially valuable when the
number of test inputs is so large that manual processing is cumbersome. To simulate such conditions,
we leverage the abundant test cases in MBPP+. Specifically, we vary the number of visible test inputs
provided to the system: 5, 10, 20, and 40. For each setting, we measure accuracy and the number of
transduction model calls.

In Figure[d] we observe that task-level and example-level accuracy remain relatively stable regardless
of the number of test inputs. In terms of transductive model call counts, the number of calls increases
sub-linearly with the number of test inputs, demonstrating the scalability of our framework. Notably,
the gap between the maximin and random query methods also widens as the test set grows. In
addition, we indicate a “lower bound,” the number of tasks where the initial hypothesis class V,
contains at least two distinct hypotheses. This value serves as a rather conservative lower bound
on the number of necessary LLM calls, since at least one query is needed to resolve any ambiguity
(the true minimum number of calls is likely higher). When comparing the number of LLM calls to
this lower bound, we find that the maximin criterion approaches roughly twice the efficiency of the
random query strategy. These results indicate that the maximin algorithm significantly improves the
efficiency of the SYNTRA framework.

Performance on unseen test set Next, we investigate how well the programs synthesized via
SYNTRA generalize to an unseen test set. The unseen test set is constructed by selecting 10 test
inputs from the 50 available in MBPP+, while the remaining 40 are used as test inputs visible to
the system. We run SYNTRA using 5, 10, 20, or 40 of these visible test inputs and measure the
task-level accuracy of the resulting program on the unseen test set.

The results in Figure ] show a general trend: as the number of visible test inputs increases, the
accuracy on the unseen test set also improves. When using 20 or more visible test inputs, the accuracy
on the unseen test set approaches the task accuracy reported in Table[I] This suggests that programs
synthesized via SYNTRA from a sufficiently large number of test inputs can be expected to perform
comparably well even on new, unseen inputs.

5.3 Variations on Program Synthesis Model

Up to this point, we have focused on how efficiently and robustly our method can select a correct
program from fixed hypothesis class constructed by particular synthesis model. However, when
considering expected performance over all tasks, the choice of synthesis model becomes critically
important. In this section, we examine how the choice of synthesis model affects overall performance
on the full, unfiltered datasets. In this experiment, we use 4 test inputs for Playgol, 50 test inputs for
MBPP+, and 3 test inputs for 1D-ARC.



IID sampling The AGA approach we use first generates algorithms autoregressively and then
translates each into Python code. As a result, the resulting programs do not strictly follow the LLM’s
output distribution. This deliberate “flattening” of the output probability boosts diversity, which
benefits in more challenging tasks [26} 47, 30]. However, it may reduce the likelihood of sampling
a correct program in easier tasks, where the correct solution is already highly probable under the
model’s natural distribution. To investigate this phenomenon in the context of our work, we consider
a more standard approach for the synthesis model: IID sampling of programs from a fixed prompt.
We evaluate how this affects end-to-end performance.

Table 3] (IID) shows
the performance of
randomly selecting a

Table 3: Task accuracies (%) of various approaches.

Approach Playgol MBPP+ 1D-ARC
program from those
obtained via IID sam- ~ AGA 72.7 64.8 239
pling. On Playgoland ~ AGA + SYNTRA 82.5 724 37.8
1D-ARC, IID slightly gg SYNTRA ;gg gg? ggg
fi AGA. + : : ~
%ngvirvgrmlﬁ MBP(I}, L MoC [26] 78.1 71.4 16.7
’ ’ MoC + SYNTRA 83.7 74.0 494
performance  drops
significantly. This AGA + test inputs as prompt 80.4 63.5 -
suggests that MBPP+ AGA + test inputs as prompt + SYNTRA 84.6 70.3 -
tasks benefit more IID + test inputs as prompt 83.2 493 -

from the diversity
encouraged by AGA, which increases the chance of synthesizing a robust program.

Interestingly, the performance gap between AGA and IID on Playgol disappears when we apply
SYNTRA (AGA + SYNTRA vs. IID + SYNTRA). This indicates that AGA did generate the
correct program, but it was underrepresented in the overall program pool and thus unlikely to be
selected—SYNTRA was able to recover it. In contrast, on MBPP+, applying SYNTRA does not
close the gap between AGA and IID, implying that IID sampling failed to generate the correct program
at all, leaving no opportunity for SYNTRA to recover it. These observations underscore the value
of diversity-enhancing strategies like AGA, especially when combined with effective verification
mechanisms like SYNTRA.

Advanced model We also examine the impact on final performance when SYNTRA is applied to
state-of-the-art program synthesis model. We use Mixture of Concepts (MoC) [26], a recent inductive
program synthesis approach based on LLMs. MoC first generates distinct elementary concepts that
may help solve the problem, then produces natural language hypotheses based on these concepts, and
synthesizes Python programs based on the hypotheses. For MBPP+, we made a minor modification
by including the natural language task description in the prompt.

The results in the table show that MoC alone yields mixed outcomes depending on the benchmark.
However, when combined with SYNTRA, performance improves even further, outperforming all
other approaches we compared. This demonstrates that the SYNTRA framework can be layered on
top of existing strong program synthesis models to push performance beyond current limits.

Test inputs as prompt A straightforward way to directly improve the output distribution of an
LLM-based program synthesis model is to include test inputs in the prompt, explicitly instructing the
model to generate a program that generalizes to those inputs. While intuitive, this approach is not
scalable, as the prompt length increases proportionally with the number of test inputs.

As shown in Table 3] (test inputs as prompt), this method can indeed be beneficial in cases like Playgol,
where the number of test inputs is relatively small. However, for MBPP+, including test inputs in the
prompt leads to a performance drop for both AGA and IID. This likely results from the excessive
prompt length—incorporating all 50 test inputs may overwhelm the LLM and hinder its reasoning
ability. These limitations further highlight the importance of scalable alternatives such as SYNTRA,
which can robustly select correct programs without overloading the prompt.

5.4 Programmatic World Modeling on MiniGrid



Finally, we apply SYNTRA to programmatic world  Table 4: Task accuracies (%) on MiniGrid.
modeling on MiniGrid. Both the synthesis and trans-

duction models are gpt-4.1-mini-2025-04-14.  Approach DoorKey UnlockPickup
We sample 16 1ID programs per state, and used [ 571 62.9
example-level accuracy to compute transition func-  [[p + SYNTRA 68.8 67.6

tion accuracy. In Table[dl SYNTRA shows substan-
tial benefit for the world model synthesis task as well. SYNTRA enables learning a more accurate
world model, which would likely result in more efficient planning or policy learning.

A good example that illustrates how SYNTRA helps in this task is coordinate notation. In the
MiniGrid state representation we used, the positive directions are to the right and downward, and this
sign convention can be inferred from the coordinates of surrounding objects. Since this convention is
not obvious at the outset, actions such as turn left or turn right are not always implemented
correctly during the synthesis stage. However, the transduction model, by directly observing the
candidate output states, was able to identify the correct one.

6 Discussion

Extension to online learning and human-in-the-loop Our methodology naturally extends to
online or human-in-the-loop settings. After identifying a final hypothesis through SYNTRA, we
can retain the corresponding program and, when a new input arrives, detect behavioral divergence
across candidate programs. In such cases, the system can invoke the transduction model to update the
version space accordingly. Moreover, in situations where the transduction model’s confidence is low,
the system can selectively ask the user for label, enabling interactive program synthesis with minimal
human intervention.

Transductive program synthesis v.s. LLM direct transduction In our experiments, we compared
transductive program synthesis and LLM direct transduction primarily by measuring the number of
transduction model calls. When considering the full pipeline, the program synthesis method includes
a preliminary step of generating 32 candidate programs. In such cases, direct LLM prediction may
result in fewer total calls. However, in our experimental setup, we used a smaller model for synthesis
and a larger model for transduction, prioritizing prediction quality over generation cost. SYNTRA
typically required no more than three calls per task, making the overall cost lower for SYNTRA
despite the initial synthesis step. Furthermore, as the number of test inputs increases, the cost of
direct transduction increases linearly, whereas our method remains more stable.

Beyond efficiency, transductive program synthesis offers significant advantages over direct trans-
duction in terms of performance, interpretability, and extensibility to online or human-in-the-loop
workflows. In domains where some tasks are inherently difficult to express through code, a hybrid
approach that ensembles program synthesis with direct prediction may be more effective [28].

Probabilistic perspective Rather than performing probabilistic inference over programs directly,
our approach constructs a hypothesis class by deduplicating execution results and eliminates hypothe-
ses based on transductive predictions. This design choice is intended to ensure broad applicability,
even to models where program probabilities are difficult to estimate, such as black-box LL.Ms or
synthesis models based on enumerative search. If such probabilities were available, our framework
could incorporate probabilistic strategies. For instance, instead of maximin criteria, we could adopt
uncertainty-based strategies or more sophisticated methods like query-by-committee [41]. These
directions offer promising extensions for future work.

7 Conclusion

We introduced transductive program synthesis, a new framework that leverages test inputs during
synthesis to improve the robustness and efficiency of program generation. By combining LLM-based
program synthesis with transductive prediction and hypothesis elimination, our SYNTRA framework
significantly outperforms baselines in terms of accuracy and efficiency. This framework is scalable,
interpretable, and extensible; offering a promising direction for robust real-world program synthesis.
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depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: This paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We presented the algorithm of our methodology (Algorithm[I]), and in Section[5]
we provided comprehensive details on the dataset, hyperparameters, and prompts used.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: We plan to release the code and data after the paper is accepted.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Section[3
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Due to the high computational cost of using LLMs in our experiments, we
conducted only a single run.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Since we primarily used APIs, there is no specific environment to report. The
computational cost is discussed in detail in Section [6]

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We checked NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work focuses on program synthesis and we do not expect any direct
societal impact.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not release any data or models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cited the papers for datasets we used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: We have explained how LLMs are utilized in both the methodology and the
experiments.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Limitation

While SYNTRA demonstrates strong performance, scalability, and explainability across multiple
domains, it is important to recognize its limitations.

First, our approach relies on the assumption that visible test inputs exist. This assumption is critical
for enabling the transduction model to evaluate and filter candidate programs. In domains where such
inputs are absent or unobservable, the method becomes less applicable. However, this limitation can
be partially addressed by generating test inputs with the LLM.

Second, SYNTRA is less effective in settings where inputs are semantically meaningless. In such
cases, the LLM cannot effectively exploit its prior world knowledge, limiting the benefits of our
framework.

Third, although SYNTRA can select the optimal program from a mixture of correct and incorrect
candidates, it does not inherently improve the synthesis of highly complex programs. For problems
that require deep search or reasoning, the synthesis step remains a bottleneck.

Finally, because LLLMs are used as transduction models, undesirable biases present in the models
may propagate to the final outputs. This raises concerns about fairness, safety, and robustness.

B Prompts

Here, we present the prompts used for our program synthesis and transduction models. The prompts
below are all designed for use on Playgol. For MBPP+, we additionally prepended the natural
language task description directly before the input-output examples.

Prompt for Program Synthesis Model - Algorithm Generation

You will be given a list of input-output pairs. There are
multiple algorithms that transform each input to the
corresponding output.

Generate 4 algorithms for the transformation in natural language

form.

These algorithms should be distinct; they map the given input to

the output but implemented in various ways.

Please format your algorithms as follows:
{

1: "algorithm",

2: "algorithm",

1

Input -output pairs:

{INPUT_OUTPUT_PAIRS}

Algorithms:
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Prompt for Program Synthesis Model - Code Generation

You will be given a list of input-output pairs and an algorithm
described in natural language.

Implement the given algorithm in a Python function ‘fn‘ that
maps the following inputs to their corresponding outputs.

Please format your Python function as follows:
¢¢‘python
def fn(x):

# x is {INPUT_FORMAT}

# Your code here

return y # y is {OUTPUT_FORMAT}

€ ¢ <

Input -output pairs:
{INPUT_OUTPUT_PAIRS}

Algorithm:
{ALGORITHM}

Python function:

Prompt for Transduction Model

Based on given input-output pairs, select which of the outputs
is most plausible for given test input.

Think step-by-step and enclose your answer with ‘¢‘ at the end
of your response.

Input -output pairs:
{INPUT_OUTPUT_PAIRS}

Test input:
{TEST_INPUT}

Test output candidates:
{TEST_OUTPUT_CANDIDATES}
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C Additional Results

C.1 Results with Additional LLMs

In this section, we present experimental results on Playgol using more smaller open-source
models. Specifically, we used Llama-3.1-8B-Instruct as the program synthesis model and
Llama-3.1-70B-Instruct as the transduction model.

Table 5: Comparison of different approaches on the filtered Playgol dataset consisting of 124 tasks.
Filtering is based on the programs generated using AGA.

Playgol (1 train / 4 test)

Approach

Task Acc.  Example Acc. # 7 Calls
Random program f € P’ 62.5 74.8 -
Random hypothesis A € V 349 56.0 -
Llama-3.1-70B-Instruct for T
LLM direct transduction [33]] 58.1 84.3 476
SYNTRA w/ random query 71.0 81.5 140
SYNTRA w/ maximin 78.2 84.8 128

While the overall performance is low compared to GPT-based models, the trend of improvements
achieved by SYNTRA remains consistent (Table [5).

We also evaluate performance on the unfiltered Playgol dataset using a wider range of LLMs,
including gemma-3-27b-it, Claude Sonnet 4, and DeepSeek-V3-0324. In this setting, we use the
same LLM as both the synthesis model and the transductive model.

Table 6: Task accuracies (%) of different approaches and LLMs on the unfiltered Playgol dataset.

Approach gemma-3-27b-it Claude Sonnet 4 DeepSeek-V3-0324
AGA 66.5 82.8 80.0
AGA + SYNTRA 72.0 89.8 90.2

While absolute accuracy varied across model types, we consistently observed that SYNTRA improves
performance.

C.2 Program Diversity

Table 7: Comparison of program diversity.

Approach Playgol MBPP+
IID (Section 4.32 3.29
AGA 6.65 7.20

Here, we demonstrate the semantic diversity of the programs generated by the IID and AGA methods.
We define semantic diversity in terms of behavioral equivalence. The numbers in Table[7]represent
the average number of programs, out of the 32 generated, that produce unique execution results on
the training and test inputs. As shown, AGA significantly boosts diversity compared to IID sampling.
This increased diversity raises the likelihood that a correct program is included in the program pool,
thereby offering more opportunities for SYNTRA to improve final performance.

C.3 Comparison with Majority Vote

We compared the performance of majority vote (MV) and SYNTRA. For MV, a majority vote was
taken over outputs of generated programs, so there may not be a program exactly matching all the
submitted outputs. In our experiment, MV does provide some improvement, but it’s smaller than
SYNTRA.
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Table 8: Task accuracies (%) of majority vote (MV) and SYNTRA on unfiltered dataset.

Approach Playgol MBPP+ 1D-ARC
1ID 76.9 56.9 25.0
1ID + MV 71.5 55.7 289
IID + SYNTRA 82.5 59.1 38.9

C.4 Scaling Compute

Below are results when using MoC on the MBPP+ dataset with sample counts of 32, 64, and 128.
In our experiments, MoC alone did not show a clear compute scaling effect, likely because (1) with
as many as 128 concepts, the relevance of newly generated concepts diminished, and (2) as the
number of programs increased, the ratio of incorrect programs also increased, raising the chance of a
wrong guess when randomly selecting outputs. However, with SYNTRA, at least the second issue is
mitigated, resulting in compute scaling benefits.

Table 9: Task accuracies (%) by the number of generated programs on unfiltered MBPP+ dataset.

Approach 32 64 128

MoC 78.1 809 778
MoC + SYNTRA 83.7 843 855

D Case Study

D.1 Successful Cases

Example 1 The task is to extract the country name. The edge case here lies in the test input selected
during the first iteration, where the state name appears between the city and country names. As a
result, some programs extract the state name ("0OR") instead of the country ("USA"). In this case, the
transduction model correctly selected the ground truth "USA", effectively eliminating the hypotheses
that extracted the state name.

Dataset: Playgol
Input-output pairs:
Input: "ILP 2009, Leuven, Belgium, July 02-04, 2009"
Output: "Belgium"
Iteration 1
Test input: "ILP 2007, Corvallis, OR, USA, June 19-21, 2007"
Output candidates: ["OR", "USA", ""]
Transduction model prediction: "USA"
GT output: "USA"
Change in the number of hypotheses: 6 -+ 2
Iteration 2
Test input: "ILP 2012, Dubrovnik, Croatia, September 17-19, 2012"
Output candidates: ["Croatia", ""]
Transduction model prediction: "Croatia"
GT output: "Croatia"
Change in the number of hypotheses: 2 -+ 1

Example 2 In this task, the edge case arises in Iteration 2, where the challenge is how to handle
situations with only one occurrence of the character to be removed. The transduction model chose to
remove the single occurrence rather than leave it unchanged, which aligned with the ground truth
output.

Dataset: MBPP+
Task description: Write a Python function to remove the first and last
occurrence of a given character from the string.

25



Input-output pairs:

Input: ["hello", "1"]

Output: "heo"
Iteration 1

Test input: ["xxx", "x"]

Output candidates: ["x", ""]

Transduction model prediction: "x"

GT output: "x"

Change in the number of hypotheses: 8 -+ 4
Iteration 2

Test input: ["xrworlaaada", "x"]

Output candidates: ["rworlaaada", "xrworlaaada", "worlaaada"]

Transduction model prediction: "rworlaaada"

GT output: "rworlaaada"

Change in the number of hypotheses: 4 -+ 2
Iteration 3

Test input: ["lo", "a"]

Output candidates: ["ValueError(‘substring not found’)", "lo"]

Transduction model prediction: "lo"

GT output: "lo"

Change in the number of hypotheses: 2 -+ 1

D.2 Failed Cases

Example 1 In this problem, it is difficult to use world knowledge to resolve uncertainty. The correct
program logic is to output the substring up to (but not including) the first uppercase letter. However,
based on the given training example alone, a program that outputs the first three characters of the
input string could also satisfy it. Since the input strings in this problem are meaningless and arbitrary,
there is little information available to determine which of the two programs is correct. In such cases,
it would be preferable to query the user in order to generate a program that aligns with their intent.

Dataset: Playgol

Input-output pairs:
Input: "worCigshrbrgrplzaaBirqvwic"
OQutput: "wor"

Iteration 1
Test input: "htvpAsgrwbsoeigjvtryhtfp"
Output candidates: ["htv", "", "htvp"]
Transduction model prediction: "htv"
GT output: "htvp"
Change in the number of hypotheses: 3 -+ 1

Example 2 This is a case where the ambiguity present in the task description is reflected in the
hypothesis class.

Dataset: MBPP+
Task description: Write a function that checks whether a string contains
the "a" character followed by two or three "b" characters.
Input-output pairs:
Input: "ac"
Output: False
Iteration 1
Test input: ""
Output candidates: [True, False, Nonel
Transduction model prediction: False
GT output: False
Change in the number of hypotheses: 5 -> 2
Iteration 2
Test input: "abbbba"
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Output candidates: [False, True]
Transduction model prediction: False

GT output: True

Change in the number of hypotheses: 2 -> 1
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