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Abstract001

Large Language Models (LLMs), e.g. Chat-002
GPT, have been widely adopted in real-world003
dialogue applications. However, LLMs’ ro-004
bustness, especially in handling long complex005
dialogue sessions, including frequent motiva-006
tion transfer, sophisticated cross-turn depen-007
dency, is criticized all along. Nevertheless,008
no existing benchmarks can fully reflect these009
weaknesses. We present MARS-Bench, a010
Multi-turn Athletic Real-world Scenario Di-011
alogue Benchmark, designed to remedy the012
gap. MARS-Bench is constructed from play-013
by-play text commentary so to feature real-014
istic dialogues specifically designed to eval-015
uate three critical aspects of multi-turn con-016
versations: ultra multi-turn, interactive multi-017
turn, and cross-turn tasks. Extensive experi-018
ments on MARS-Bench also reveal that closed-019
source LLMs significantly outperform open-020
source alternatives, explicit reasoning signifi-021
cantly boosts LLMs’ robustness on handling022
long complex dialogue sessions, and LLMs in-023
deed face significant challenge when handling024
motivation transfer and sophisticated cross-turn025
dependency. Moreover, we provide mechanis-026
tic interpretability on how attention sinks due027
to special tokens lead to LLMs’ performance028
degradation when handling long complex dia-029
logue sessions based on attention visualization030
experiment in Qwen2.5-7B-Instruction.031

1 Introduction032

Large Language Models (LLMs) have made re-033

markable advances, enabling fluent interactions034

with users, even on sessions with more than 30035

turns, messy information and unnatural motiva-036

tion transfer. However, LLMs’ robustness has037

long been criticized when handling users’ shifts038

between information-seeking questions, reasoning039

tasks, and creative content generation in same dia-040

logue sessions without clear task boundaries, while041

no existing evaluations fully reflect the weakness.042

Data Format

4:49 Ivica Zubac defensive rebound
4:34 Ivica Zubac makes 2-foot dunk (James Harden assists)
4:22 Devin Booker misses 26-foot three point pullup jump shot
4:20 Bogdan Bogdanovic defensive rebound
...
3:27 Ivica Zubac makes alley oop dunk shot (James Harden assists)
3:07 Nick Richards makes pullup jump shot (Devin Booker assists)
3:01 James Harden makes driving layup
...
1:03 Ivica Zubac makes 5-foot two point shot (James Harden assists)
...
35.1 James Harden makes 28-foot three point step back jumpshot
 1.2 Ivica Zubac makes 7-foot two point shot (James Harden assists)
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Figure 1: Overview of the Data Format. Each sample
represents a single game and includes: (1) play-by-play
records; (2) team rosters; and (3) player statistics. The
first two are used as model input, and the third for an-
swer verification.

We point out that LLMs must (i) retrieve evidence 043

dispersed across distant, sometimes dozens-of-turn- 044

old, utterances, and (ii) reason jointly over these 045

fragments while adapting to frequent task switches 046

to handle the aforementioned scenarios. As these 047

conversational scenarios grow increasingly com- 048

plex, there is a clear need for robust evaluation pro- 049

tocols that can systematically assess LLMs’ abil- 050

ity to understand, reason, and respond coherently 051

across conversational turns. 052

However, many benchmarks focus on short con- 053

versations, provide the full dialogue history upfront 054

rather than revealing it turn by turn, and rarely test 055

reasoning over information scattered across distant 056

turns (Bai et al., 2024; Zheng et al., 2023; Kwan 057

et al., 2024; Sun et al., 2024; Sirdeshmukh et al., 058

2025). Agent-based benchmarks (Liu et al., 2024; 059

Ye et al., 2025) explore complex task settings, but 060

often lack alignment with real-world dialogue sce- 061

narios, making it difficult to assess how models 062

adapt in natural. These limitations highlight the 063

lack of comprehensive benchmarks for interactive 064
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Second Quarter
More Questions

Second Quarter

MARS-Bench

Context Retrieval

GAME INFO
Time Play
...
2:45 Luka Doncic makes 23-foot three 
point jumper (Gabe Vincent assists)
2:25 Luka Doncic shooting foul

Now, your friend has said:
What is the current score between the two 
teams? Can you help me analyze it?

GAME INFO
Time Play
4:28 Luka Doncic makes two point shot 
(Dalton Knecht assists)
4:27 Clippers Full timeout

Now, your friend has said:
I remember Luka Doncic scored in quarter1 
2:45, and 12 minutes and 17 seconds later, it 
seemed like someone had scored too. Who?

Luka Doncic scored 2 in (quarter2 4:28)

Yes! After analysis, the current scores for 
the two teams are...

More user-model interactions.

First Quarter

Information Reasoning

GAME INFO
Time Play
11:29 Kawhi Leonard makes 26-foot three 
point jumper
9:36 Austin Reaves makes 29-foot three 
point jumper (LeBron James assists)
7:28 Austin Reaves makes 23-foot three 
point jumper (Jaxson Hayes assists)

Now, your friend has said:
What is the current score between the two 
teams? Can you help me analyze it?

Now, your friend has said: Who scored the 
most goals between 11:29 and 07:28 in the 
first quarter (including both times)? If none of 
his goals were scored during this period, 
which team would be in the lead, and what 
would the point difference be?

Austin Reaves. If all of his goals during 
this period were not scored, the leading 
team should be LA Clippers and the score 
difference should be 13.

Yes! After analysis, the current scores for 
the two teams are...

More user-model interactions.

Task Switching

GAME INFO
Time Play
···
1:03 Ivica Zubac makes 5-foot two point 
shot ( James Harden assists)
1.2 Ivica Zubac makes 7-foot two point 
shot ( James Harden assists)

Now, your friend has said:
What is the current score between the two 
teams? Can you help me analyze it?

Now, your friend has said:
I have a math problem to ask you: 900 
men have provisions for 15 days. if 
200 more men join them , for how many 
days will the provisions last now?
Options: a)12.88, b)12.6, c)12.55, 
d)12.21, e)12.27

After analysis, the answer to the 
question is e.

Yes! After analysis, the current scores for 
the two teams are...

More user-model interactions.

More Questions

Instruction Following

After 2 turns, please include a brief summary 
in <Summary></Summary> tags. The summary 
should encapsulate the match's progress up 
to this point and be placed at the end without 
altering the format of the response. 

Understood! I will include a brief summary 
of the match‘s progress...

Multi-Task

4:49 Ivica Zubac defensive rebound
4:34 Ivica Zubac makes 2-foot dunk (James Harden assists)
4:22 Devin Booker misses 26-foot three point pullup jump shot
4:20 Bogdan Bogdanovic defensive rebound
...
3:27 Ivica Zubac makes alley oop dunk shot (James Harden assists)

Time Play
47
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51

39
39
39
39

41

3:07 Nick Richards makes pullup jump shot (Devin Booker assists)
3:01 James Harden makes driving layup
...
1:03 Ivica Zubac makes 5-foot two point shot (James Harden assists)
...
35.1 James Harden makes 28-foot three point step back jumpshot
 1.2 Ivica Zubac makes 7-foot two point shot (James Harden assists)
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Ultra Multi-turn
> 30 turns

Cross-turn 
Questions

Interactive 
Multi-turnA Multi-turn Athletic 

Real-world Scenario Benchmark

Original
Data Format

GAME INFO
< Detailed Game Information >

Now, your friend has said: 
I paid special attention to the top scorer(s) 
James Harden. Do you remember his shooting 
statistics for this quarter?

James Harden had 5 attempts,  4 hits, 12 
points. <Summary>......</Summary>

More user-model interactions.

2-minute Half-time Break

Second Quarter

First Quarter

Second Quarter

2-minute Half-time Break

First QuarterFirst Quarter

GAME INFO
Time Play ....

Yes! Let me 
help you to...

GAME INFO
Time Play ....

Yes! Let me 
help you to...

Figure 2: Overview of MARS-Bench. MARS-Bench is constructed from real-world play-by-play sports data and
supports ultra multi-turn (UMT), cross-turn tasks (CTT), and interactive (IMT) dialogue scenarios. It comprises four
core task categories—Instruction Following, Context Retrieval, Information Reasoning, and Task Switching—each
illustrated with representative dialogue examples. The bottom section shows the structured game data format.

multi-turn (IMT) dialogue, cross-turn tasks (CTT),065

and ultra multi-turn (UMT) scenarios.066

To address gaps in existing research, we propose067

MARS-Bench, a multi-turn dialogue benchmark068

constructed from real-world play-by-play sports069

data. MARS-Bench emphasizes three key features:070

Ultra Multi-turn Dialogues with over 30 turns per071

instance, capturing instruction shifts and contex-072

tual evolution; Cross-turn Questions that require073

reasoning over non-adjacent information; and In-074

teractive Multi-turn Generation, where LLMs075

must respond at every turn, reflecting realistic user076

interactions and frequent task switches. Built on077

top of these settings, MARS-Bench defines four078

core tasks: instruction following, context retrieval,079

information reasoning, and task switching. These080

tasks jointly enable comprehensive evaluation of081

multi-turn and multi-task dialogue capabilities. Ex-082

tensive experiments on state-of-the-art LLMs with083

MARS-Bench reveal that:084

• Closed-Source LLMs Leaders: Closed-source085

models, e.g. Claude-3.7-Sonnet-Thinking, sub-086

stantially outperform open-source alternatives,087

particularly in tasks requiring deep contextual088

understanding and multi-turn reasoning.089

• LLMs Benefit from Explicit Reasoning: Mod- 090

els employing explicit reasoning mechanisms 091

(System 2) consistently achieve higher accuracy 092

and stability, whereas heuristic-driven (System 1) 093

approaches falter with increased task complexity. 094

• LLMs Struggle with Multi-Turn Dialogue: 095

Models face notable difficulties in instruction fol- 096

lowing, retaining context across multiple turns, 097

and managing cumulative errors from incremen- 098

tal predictions, highlighting critical bottlenecks 099

in long-range contextual memory and structured 100

inference processes. 101

2 MARS-Bench: Design and Construction 102

This section is organized as follows: Data Collec- 103

tion and Processing (2.1), Task Categories (2.2), 104

and Benchmark Statistics (2.3). 105

2.1 Data Collection and Processing 106

Building on the play-by-play textual game data, we 107

construct a three-stage data pipeline comprising 108

data collection, question construction, and manual 109

verification, as illustrated in Figure 3. 110

Data Collection We collect English play-by-play 111

records and post-game statistics for the NBA and 112

2



Data 
Collection Web Github

NBA

NHL

Question Construction

Who scored the most goals between 11:29 and 07:28 in the 
first quarter (including both times)? If none of his goals were 
scored during this period, which team would be in the lead, 
and what would the point difference be?

Context Selection

Select all play-by-play information 
related to the question. Answer Construction

Extract statistical information 
and calculate the answers.

Checklist Creation

Design and generate the checklist.

Austin Reaves. Leading team 
will be LA Clippers and the 
score difference should be 13.Answer

”Leading team is LA Clippers": 0.5,
"The score difference is 13": 0.5,
"first check": {"Incorrect player 
name(s) selected": 0}Checklist

Quality
Assurance

Reviewer

Question/Answer

Correctness

Data Pipeline

Check

NBA(Chinese)

Difficulty DiversityDeepSeek

Figure 3: Overview of the Data Construction Pipeline.
The pipeline comprises three main stages: (1) Data Col-
lection, in which sports data is gathered from online
sources; (2) Question Construction, involving the gen-
eration of (Question, Answer, Checklist) triples through
context selection, answer formulation, and checklist cre-
ation; (3) Quality Assurance, where each (Question,
Answer, Checklist) triple is reviewed for correctness,
difficulty, and diversity.

NHL from ESPN, and supplement them with Chi-113

nese NBA data from Hupu, a major sports com-114

munity in China, to increase both linguistic and115

domain diversity. The raw data is standardized into116

structured formats for multi-turn dialogue model-117

ing, with each sample represent a complete sports118

game. Figure 1 illustrates the structure of the col-119

lected data.120

Question Construction Each question is man-121

ually designed according to a specific task type.122

Relevant information is extracted from the asso-123

ciated play-by-play context entries using regular124

expressions, which is then used to generate the125

corresponding answer and verification checklist au-126

tomatically. These components serve as the basis127

for evaluating model responses. This stage yields a128

set of (question, answer, checklist) triplets.129

Quality Assurance All generated (Question,130

Answer, Checklist) triplets are reviewed by131

both human annotators and a LLM, specifically132

DeepSeek-V3-0324, to ensure their correctness,133

difficulty, and diversity. 134

2.2 Task Categories 135

MARS-Bench defines four core task categories: In- 136

struction Following, Context Retrieval, Informa- 137

tion Reasoning, and Task Switching. Instruction 138

Following (IF) and Context Retrieval (CR) assess 139

a model’s ability to handle cross-turn queries in 140

multi-turn scenarios, while Information Reasoning 141

(IR) and Task Switching (TS) focus on interac- 142

tive reasoning. These categories evaluate diverse 143

reasoning types and dynamic dialogue behaviors, 144

including tracking evolving instructions, retrieving 145

distant context, aggregating scattered information, 146

and adapting to abrupt task shifts. 147

Each game is divided into periods (e.g., NBA 148

quarters, NHL periods), with each period split into 149

five score-tracking turns that form a multi-turn dia- 150

logue. Category-specific questions are inserted at 151

appropriate points based on the four task categories. 152

Models must respond incrementally and maintain 153

coherence throughout. 154

Figure 2 provides abstract illustrations of the task 155

categories, while Table 1 outlines their descriptions, 156

subtask distributions, and instance counts per pe- 157

riod. Full task examples and question placements 158

are detailed in Appendix E. 159

2.3 Benchmark Statistics 160

MARS-Bench consists of 120 games, with an aver- 161

age of 33.42 dialogue turns per game. Each of the 162

four task categories comprises 30 games, evenly 163

distributed across three sports domains: 15 NBA 164

(English), 10 NBA (Chinese), and 5 NHL(English). 165

Figure 4 visualizes the distribution of tasks and 166

domains, where the outer ring indicates task cate- 167

gories and the inner ring reflects domain composi- 168

tion. 169

Table 2 presents a comparison between MARS- 170

Bench and existing multi-turn dialogue bench- 171

marks. In contrast to previous datasets, MARS- 172

Bench offers substantially longer dialogues, incor- 173

porates real user–model interactions, and covers 174

a more diverse set of tasks spanning multiple lan- 175

guages and domains. 176

3 Experiments 177

3.1 Experiment Setup 178

Prompting Setting All models are evaluated un- 179

der a zero-shot prompting strategy. Task instruc- 180

tions and dialogue scenarios are specified using 181
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Table 1: Task categories and subtask types in MARS-Bench, along with the number of subtasks generated per
game segment. Each segment corresponds to a natural period in sports games—three periods in NHL and four
quarters in NBA (excluding overtime).

Task Type Description Sub-task Sub-task Description Questions per Period

Instruction Following Follow turn-specific instructions
with format constraints.

Fixed-format Single-turn Re-
sponse

Follow the format specified for the current
dialogue turn.

1

Turn-conditioned Prompted
Formatting

Adapt the response format according to sys-
tem instructions at each turn.

8

Turn-conditioned Inferred
Formatting

Adjust the response format based on instruc-
tions inferred from prior dialogue turns.

1

Context Retrieval
Locate and retrieve factual
information from previous
dialogue turns.

Anchored Event Retrieval
Given a time anchor and interval, retrieve a
specific event.

2

Interval-based Event Re-
trieval

Given a start and end time, retrieve events of
a specific type.

1

Information Reasoning
Aggregate and reason over
distributed contextual
information.

Current Score Tracking Provide the current score for both teams. 1 (last period)

Score Lead Fluctuation Detec-
tion

Identify the number and timing of score lead
changes between the two teams within a
given time period.

1

Player Performance Impact
Analysis

Given a time span, analyze how a change
in a player’s performance affected the game
situation.

2

Task Switching
Handle abrupt interleaving of
unrelated queries.

In-context Reasoning Query Ask questions related to the match. 3

Out-of-context Math Query
Ask unrelated mathematical questions from
MathQA (Amini et al., 2019).

3

MARS-Bench

Instruction Following

Task SwitchingInformation Reasoning

Context Retrieval

NHL

NBA(Chinese)

NBA

NHL

NBA(Chinese)

NBA

NHL

NBA(Chinese)

NBA

NHL

NBA(Chinese)

NBA

Figure 4: Statistics of MARS-Bench. The outer ring
shows the distribution of the four task categories, and the
inner ring indicates the corresponding sports domains:
NBA (English), NBA (Chinese), and NHL. Numbers on
the chart represent the total number of model interaction
turns per task.

carefully designed prompt templates tailored to182

each task category, as detailed in Appendix E.183

Evaluation Metrics We adopt the LLM-as-a-184

judge approach to evaluate model outputs. To185

implement this, and following the procedure de-186

scribed in 2.1, we construct a corresponding check-187

list that specifies key assessment criteria. The188

judge model then assigns scores to the predicted re-189

sponses based on these checklists. The prompt tem-190

Table 2: Comparison of MARS-Bench with Other Multi-
turn Dialogue Benchmarks

Benchmark Real Interaction Cross-turn Multi-task

MT-Bench ✗ ✗ ✗

MT-Bench-101 ✗ ✓ ✓

MultiChallenge ✗ ✓ ✓

MARS-Bench(Ours) ✓ ✓ ✓

Benchmark Avg. Turns Total Queries Language

MT-Bench 1–2 80 English
MT-Bench-101 3 4208 English
MultiChallenge 5 1365 English
MARS-Bench(Ours) 33 4010 English, Chinese

plate used for evaluation is provided in Appendix D. 191

In our experiments, we use DeepSeek-v3-0324 as 192

the judge model, and this evaluation configuration 193

is consistently applied to all experiments, including 194

those presented in the Discussion section. 195

3.2 Experiment Results 196

Table 3 presents the evaluation results of various 197

representative models on MARS-Bench. Based 198

on these results, we summarize the following key 199

observations. 200

LLMs Struggle in Complex Multi-turn Dia- 201

logues. Even top models achieve around 70 202

points, with performance decreasing as dialogue 203

4



Table 3: Performance of different models on MARS-Bench. The benchmark includes four task categories:
Instruction Following (IF), Context Retrieval (CR), Information Reasoning (IR), and Task Switching (TS). Shaded
cells indicate the best performance, bold indicates the second-best, and underlined the third-best. For more details
about the scores of math questions, please refer to the Appendix B.

Model Reasoning Open Source Overall IF CR IR TS

Gemini-2.5-Pro (Google, 2025b) ✓ ✗ 72.44 65.08 87.06 70.92 66.72
Claude-3.7-Sonnet-Thinking (Anthropic, 2025) ✓ ✗ 62.29 43.28 71.51 66.98 67.38

o1-1217 (OpenAI, 2024b) ✓ ✗ 59.62 53.09 64.48 62.63 58.28

Gemini-2.5-Flash (Google, 2025a) ✓ ✗ 59.22 45.96 77.76 52.93 60.23

GPT-4.5-Preview (OpenAI, 2025b) ✗ ✗ 53.33 55.52 66.65 50.43 40.74

Doubao-1.5-Pro-Thinking (ByteDance, 2025b) ✓ ✗ 52.62 51.99 55.64 52.17 50.69

Grok3 (xAI, 2025) ✓ ✗ 51.21 61.19 73.91 33.89 35.87

o4-mini-0416 (OpenAI, 2025d) ✓ ✗ 47.13 47.48 61.26 39.74 40.03

DeepSeek-R1 (DeepSeek-AI et al., a) ✓ ✓ 45.42 53.04 49.23 40.01 39.40

Claude-3.5-Sonnet (Anthropic, 2024) ✗ ✗ 43.17 44.45 52.09 39.03 37.09

o3-mini-high (OpenAI, 2025c) ✓ ✗ 42.15 53.16 50.68 32.58 32.18

Claude-3.7-Sonnet (Anthropic, 2025) ✗ ✗ 41.21 34.13 59.77 36.80 34.15

o3-mini-medium (OpenAI, 2025c) ✓ ✗ 39.25 52.17 42.66 32.31 29.84

Doubao-1.5-Pro-32k (ByteDance, 2025a) ✗ ✗ 38.88 42.80 46.81 33.63 32.28

DeepSeek-V3-0324 (DeepSeek-AI et al., b) ✓ ✓ 37.31 45.34 46.18 27.70 30.02

GPT-4o-1120 (OpenAI, 2024a) ✗ ✗ 35.83 39.28 31.26 36.69 36.12

Gemini-2.0-Flash (Google, 2024) ✗ ✗ 35.61 48.56 39.24 26.71 27.92

Qwen3-235B (Qwen Team, 2025c) ✓ ✓ 34.88 42.47 39.42 28.03 29.59

DeepSeek-V3-1226 (DeepSeek-AI et al., c) ✓ ✓ 33.16 37.23 37.08 28.71 29.63

GPT-4.1-mini-0414 (OpenAI, 2025a) ✗ ✗ 31.23 40.23 30.17 26.39 28.13

Qwen2.5-Max (Qwen Team, 2025a) ✗ ✗ 30.41 39.77 31.90 26.76 23.22

Qwen2.5-72B-Instruct (Qwen Team, 2025b) ✗ ✓ 29.21 38.38 30.41 24.06 23.97

GLM-Z1-Air (BigModel, 2025) ✓ ✓ 25.84 35.75 22.49 24.36 20.76

turns increase, shown in 4.1, highlighting limita-204

tions in handling extended multi-turn interactions.205

Lower scores on IF, IR, and particularly TS tasks206

further underscore deficiencies in cross-turn con-207

text management and interactive scenarios.208

Closed-Source Models Lead in Complex Multi-209

Turn Scenarios. In challenging multi-turn dia-210

logue tasks, closed-source models consistently out-211

perform open-source counterparts. For example,212

Google’s Gemini-2.5-Pro achieves a 72.44 overall213

on MARS-Bench under complex contextual and214

reasoning requirements, while the top open-source215

DeepSeek-R1 reaches just 45.42. Open-source216

models—though flexible—often lack the scale and217

targeted optimization needed to excel in intricate218

information reasoning and task-switching.219

Reasoning Models demonstrate greater perfor-220

mance. Models equipped with chain-of-thought221

reasoning tend to engage more deliberate, System222

2-style inference and decision-making processes.223

As a result, they exhibit higher consistency and 224

correctness across multi-turn dialogue tasks. In 225

contrast, models that rely on System 1-style heuris- 226

tic generation are more susceptible to variations 227

in task complexity and context, leading to com- 228

paratively weaker overall performance. For ex- 229

ample, DeepSeek-R1 achieves an overall MARS- 230

Bench score of 45.42, outperforming DeepSeek- 231

V3 (37.31) by 8.11 points, and even scores over 12 232

points higher on information reasoning (40.01 vs. 233

27.70). 234

Models perform worse on the Instruction Fol- 235

lowing task. Both reasoning-enhanced and stan- 236

dard models demonstrate relatively poor perfor- 237

mance on the instruction following task. Analysis 238

reveals that current models struggle to track turn- 239

level structures as required by system prompts. In 240

particular, they often fail to produce the correct 241

output in the specified dialogue turn, suggesting 242

limitations in their ability to align generation be- 243
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(a) Accuracy trends in the Context Retrieval task
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(b) Accuracy trends in the Information Reasoning task

Figure 5: Accuracy degradation in CR and IR tasks with increasing input turns. Subfigures (a) and (b)
show results for the Context Retrieval (CR) and Information Reasoning (IR) tasks, respectively. Db1.5Th refers
to Doubao-1.5-Pro-Thinking, Ge2.5P to Gemini-2.5-Pro, and C3.7Th to Claude-3.7-Sonnet-Thinking. See
Appendix A for the full list of model names and abbreviations.
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One Turn (Non-Reasoning)

Multi-Turns (Reasoning)
Multi-Turns (Non-Reasoning)

Figure 6: Ablation on input format: multi-turn vs.
single-turn. Most models perform worse with multi-
turn inputs, suggesting that input fragmentation hin-
ders reasoning. Top models like Gemini-2.5-Pro and
Claude-3.7-Sonnet-Thinking remain robust. Addi-
tional results are provided in Appendix C.

havior with round-dependent instructions.244

4 Discussion245

We organize our discussion around the following246

research questions: (1) whether increasing the num-247

ber of dialogue turns harms model performance;248

(2) whether cross-turn context hinders reasoning;249

and (3) whether interactive multi-turn generation250

degrades LLMs performance.251

4.1 LLMs Struggle with More Turns252

Increasing Turns Leads to Lower Accuracy.253

As an additional analysis setting, we break down254

the main experimental results by interaction rounds255

to examine how performance evolves over turns.256

As shown in Figure 5a and Figure 5b, model accu-257

racy in context retrieval and information reasoning258

tasks tends to decline in the later stages of multi-259

turn interactions.260

Special Tokens Consume Attention in Multi- 261

turn Contexts. Motivated by the observed degra- 262

dation in later turns, we further investigate whether 263

the number of interaction rounds, independent of 264

information content, contributes to the performance 265

drop. We conduct an ablation study using identical 266

play-by-play records presented in two formats: a 267

20-turn dialogue and a single-turn concatenation. 268

As shown in Figure 6, most models perform worse 269

in the multi-turn setting, except for top models like 270

Gemini-2.5-Pro. 271

To further illustrate this effect,we use a mecha- 272

nistic interpretability approach to visualize atten- 273

tion in Qwen2.5-7B-Instruct, as shown in Fig- 274

ure 15 (Appendix F). The multi-turn format intro- 275

duces more special tokens, which absorb a notable 276

portion of attention (e.g., “<|im_end|>”), reduc- 277

ing attention efficiency and contributing to perfor- 278

mance degradation. 279

4.2 LLMs Fail Cross-Turn Context 280

Distributed Information Reduces Focus on Rel- 281

evant Context We split an equal amount of play- 282

by-play game records into different turn lengths 283

(x = 1, 10, 20) and evaluated models on quarter- 284

level statistical questions. As shown in Figure 8a, 285

accuracy generally declines with more turns, except 286

for Gemini-2.5-Pro, which maintains or slightly 287

improves its performance. 288

To gain further insight into the model’s 289

attention patterns, we visualize attention in 290

Qwen2.5-7B-Instruct. Figure 7 shows how 291

the model’s attention to key information changes 292

across settings, revealing that longer dialogues im- 293

pair its ability to attend effectively to relevant con- 294

tent. 295
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I paid special attention to the top scorer(s) Kevin Durant, who seemed to have many impressive performances. Do you remember their 
shooting statistics for this quarter?
Please provide the answer in the following format for each top scorer: 
[Player Name]: Attempts: [Total Attempts] Hits: [Total Hits] - Two-pointers: [Number] - Three-pointers: [Number] - Free throws: [Number]
Total Points: [Total Points]Question

Chatbot Format Non-Chatbot Format

Special Tokens Consume Attention in Multi-turn Contexts

Attempts: 8, Hits: 4 (Two-pointers: 1, Three-
pointers: 2, Free throws: 1), Total Points: 11

Qwen2.5-7B

Attempts: 10, Hits: 8 (Two-pointers: 2, Three-
pointers: 4, Free throws: 2), Total Points: 18

Qwen2.5-7B

In the chatbot format, the quantity of ‘<|im_end|>’ is greater, which diverts some attention away from 
the non-chatbot format.Observation

Conclusion

Figure 7: Attention visualization in Qwen2.5-7B-Instruct. Attention to key content drops from 0.000714 (1
turn) to 0.000274 (20 turns), suggesting degraded focus in longer dialogues, indicating a 2.6× decay in attention to
key content.

Distant Context Weakens Retrieval Accuracy296

We evaluate models’ long-range recall ability297

by asking questions about the first quarter af-298

ter each subsequent quarter. As shown in Fig-299

ure 8b, accuracy declines as the retrieval dis-300

tance increases, with substantial variation across301

models. While Gemini-2.5-Pro maintains con-302

sistent accuracy across settings, most models303

(e.g., DeepSeek-V3-0324) exhibit substantial per-304

formance degradation with increasing retrieval dis-305

tance.306

4.3 LLMs Underperform in Interaction307

Error Accumulation Degrades Interactive Per-308

formance We partition the play-by-play records309

of each quarter into turn settings of varying lengths310

(x = 1, 10, 20), where the model predicts the311

current score at each turn. The total informa-312

tion remains fixed, but more turns reduce per-313

turn complexity. As shown in Figure 9, most314

models improve with more interaction turns, but315

o3-mini-high and o3-mini-medium exhibit in-316

consistent trends. To better understand these in-317

consistencies and how performance evolves over318

turns, we conduct a turn-level analysis under319

the 20-turn setting. As illustrated in Figure 10,320

strong models maintain stable accuracy across321

turns, whereas models with solid reasoning abil-322

ity, such as o3-mini-high and o3-mini-medium, 323

are hindered by early errors that accumulate and 324

degrade overall performance. 325

5 Conclusion 326

We introduce MARS-Bench, a benchmark con- 327

structed from real-world play-by-play sports data 328

to evaluate LLMs in complex multi-turn dialogue 329

settings. It defines four task types: instruction fol- 330

lowing, context retrieval, information reasoning, 331

and task switching, enabling systematic and fine- 332

grained assessment of long-context dialogue capa- 333

bilities. Experimental results suggest that models 334

employing explicit reasoning strategies tend to per- 335

form more consistently, although all models exhibit 336

persistent challenges in instruction alignment and 337

context retention. Further analysis indicates that di- 338

alogue depth, input structure, and the accumulation 339

of errors across turns can significantly affect model 340

performance. MARS-Bench provides a realistic 341

and focused benchmark for advancing research on 342

multi-turn dialogue understanding. 343

6 Related Work 344

Multi-turn Dialogue Evaluation Benchmarks 345

Multi-turn dialogue capability is a key research 346

area for large language models. Early benchmarks 347
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(a) Performance under different turn lengths with the same
content (x = 1, 10, 20).
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(b) Performance under increasing retrieval distances.

Figure 8: Ablation study on cross-turn context. (a) Splitting identical content across more dialogue turns
(x = 1, 10, 20) results in reduced performance. (b) Accuracy decreases as models are required to recall first-quarter
information after each section (“After 1” indicates the question is posed immediately following Q1).
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Figure 9: Ablation on Interaction Turns: Effect on
Overall Accuracy. Model performance on score up-
dates under different interaction turns (1, 10, 20). Most
models exhibit significant improvement with increasing
turns.

such as MT-Bench (Zheng et al., 2023) and MT-348

Eval (Kwan et al., 2024) primarily focused on349

short-turn dialogues and basic instruction follow-350

ing. As model capabilities have improved, these351

evaluations have become less effective at distin-352

guishing model performance. MT-Bench++ (Sun353

et al., 2024) expanded the dialogue length to eight354

turns, while MultiChallenge (Sirdeshmukh et al.,355

2025) introduced various task forms with five-turn356

dialogues. MINT (Wang et al., 2024) added user357

feedback and tool usage, increasing the interac-358

tion complexity. Despite progress in task coverage359

and interactivity, most benchmarks still rely on360

synthetic data and static dialogue settings, limit-361

ing their ability to reflect the dynamic evolution362

of context across turns. There remains a lack of363

systematic evaluation for key capabilities such as364

cross-turn reasoning and information tracking.365
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Figure 10: Ablation on Interaction Turns: Error Ac-
cumulation Degrades Interactive Performance. In
multi-turn settings, early errors by the model often ac-
cumulate and negatively impact final performance.

Agent-Centric Evaluation of Interactive and 366

Ultra-Long Multi-Turn Dialogues Recent stud- 367

ies have shifted toward longer and more com- 368

plex evaluation frameworks to better simulate 369

real-world interactions. OpenAI introduced Al- 370

readySaidThat and TrackTheState (OpenAI, 2023) 371

to assess historical consistency and cross-turn 372

reasoning. LongMemEval (Wu et al., 2024) 373

tests long-term information retention, while LTM- 374

Benchmark (Castillo-Bolado et al., 2024) evalu- 375

ates task-switching in long-form dialogues. Agent- 376

Bench (Liu et al., 2024) and RealWebAssist (Ye 377

et al., 2025) expand evaluations to complex environ- 378

ments like database and web tasks. However, a uni- 379

fied framework that covers Interactive Multi-turn 380

(IMT), Cross-turn Tasks (CTT), and Ultra Multi- 381

turn (UMT) dialogues, addressing long-range de- 382

pendency, task switching, and real-data interaction, 383

is still lacking. 384
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Limitations385

While MARS-Bench offers a structured and realis-386

tic setting for evaluating multi-turn dialogue, sev-387

eral limitations remain:388

• Domain specificity: The focus on sports scenar-389

ios may limit generalizability to open-domain or390

everyday dialogues.391

• Modality constraints: The benchmark is limited392

to text and does not include multimodal inputs393

such as vision or speech.394

• Evaluation method: Checklist-based automatic395

scoring with LLM judges may miss subtle issues396

in coherence, style, or pragmatics.397

Future work may explore broader domains, mul-398

timodal inputs, and human evaluation to improve399

generalizability and coverage.400
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A Model Abbreviations and Full Names 545

A complete mapping between model abbreviations 546

and their full names is presented in Table 4.

Table 4: List of model abbreviations and their corre-
sponding full names.

Abbreviation Full Model Name

4o GPT-4o-1120
C3.5 Claude-3.5-Sonnet
C3.7 Claude-3.7-Sonnet
C3.7Th Claude-3.7-Sonnet-Thinking
Db-32k Doubao-1.5-Pro-32k
Db1.5Th Doubao-1.5-Pro-Thinking
DSR1 DeepSeek-R1
DSV3 DeepSeek-V3-0324
DSV3-1226 DeepSeek-V3-1226
Ge20F Gemini-2.0-Flash
Ge2.5F Gemini-2.5-Flash
Ge2.5P Gemini-2.5-Pro
GLZ GLM-Z1-Air
GPT-4.5 GPT-4.5-Preview
GPT4.1 GPT-4.1-mini-0414
Grok3 Grok3
o1 o1-1217
o3-high o3-mini-high
o3-mini o3-mini-medium
o4-high o4-mini-0416
Qw-72B Qwen2.5-72B-Instruct
Qw3 Qwen3-235B
Qw-Max Qwen2.5-Max

547

B Additional Experiment Data 548

In the TS task, models handle both context-relevant 549

sports tasks and unrelated math problems. While 550

the Table 3 presents only the performance on sports 551

tasks, the full results including math problems are 552

shown in Table 5. 553

C Detailed Ablation Study Results 554

This section presents detailed data for each ablation 555

study, along with visualizations similar to those 556

shown in the Section 4. Specific ablation results 557

for different models are provided in Table 6. 558

C.1 Ablation on Input Format 559

In the Section 4.1, we analyzed the impact of in- 560

put formats on dialogue performance using several 561

representative models. Here, we provide bar charts 562
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Table 5: Performance of different models on various task types. Additional results are provided for unrelated
subtasks (e.g., mathematics) within the Task Switching (TS) category.

Model Overall IF CR IR TS

Sports Games Other Tasks

Gemini-2.5-Pro (Google, 2025b) 72.44 65.08 87.06 70.92 66.72 89.57
Claude-3.7-Sonnet-Thinking (Anthropic, 2025) 62.29 43.28 71.51 66.98 67.38 86.96
o1-1217 (OpenAI, 2024b) 59.62 53.09 64.48 62.63 58.28 87.55
Gemini-2.5-Flash (Google, 2025a) 59.22 45.96 77.76 52.93 60.23 87.54
GPT-4.5-Preview (OpenAI, 2025b) 53.33 55.52 66.65 50.43 40.74 65.80
Doubao-1.5-Pro-Thinking (ByteDance, 2025b) 52.62 51.99 55.64 52.17 50.69 88.12
Grok3 (xAI, 2025) 51.21 61.19 73.91 33.89 35.87 57.97
o4-mini-0416 (OpenAI, 2025d) 47.13 47.48 61.26 39.74 40.03 79.71
DeepSeek-R1 (DeepSeek-AI et al., a) 45.42 53.04 49.23 40.01 39.40 85.80
Claude-3.5-Sonnet (Anthropic, 2024) 43.17 44.45 52.09 39.03 37.09 87.25
o3-mini-high (OpenAI, 2025c) 42.15 53.16 50.68 32.58 32.18 87.54
Claude-3.7-Sonnet (Anthropic, 2025) 41.21 34.13 59.77 36.80 34.15 87.25
o3-mini-medium (OpenAI, 2025c) 39.25 52.17 42.66 32.31 29.84 87.54
Doubao-1.5-Pro-32k (ByteDance, 2025a) 38.88 42.80 46.81 33.63 32.28 72.46
DeepSeek-V3-0324 (DeepSeek-AI et al., b) 37.31 45.34 46.18 27.70 30.02 85.80
GPT-4o-1120 (OpenAI, 2024a) 35.83 39.28 31.26 36.69 36.12 39.71
Gemini-2.0-Flash (Google, 2024) 35.61 48.56 39.24 26.71 27.92 68.41
Qwen3-235B (Qwen Team, 2025c) 34.88 42.47 39.42 28.03 29.59 79.71
DeepSeek-V3-1226 (DeepSeek-AI et al., c) 33.16 37.23 37.08 28.71 29.63 73.91
GPT-4.1-mini-0414 (OpenAI, 2025a) 31.23 40.23 30.17 26.39 28.13 75.36
Qwen2.5-Max (Qwen Team, 2025a) 30.41 39.77 31.90 26.76 23.22 68.41
Qwen2.5-72B-Instruct (Qwen Team, 2025b) 29.21 38.38 30.41 24.06 23.97 76.81
GLM-Z1-Air (BigModel, 2025) 25.84 35.75 22.49 24.36 20.76 86.38

for the experimental results of all models (see Fig-563

ure 11).564

C.2 Ablation on Cross-turn Context565

In Section 4.2, we analyzed the impact of cross-566

turn context on model performance from two di-567

mensions: first, different turn lengths with the same568

content, and second, the retrieval distances between569

the queried information and the current turn. Rep-570

resentative experimental results of selected models571

were presented. In this section, we provide detailed572

visualization results for all models: the trend of573

model performance with respect to the turn of in-574

formation retrieval is shown in Figure 12, while the575

trend of model performance relative to the informa-576

tion distance is illustrated in Figure 13.577

C.3 Ablation on Interaction Turns578

In Section 4.3, we analyzed the impact of interac-579

tion turns on model performance. Here, we provide580

detailed Figure 14 illustrating the results.581
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Figure 11: Detailed Ablation Results on Input Format
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Figure 12: Detailed Results of Ablation on Turn Lengths with Identical Content
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Figure 13: Detailed Ablation Results on Information Retrieval Distance
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Figure 14: Detailed Ablation Results on Interaction Turns

Table 6: Detailed Ablation Data for Different Models.

Model
Ablation Interaction Turns Ablation Turn Length Ablation Input Format Ablation Retrieval Distance

1 turn 10 turns 20 turns 1 turn 10 turns 20 turns Long Text Multi-turn After 1 turn After 2 turns After 3 turns After 4 turns

Gemini-2.5-Pro 47.50 88.75 89.87 89.83 91.40 93.83 91.92 91.75 91.25 92.03 89.50 87.96

Claude-3.7-Sonnet-Thinking 77.50 96.75 97.00 88.50 86.17 80.54 79.78 81.58 88.11 69.39 67.00 61.53

o1-1217 77.50 84.25 87.63 75.87 69.08 61.33 81.38 63.33 82.17 76.30 70.11 61.59

Gemini-2.5-Flash 10.00 77.00 91.09 78.63 74.96 75.82 76.96 77.33 82.20 77.96 77.41 81.03

Doubao-1.5-Pro-Thinking 22.50 78.00 91.13 78.15 73.04 73.92 78.13 76.75 81.41 78.29 76.30 68.67

Grok3 22.50 44.25 57.25 64.58 64.63 64.13 63.25 65.83 74.02 64.09 59.50 63.74

DeepSeek-R1 15.00 63.00 67.00 70.75 57.25 55.67 61.71 57.75 78.36 59.22 61.49 50.24

o3-mini-high 50.00 30.00 47.48 86.00 34.00 31.38 42.20 30.29 77.98 56.41 45.28 37.92

o3-mini-medium 40.00 46.75 32.38 77.25 25.96 23.33 32.04 23.63 64.22 41.21 36.93 32.33

Claude-3.5-Sonnet 25.00 58.75 63.88 67.42 54.17 48.67 50.48 49.32 54.33 56.83 43.35 42.82

Qwen3-235B 2.50 42.75 37.38 55.29 51.00 43.96 45.38 45.54 69.68 56.64 45.94 47.90

Claude-3.7-Sonnet 7.50 23.50 54.63 64.25 57.38 58.88 56.60 57.17 61.29 58.80 48.68 45.80

GPT-4o-1120 5.00 52.75 76.63 43.21 30.54 34.33 34.79 33.07 53.38 46.58 44.64 43.87

Doubao-1.5-Pro-32k 35.00 72.50 93.13 51.96 44.42 42.92 49.08 44.67 55.77 41.14 36.56 41.99

DeepSeek-V3-1226 2.50 30.25 33.88 58.75 46.71 41.44 51.96 44.88 67.72 47.55 40.05 36.28

Gemini-2.0-Flash 7.50 50.50 22.75 56.50 39.79 41.63 46.00 42.38 58.85 39.89 27.16 35.75

DeepSeek-V3-0324 2.50 20.75 46.62 57.50 56.33 48.65 52.83 45.08 62.46 47.93 39.45 33.02

Qwen2.5-72B-Instruct 7.50 21.50 39.63 37.62 34.92 36.25 35.58 37.58 51.24 45.96 40.10 37.26

Qwen2.5-Max 0.00 22.50 24.00 48.62 42.46 43.88 45.00 42.46 54.96 40.38 33.83 33.40
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D Metrics582

This section primarily describes the judge model, including its system prompt as well as input examples.583

System Prompt for the Judge Model

You are a meticulous Grader tasked with evaluating the factual accuracy and completeness of a large language model’s
‘prediction‘ regarding a sports game. Your evaluation must be based *strictly* on the provided ‘checklist‘. The
‘reference_answer‘ is provided as an ideal response example for context but scoring relies solely on the checklist items.

### Evaluation Process: 1. **Analyze Checklist:** Carefully examine the ‘checklist‘. It contains specific facts or
pieces of information (‘"{fact}"‘) expected in the prediction, each associated with points (‘points‘). It might also
contain a ‘first_check‘ section with overriding conditions.
2. **Compare Prediction to Checklist:** For each item ‘"{fact}": points‘ in the main checklist:
Determine if the specific ‘fact‘ is accurately present in the ‘prediction‘. Reasonable paraphrasing is acceptable if the
core meaning and data are identical to the fact stated in the checklist item.
If the fact is present and correct in the prediction, award the corresponding ‘points‘.
3. **Calculate Initial Score:** Sum the points awarded for all correctly matched checklist items.
4. **Apply ‘first_check‘ Overrides (If Applicable):** Examine the ‘first_check‘ section of the checklist, if present.
This section typically contains key-value pairs like ‘{"Reason for Zero Score": 0}‘.
Evaluate if any of the listed "Reasons for Zero Score" accurately describe a fundamental flaw present in the ‘prediction‘.
A common example is if the prediction significantly misunderstands the core subject of the query (e.g., providing stats
for the wrong player or team entirely when a specific one was asked about).
If **any** condition listed in ‘first_check‘ is determined to be true based on your assessment of the ‘prediction‘, the
**final score must be 0**. This overrides any points accumulated from the main checklist items.
5. **Determine Final Score:** The final score is the summed points from the main checklist (Step 3), potentially
overridden to 0 if a ‘first_check‘ condition was met (Step 4). The score will be a float between 0.0 and 1.0.

### Output Format: Provide your evaluation in the following format:

[Scoring analysis]: - Briefly explain which checklist items were found correctly in the ‘prediction‘ and which were
missing or incorrect, referencing the awarded points.
- If a ‘first_check‘ condition was met and resulted in a score of 0, **clearly state which specific condition** (the key
from the ‘first_check‘ dictionary, e.g., "Player name incorrect") was triggered and briefly explain why it applies to the
prediction.
- Keep the analysis concise (around 100-150 words).
- Conclude with: "In conclusion, the prediction should receive x points" (where x is the final float score).

[Score]: x points
[JSON]: “‘json
{
"answer_score": [[score]]
}
“‘
—
*Example Scenario (Illustrative):**

*Checklist:* “‘json
{
"checklist": [

"Player A scored 10 points": 0.4,
"Player A had 3 assists": 0.3,
"Player B had 5 rebounds": 0.3
],
"first_check": [

"Player name incorrect": 0
]

}

584

An Input Example for the Judge Model

<Prediction>
Here’s the detailed breakdown of lead changes in the first quarter:

In the First quarter, the score order changed **2 times**. The specific time and the leading team are as follows:
585
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1. **At 10:05**, the Suns’ score (2 points) had surpassed the Spurs’ score (0 points) after Kevin Durant’s 14-foot
pullup jump shot. *(This was Phoenix’s first and only lead until late in the quarter)*

2. **At 5:46**, the Spurs’ score (9 points) had surpassed the Suns’ score (7 points) after Jeremy Sochan’s driving dunk
(assisted by Chris Paul). *(San Antonio then maintained the lead for the rest of the quarter, though Phoenix briefly tied
it at 16-16 before falling behind again)*

**Note:** The Suns briefly tied the game at 16-16 (4:12) but did not retake the lead, so this does not count as a lead
change. The only two clear lead changes occurred at the times listed above.
</Prediction>

<Reference Answer>
In the First quarter, the score order changed 1 times. The specific time and the leading team are as follows:
11:30: San Antonio Spurs’s score had surpassed Phoenix Suns’s
</Reference Answer>

<Checklist>
{"The score order changed 1 times": 0.2, "At 11:30, San Antonio Spurs’s score had surpassed Phoenix Suns’s": 0.8}
</Checklist>

586

E Task Categories 587

This section provides the system prompts corresponding to four distinct task types, and illustrative 588

examples of questions, answers, and checklists for each associated sub-task. 589

E.1 System Prompt 590

The following is a basic system prompt example that can be directly applied to the Context Retrieval (CR), 591

Information Reasoning (IR), and Task Switching (TS) tasks. The Instruction Following (IF) task, however, 592

introduces additional requirements built upon this base prompt. 593

System Prompt for CR, IR and TS Tasks

You have made plans with friends to watch a sports match, but your home TV is broken. You can only follow the match
via text live streaming on your phone. During the match, you will chat based on the text updates. As a knowledgeable
friend, you must:

- Accurately track match progress based on the text live stream;
- Naturally engage with your friend’s comments and provide accurate answers;
- Ensure all quoted match data is absolutely correct;
- Only infer from objective live text information, no irrelevant content;
- Ensure your responses relate to your friend’s comments, whether you’re explaining, analyzing, or casually chatting,
and always focus on the current match.

Your main goal is to match your friend’s conversation rhythm and create an engaging, reliable dialogue
experience.
—
Match: Phoenix Suns vs San Antonio Spurs
Team info: Phoenix Suns: Kevin Durant, Royce O’Neale, Nick Richards, Tyus Jones, Devin Booker, Ryan Dunn,
Mason Plumlee, Bol Bol, Bradley Beal, Grayson Allen San Antonio Spurs: Harrison Barnes, Bismack Biyombo, Chris
Paul, De’Aaron Fox, Devin Vassell, Julian Champagnie, Jeremy Sochan, Keldon Johnson, Stephon Castle
—

594

System Prompt in Instrction Following

ou have made plans with friends to watch a sports match, but your home TV is broken. You can only follow the match
via text live streaming on your phone. During the match, you will chat based on the text updates. As a knowledgeable
friend, you must:

- Accurately track match progress based on the text live stream; - Naturally engage with your friend’s comments and
provide accurate answers;
- Ensure all quoted match data is absolutely correct;
- Only infer from objective live text information, no irrelevant content;
- Ensure your responses relate to your friend’s comments, whether you’re explaining, analyzing, or casually chatting,

595
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and always focus on the current match.

Each reply must:
- Be in English and less than 100 words; - Be divided into three paragraphs, each ending with the same rhyme sound,
and only three paragraphs are included, excluding the following tags.
- Begin with two parts on the same line:
- First, identify your friend’s intent and print ‘[Update Score]‘ or ‘[Other Questions]‘;
- Second, insert a tag according to this cycle:
- Insert ‘[Tags A]‘ on the 1st, 5th, 9th... replies;
- Insert ‘[Tags B]‘ on the 3rd, 7th, 11th... replies;
- No tag on the 2nd, 4th, 6th, 8th... replies.

Your main goal is to match your friend’s conversation rhythm and create an engaging, reliable dialogue experience.
— Match: Phoenix Suns vs San Antonio Spurs

Team info: Phoenix Suns: Kevin Durant, Royce O’Neale, Nick Richards, Tyus Jones, Devin Booker, Ryan Dunn,
Mason Plumlee, Bol Bol, Bradley Beal, Grayson Allen San Antonio Spurs: Harrison Barnes, Bismack Biyombo, Chris
Paul, De’Aaron Fox, Devin Vassell, Julian Champagnie, Jeremy Sochan, Keldon Johnson, Stephon Castle
—

596

E.2 Score Tracking Task597

To simulate a realistic multi-turn dialogue, we define the core interaction between the user and the model598

as a text-based live broadcast excerpt from a game, provided by the user. The model is subsequently599

required to extract and report the score information of the teams. An illustrative example is provided600

below:601

Score Tracking Question

Question:
GAME INFO
<Time-Play Table>
12:00\tNick Richards vs. Bismack Biyombo (Tyus Jones gains possession)
11:47\tKevin Durant misses 16-foot jumper
11:44\tBismack Biyombo defensive rebound
11:30\tDe’Aaron Fox makes 22-foot three point jumper (Chris Paul assists)
11:08\tTyus Jones misses 22-foot three point jumper
other play-by-play records......
9:32\tRoyce O’Neale defensive rebound
</Time-Play Table>
—
Now, your friend has said:
What is the current score between the two teams? Can you help me analyze it?"

Answer:
"The current score is Phoenix Suns 2 - San Antonio Spurs 8."

Checklist:
{

"Phoenix Suns’s score is 2": 0.5,
"San Antonio Spurs’s score is 8": 0.5

}

602

E.3 Instruction Following603

In the IF (Instruction Following) task, formatting requirements are derived from both the system prompt604

and the user’s in-dialogue instructions. At each turn, model responses are assessed for adherence to these605

requirements. Checklist scores are calculated based on the number of formatting constraints in the current606

question, with points distributed as evenly as possible across different sources. Each response is assigned607

a maximum score of 1.0.608
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E.3.1 Fixed-format Single-turn Response 609

In the Fixed-format Single-turn Response sub-task, the model is required to follow turn-specific instruc- 610

tions, which may include constraints on rhythm, formatting, or other stylistic aspects provided within the 611

dialogue. 612

Fixed-format Single-turn Response

Question:
GAME INFO
<Time-Play Table>
3:40\tJulian Champagnie defensive rebound
3:36\tDevin Vassell misses running pullup jump shot
3:33\tDevin Vassell offensive rebound
3:29\tKeldon Johnson makes 23-foot three point jumper (Julian Champagnie assists)
3:14\tGrayson Allen bad pass (Stephon Castle steals)

other play-by-play records......

1:51\tSuns defensive team rebound
</Time-Play Table>
—
Now, your friend has said:

I think Phoenix Suns is awesome, I want to write a sentence as support, can you help me write one? Write a sentence no
longer than 20 words. Starting from the fifth word, the first letters of consecutive words must be sequentially composed
of "Team name initial" plus "KING", and the order must match each letter, with no interruptions in between. If the
team name is "NewYork Yankees", the first letters of consecutive words must be "NYKING".
Two turns after this one, after your normal answer, add a short summary in <Summary></Summary> tags. The
summary should cover the match progress so far, under 50 words, placed at the end without affecting the answer’s flow
or format.

Answer: "Open answer, please evaluate according to the checklist."

Checklist: {
"Adheres to English less than 100 words": 0.1,
"Adheres to three paragraphs, each ending with the same rhyme sound (excluding tags)": 0.1,
"Adheres to beginning with correct bracket ([Other Questions])": 0.05,
"Excludes tags as expected (No tag expected)": 0.25,
"Generated sentence starts the required letter sequence (’PSKING’) from the 5th word": 0.25,
"Generated sentence uses consecutive words to form the complete required letter sequence (’PSKING’)": 0.25

}

613

E.3.2 Turn-conditioned Prompted Formatting 614

Turn-conditioned Prompted Formatting is a sub-task where the response format is specified by the system 615

prompt and remains consistent throughout the entire dialogue. To evaluate whether the model can 616

distinguish between different dialogue turns, we assign different formatting requirements to different 617

turns. The specific formatting instructions can be found in System Prompt E.2. Moreover, in this sub-task, 618

simpler formatting instructions (e.g., enclosing the response within a <Question> tag) are allocated lower 619

scores, while more complex requirements (e.g., using distinct tags for different turns) are assigned higher 620

weights to reflect their increased difficulty. 621

Turn-conditioned Prompted Formatting

Question:
GAME INFO
<Time-Play Table>
12:00\tNick Richards vs. Bismack Biyombo (Tyus Jones gains possession)
11:47\tKevin Durant misses 16-foot jumper
11:44\tBismack Biyombo defensive rebound
11:30\tDe’Aaron Fox makes 22-foot three point jumper (Chris Paul assists)
11:08\tTyus Jones misses 22-foot three point jumper

622
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11:05\tNick Richards offensive rebound
11:01\tRoyce O’Neale misses 24-foot three point jumper
10:58\tNick Richards offensive rebound
10:56\tNick Richards misses dunk
10:56\tDevin Vassell defensive rebound
10:48\tChris Paul makes 15-foot pullup jump shot
10:37\tKevin Durant misses 25-foot three point jumper
10:37\tDe’Aaron Fox defensive rebound
10:24\tHarrison Barnes makes 22-foot three point jumper (Chris Paul assists)
10:08\tDevin Booker misses 13-foot pullup jump shot
10:08\tSuns offensive team rebound
10:05\tKevin Durant makes 14-foot pullup jump shot
9:48\tDe’Aaron Fox misses driving floating jump shot
9:46\tNick Richards defensive rebound
9:41\tDevin Booker misses two point shot
9:39\tChris Paul defensive rebound
9:36\tHarrison Barnes misses 23-foot three point shot
9:32\tRoyce O’Neale defensive rebound
</Time-Play Table>
—
Now, your friend has said:
What is the current score between the two teams? Can you help me analyze it?

Answer: "Open answer, please evaluate according to the checklist"

Checklist: {
"Adheres to English less than 100 words": 0.2,
"Adheres to three paragraphs, each ending with the same rhyme sound (excluding tags)": 0.2,
"Adheres to beginning with correct bracket ([Other Questions])": 0.1,
"Includes correct tag ([Tags A] expected)": 0.5

}

623

E.3.3 Turn-conditioned Inferred Formatting624

Turn-conditioned Inferred Formatting focuses on evaluating whether the model complies with turn-specific625

formatting instructions that span multiple dialogue turns. Specifically, in one turn, the model may be626

instructed to append a summary of the game—wrapped in a <Summary> tag and limited to fewer than 50627

words—two turns later, after the regular response. The checklist assigns individual scores to each of these628

requirements. Detailed instructions are provided within the multi-turn dialogues (see Question Case E.2),629

and examples of the questions and corresponding checklists are shown below:630

Turn-conditioned Inferred Formatting

Question:
GAME INFO
<Time-Play Table>
End of Quarter / Half-time break
</Time-Play Table>
—
Now, your friend has said:

Wow, the First quarter was really exciting! Both teams performed very well, and the game was very intense. I paid
special attention to the top scorer(s) Stephon Castle, De’Aaron Fox, who seemed to have many impressive performances.
Do you remember their/his shooting statistics for this quarter?
Please provide the answer in the following format for each top scorer:
[Player Name]: Attempts: [Total Attempts]
Hits: [Total Hits]
- Two-pointers: [Number]
- Three-pointers: [Number]
- Free throws: [Number]
Total Points: [Total Points]

Question: "Open answer, please evaluate according to the checklist"

631
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Checklist: {
"Adheres to English less than 100 words": 0.1,
"Adheres to three paragraphs, each ending with the same rhyme sound (excluding tags)": 0.1,
"Adheres to beginning with correct bracket ([Other Questions])": 0.05,
"Excludes tags as expected (No tag expected)": 0.25,
"Includes <Summary> tags (Gate condition)": 0.0,
"Summary content is less than 50 words": 0.25,
"Summary content accurately reflects game history up to this point": 0.25

}

632

E.4 Context Retrieval 633

The system prompt for CR task can be found in Prompt D.2. 634

E.4.1 Anchored Event Retrieval 635

Anchored Event Retrieval requires the model to identify a specific event (e.g., a player’s score) given 636

a reference timestamp and a time interval. The evaluation assigns 0.5 points for correctly identifying 637

the time and 0.5 points for retrieving the correct event. No points are awarded if the wrong player is 638

identified.Each game period includes 2 such questions. 639

Anchored Event Retrieval

Question:
GAME INFO
<Time-Play Table>
End of Quarter / Half-time break
</Time-Play Table>
—
Now, your friend has said:
Wow, the Second quarter was really exciting! Both teams performed very well, and the game was very intense.
I remember LeBron James scored in (quarter2 9:27), and 8.0 minutes and 38.9 seconds later, it seemed like someone
had scored too.
at what time did they/he score each time, and how many points did they/he score each time?

Please list all the scoring information that meets the requirements
**Note:** - Set all NBA quarter breaks to 2 minutes.
- If some players scored in the same time, please list all the scoring information.

Please provide the answer in the following format for each top scorer:
Player1 scored [Points] in [Time]
Player2 scored [Points] in [Time]

for example:
Player1 scored 2 points in (quarter2 10:00)
Player2 scored 3 points in (quarter3 12:00)
...

Answer: "Kris Dunn scored 3 in (quarter2 48.1)",

Checklist: {
"Event 1: Kris Dunn scored 3": 0.5,
"Event 1: Kris Dunn scored in (quarter2 48.1)": 0.5,
"first_check": {

"Incorrect player name(s) selected": 0
}

640

E.4.2 Interval-based Event Retrieval 641

Interval-based Event Retrieval requires the model to retrieve specific events occurring within a given 642

time interval. The evaluation distributes the total score evenly across all target events within the specified 643

interval. Each game period includes 1 such question. 644

19



Interval-based Event Retrieva

Question:
GAME INFO
<Time-Play Table>
End of Quarter / Half-time break
</Time-Play Table>
—
Now, your friend has said:

One of my friends was watching this NBA game too, but left to answer a phone call at (quarter1 4:29) and didn’t return
until (quarter1 2:45). Which goals did he miss? Please list the players who scored, when they scored, and how many
points they got(including (quarter1 4:29) and (quarter1 2:45)).

Please provide the answer in the following format:
Player1 Name scored [Points] in [Time] Player2 Name scored [Points] in [Time]
for example:
Player1 Name scored 2 points in (quarter2 10:00)
Player2 Name scored 3 points in (quarter3 12:00)
...

Answer: "Devin Vassell scored 2 in (quarter1 4:29)
Nick Richards scored 2 in (quarter1 4:12)
Nick Richards scored 1 in (quarter1 4:12)
Keldon Johnson scored 3 in (quarter1 3:29)
Stephon Castle scored 1 in (quarter1 3:12)
Stephon Castle scored 1 in (quarter1 3:12)
Stephon Castle scored 2 in (quarter1 2:45)"

Checklist: {
"Event 1: Devin Vassell scored 2 in (quarter1 4:29)": 0.14285714285714285,
"Event 2: Nick Richards scored 2 in (quarter1 4:12)": 0.14285714285714285,
"Event 3: Nick Richards scored 1 in (quarter1 4:12)": 0.14285714285714285,
"Event 4: Keldon Johnson scored 3 in (quarter1 3:29)": 0.14285714285714285,
"Event 5: Stephon Castle scored 1 in (quarter1 3:12)": 0.14285714285714285,
"Event 6: Stephon Castle scored 1 in (quarter1 3:12)": 0.14285714285714285,
"Event 7: Stephon Castle scored 2 in (quarter1 2:45)": 0.14285714285714285

}

645

E.5 Information Reasoning646

The system prompt for IR task can be found in Prompt D.2.647

E.5.1 Current Score Tracking648

Current Score Tracking shares the same question design as in the Multi-turn scenarios in the Question E.1,649

but the question is accessed only at the end of the game.650

E.5.2 Score Lead Fluctuation Detection651

Score Lead Fluctuation Detection requires the model to identify the number of lead changes and the652

corresponding details during a specified game phase. The score is assigned as 0.2 for the correct count,653

and the remaining 0.8 is evenly distributed across the descriptions of each lead change. If there is at least654

one lead change in the period, one such question is included ; otherwise, none is included.655

Score Lead Fluctuation Detection

Question:
GAME INFO
<Time-Play Table>
End of Quarter / Half-time break
</Time-Play Table>
—
Now, your friend has said:

656
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In the First quarter, how many times did one team take the lead after previously being behind ? At what exact times did
these lead changes occur, and which team became the new leader?
**Note:** A tie does not count as changing the order. If a team that is lagging continuously goes from tying to leading,
information on the time of the comeback needs to be recorded.
Please answer using the following format:
In the First quarter, the score order changed [Number] times. The specific time and the leading team are as follows: At
[Time1], [Team1]’s score had surpassed [Team2]’s score, ...

Answer: "In the First quarter, the score order changed 1 times. The specific time and the leading team are as follows:
11:30: San Antonio Spurs’s score had surpassed Phoenix Suns’s
"

Checklist: { "The score order changed 1 times": 0.2,
"At 11:30, San Antonio Spurs’s score had surpassed Phoenix Suns’s": 0.8
}

657

E.5.3 Player Performance Impact Analysis 658

Player Performance Impact Analysis requires the model to analyze the impact of a specified player’s 659

on-court performance on a given segment of the game. For example, in the NBA game, the model is 660

tasked with assessing how missed free throws or shots by the player affect the overall score during that 661

segment. The scoring is evenly distributed across answers for each hypothetical scenario. If there is at 662

least one lead change in the period, 2 such questions are included ; otherwise, one is included. 663

Player Performance Impact Analysis

Question:
GAME INFO
<Time-Play Table>
End of Quarter / Half-time break
</Time-Play Table>
—
Now, your friend has said:

Wow, the Second quarter was really exciting! Both teams performed very well, and the game was very intense. Who
has scored the most goals from (1 quarter 11:29) to (2 quarter 9:42)(including (1 quarter 11:29) and (2 quarter 9:42))?
If he has not made any free throws during this period, which team should be leading now and by how many points?
What if all of his goals during this period were not scored?

**Note:** if multiple players have the same score, please select the player whose name comes first in alphabetical order
Please provide the answer in the following format for the scorer:
The top scorer is [Player Name]. If he has not made any free throws during this period, the leading team should be
[Team Name] and the score difference should be [Score Difference].
If all of his goals during this period were not scored, the leading team should be [Team Name] and the score difference
should be [Score Difference].

Answer: "The top scorer is LeBron James.
If he has not made any free throws during this period, the leading team should be Los Angeles Lakers and the score
difference should be 1.
If all of his goals during this period were not scored, the leading team should be LA Clippers and the score difference
should be 8."

Checklist: {
"Without free throws scenario: leading team is Los Angeles Lakers": 0.25,
"Without all goals scenario: leading team is LA Clippers": 0.25,
"Without free throws scenario: The score difference is 1": 0.25,
"Without all goals scenario: The score difference is 8": 0.25,
"first_check": {

"Incorrect player name(s) selected": 0
}

}

664

E.6 Task Switch 665

The system prompt for TS task can be found in Prompt D.2. 666
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E.6.1 In-context Reasoning Query667

The In-context Reasoning Query in TS task are same as IR’s Question.See Aeppendix E.5.668

E.6.2 Out-of-context Math Query669

Out-of-context Math Query mixes in math questions from MathQA within the dialogue. An example670

format is shown below.Each game period includes 3 such questions.671

Example Question of Task Switch

Question:
GAME INFO
<Time-Play Table>
The competition is ongoing, users are chatting.
</Time-Play Table>
—
Now, your friend has said:

I have a computer science problem to ask you. Please choose the correct answer from the following options and reply
with the letter of the option directly:
Another term for out-of-distribution detection is?
A. precision-recall detection B. underfitting detection
C. bias-variance tradeoff detection
D. regularization detection
E. one-class detection
F. overfitting detection
G. cross-validation detection
H. background detection
I. train-test mismatch robustness
J. anomaly detection
K. outlier detection
L. Both anomaly detection and outlier detection are correct

Answer:
"L"

Checklist: {
"Correct answer is L": 1.0

}

672
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I paid special attention to the top scorer(s) Kevin Durant, who seemed to have many impressive performances. Do you remember their 
shooting statistics for this quarter?
Please provide the answer in the following format for each top scorer: 
[Player Name]: Attempts: [Total Attempts] Hits: [Total Hits] - Two-pointers: [Number] - Three-pointers: [Number] - Free throws: [Number]
Total Points: [Total Points]Question

Chatbot Format Non-Chatbot Format

Special Tokens Consume Attention in Multi-turn Contexts

Attempts: 8, Hits: 4 (Two-pointers: 1, Three-
pointers: 2, Free throws: 1), Total Points: 11

Qwen2.5-7B

Attempts: 10, Hits: 8 (Two-pointers: 2, Three-
pointers: 4, Free throws: 2), Total Points: 18

Qwen2.5-7B

In the chatbot format, the quantity of ‘<|im_end|>’ is greater, which diverts some attention away from 
the non-chatbot format.Observation

Conclusion

Figure 15: Attention visualization in Qwen2.5-7B-Instruct. Multi-turn inputs introduce more special tokens,
which absorb a substantial portion of attention (e.g., “<|im_end|>”), potentially reducing attention efficiency.

F Attention Visual Analysis 673

To better understand how the model allocates attention under different input formats, we visualize the 674

attention distributions of Qwen2.5-7B-Instruct in both chatbot and non-chatbot settings. As shown in 675

Figure 15, multi-turn inputs introduce a larger number of special tokens, such as “<|im_end|>”, which 676

absorb a disproportionate amount of attention. This suggests a potential reduction in attention efficiency 677

caused by input formatting, particularly in long-context, instruction-following scenarios. 678
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