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ABSTRACT

Starting from the resurgence of deep learning, language models (LMs) have never
been so popular. Through simply increasing model scale and data size, large LMs
pre-trained with self-supervision objectives demonstrate awe-inspiring results on
both task performance and generalization. At the early stage, supervised fine-
tuning is indispensable in adapting pre-trained language models (PLMs) to down-
stream tasks. Later on, the sustained growth of model capacity and data size, as
well as newly presented pre-training techniques, make the PLMs perform well un-
der the few-shot setting, especially in the recent paradigm of prompt-based learn-
ing. After witnessing the success of PLMs for few-shot tasks, we propose to fur-
ther study the potential and limitations of PLMs for the zero-shot setting. We uti-
lize 3 models from the most popular BERT family to launch the empirical study on
20 different datasets. We are surprised to find that a simple Multi-Null Prompting
(without manually/automatically created prompts) strategy can yield very promis-
ing results on a few widely-used datasets, e.g., 86.59%(40.59) accuracy on the
IMDB dataset, and 86.22%(4-2.71) accuracy on the Amazon dataset, which out-
performs manually created prompts without engineering in achieving much better
and stable performance with the accuracy of 74.06%(£13.04), 75.54%(+£11.77)
for comparison. However, we also observe some limitations of PLMs under the
zero-shot setting, particularly for the language understanding tasks (e.g., GLUE).

1 INTRODUCTION

In recent years, the Natural Language Processing (NLP) community have witnessed the explosive
development of pre-trained language models (PLMs) such as GPT series (Radford et al.l jajb; [Brown
et al.,|2020), BERT family, represented by (Devlin et al.,2019;|Liu et al.,|2019;|Lan et al.,[2019)), and
encoder-decoder models like BART (Lewis et al.,|2020) and T5 (Raffel et al.,[2020), and marvelled
at their impressive task performance and generalization ability. Through simple post-tuning, the
rich knowledge in PLMs can be effectively transferred to various downstream tasks, i.e., the post-
tuning process can fill the gap between pre-training objectives and task utilization. However, the
scale of recent proposed PLMs can easily spiral up to hundreds of billions and even over one trillion
parameters, resulting in a dilemma that adequate post-tuning of PLMs on such a scale is difficult to
afford while inadequate tuning will significantly decrease the adaptation performance.

To resolve the above dilemma, various prompt-based methods are introduced (Brown et al., 2020
Schick & Schiitzel, 2021a3b; (Gao et al., 2021; [Hambardzumyan et al., [2021)) to reduce the gap be-
tween pre-training and task utilization by reformulating the downstream tasks to be more like the
pre-training process. With a more unified task formulation, the post-tuning efforts are significantly
reduced. Take a simple text classification case for example. Given a sentence “This food is deli-
cious!” as input, conventional methods based on PLMs require supervised post-tuning to fill the
gap between masked language model (MLM) objective (i.e., predicting the masked word of “This
food is [MASK]!”) and the expected classification output of 0, 1, . .., n. Alternatively, prompt-based
learning transforms the input text into the MLM task by appending a prompt, e.g., “This food is de-
licious! The sentiment of this sentence is [MASK]”, to make PLMs perform prediction directly,
where the expected classification outputs are extracted from the output of the masked position, e.g.,
re-scaling the probabilities of a pre-defined label word pair “positive, negative”. In doing so, the ef-
forts of post-tuning PLMs and training new modules for downstream tasks are no longer needed but
requiring selective prompts and effective strategy to extract task output from the MLM prediction.
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Through exploring three different paradigms of prompt designing strategies (hand-crafted, discrete
prompt, continuous prompt) and various answer engineering (e.g., selecting label words for the
classification tasks), prompt-based methods have achieved very impressive and appealing results on
the BERT family, especially for the few-shot setting (Schick & Schiitzel [2021alb; |Gao et al.| 2021}
Liu et al.||2021bj Perez et al.,|2021). With the success of prompting methods in the few-shot setting,
it is natural to explore their effectiveness in a more challenge setting, i.e., the zero-shot scenario.

Our Contributions. We (1) launch a thorough empirical study to test the zero-shot capabilities
of representative PLMs from BERT family; (2) propose a few simple yet effective strategies to im-
prove the zero-shot performance and robustness (3) along with coarse-to-fine studies to analyze and
understand the effect of each strategy; (4) observe a few essential limitations and give the possible
reasons, which might shed light on the future work of zero-shot prompting on the BERT family.

Most Surprising Findings. Though the designs of experiments are simple and straightforward,
we still observe a few surprising findings. First, Multi-Null Prompt, a simple modification of the
Null Prompt method by concatenating multiple [MASK] tokens, can outperform manual prompts
in text classification tasks. More surprisingly, without using [MASK] tokens, inserting multiple
random tokens even achieve improved performance. Besides, even breaking the form of natural
language, inserting multiple [MASK] tokens at the random position of the text also performs well.

Paper Structure. The rest of this paper is organized as follows: We present some preliminaries
about the utilization of PLMs in Section[2] and we test some basic models adapted from the few-shot
setting and propose two new strategies for zero-shot setting in Section [3] following with a coarse-
to-fine study in Section[d} Section [5]and[f] present the possible limitations of the BERT family.

2 PRELIMINARIES

To study and calibrate the effect of prompt-based methods for the zero-shot setting, we first present
two typical paradigms that perform well for supervised post-tuning and the few-shot setting, includ-
ing fine-tuning methods and prompt-based learning. These methods will be extended to the zero-shot
scenario in Section [3]to calibrate the potential of prompting augmented with simple strategies.

2.1 FINE-TUNING OF PLMs

Starting from the occurrence of large-scale PLMs, fine-tuning methods have almost been indispens-
able and are still strong competitors in recent papers to mitigate the gap between the pre-training
objectives and downstream tasks (Devlin et al.| [2019; [Liu et al., [2019; [Lan et al.l 2019} Radford
et al.} jaib; [ Brown et al.|[2020; [Raffel et al.,[2020). For text classification and natural language under-
standing tasks, PLMs are mainly utilized to obtain the contextualized representation of text. Each
given text input © = (z1,x2,...) first concatenates a [C'LS] token and a [SE P] token at the begin-
ning and the end of x, respectively. Then, PLMs process the input text ([C'LS], z, [SEP]) to obtain
the corresponded vector representations i =(hjcr.5],1,h2,- - - ,h[sEp]). In most cases, either hjcp g
or the output of mean pooling over each element of h is utilized as the aggregated representation
of input text x, denoted as h,, which is further processed by task-specific modules to obtain the
expected output label y. The task-specific modules are usually implemented as a stack of multiple
linear layers (MLPs) along with a softmax classifier to compute the output labels, written by

p(ylx) = softmax(W - MLP(h,)),

where W refers to trainable parameters of the classifier, which are trained from scratch.

2.2 PROMPT-BASED METHODS

Instead of performing fine-tuning to adapt PLMs to different downstream tasks, prompt-based learn-
ing leverages prompt to reformulate the downstream tasks to be more like the pre-training task,
which is usually a language modeling task. Formally, the input text from the downstream task is
first mapped to a prompt by a prompting function fp,omp:(-) Which comprises two stages:
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* A template is first constructed and applied to combine prompt tokens, input text slot [X],
and answer slot [Y]. For instance, “[X] The sentiment of this sentence is [Y]” is a feasible
template for the sentiment classification task, where [Y] is [MASK] for the BERT family.

* Then, fpromp:(+) fills the slot [X] with the input text, e.g., converting the above-mentioned
template to “This food is delicious! The sentiment of this sentence is [Y]”.

After mapping the input text to prompt, the model predicts the token in the position of answer
slot [Y], which resembles predicting possible tokens during the pre-training stage. Different from
predicting possible tokens in the whole vocabulary in pre-training, prompt-based learning only cal-
culates the possibility of the pre-set tokens, called label words. Take the aforementioned prompt
template for example. The pre-set tokens can be “positive” and “negative”. Then, a Verbalizer (Liu
et al.,|2021a) maps the highest-scoring label word (e.g., “positive” for “This food is delicious! The
sentiment of this sentence is [Y]”) to its corresponding label indices {0, 1, ..., n} as the output.

3 ON THE POTENTIAL OF PROMPTING FOR ZERO-SHOT SETTING

In this section, we first present a few basic models adopted from existing works and their implemen-
tation details. We then test the performance of these basic models on four widely utilized datasets
under the zero-shot setting. After calibrating the zero-shot performance of existing methods from
other settings, we introduce two simple strategies upon the basic models for further exploration.

3.1 SETTINGS

Basic Models. In the fine-tuning of PLMs, task-specific models mainly comprise two essential
components, i.e., PLMs for mapping input text to the contextualized representation and the task-
specific classifier learned from scratch. In the prompt-based learning, the input text is represented
by the output hidden state of PLMs at the position of the answer slot [Y], and the task classifier is
part of the PLMs, i.e., the MLM head, which is utilized to compute the probabilities of the pre-set
label words. In the zero-shot setting, it is inapplicable to train a task-specific classifier, and thus
the MLM head classifier utilized in prompt-based learning is a natural and feasible alternative. To
this end, we create three basic models based on different representation aggregation strategies in
conventional methods of fine-tuning PLMs, including

* CLS. The output hidden state of the [CLS] token, i.e., the first token before the input text,
is utilized as the aggregated representation of the input text.

* SEP. The output hidden state of the [SEP] token, i.e., the token appended to the end of the
input text, is used as the aggregated representation of the input text.

* Mean Pooling. The hidden states of all tokens in the input text (without [CLS] and [SEP])
are averaged as the representation of the input text.

The aggregated representations of the input text are then processed by the MLM head classifier to
predict task-specific labels. Note that we do not utilize prompt to process the input text in the above
three basic models and only borrow the MLM head classifier and the pre-set label words from the
prompt-based learning to replace the task-specific output layer that requires supervised training.

As for the prompt-based learning, we also extend three representative few-shot methods from exist-
ing literature and implement the following methods in zero-shot prompt-based learning.

* Manual Prompt (Prior). We use the handcrafted prompts designed by [Schick & Schiitze
(2021agb); [Hu et al| (2021), which are tuned using large validation sets or selected by
validation data (Logan IV et al.l[2021)). The utilized prompts are given in Appendix

+ Manual Prompt¥. We also manually design a few intuitive prompts that are not selected
carefully using validation sets to study the influence of prompt engineering for the zero-shot
setting, where the manually designed prompts are presented in the Appendix [A.T]

* Null Prompt. Following Logan IV et al|(2021) to simplify prompt engineering, we only
insert a [MASK] token at the end of the text, i.e., using the prompt template “/X][MASK]”.

We also introduce three models that use unlabeled data or external knowledge from existing works.
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Table 1: The zero-shot performance of basic models and our proposed strategies on IMDB, Ama-
zon, AG News, DBPedia corpora, where * refers to utilizing more correlated label words (here 30,
60, 90 correlated label words), and the average results are reported with standard deviation.

Method IMDB Amazon AG News DBPedia Average Human Unlabeled
CLS 50.20 50.22 27.26 11.19 34.72 X X
SEP 51.76 50.48 44.63 29.69 44.14 X X
Mean Pooling 72.22 63.14 36.84 58.41 57.65 X X
Manual Prompt# 74.0613.04 75.5411.77 67.65577 56.7519.03 68.50 v X
Manual Prompt (Prior) 88.98412 82291105 6642955 69.251505 76.74 v X
Null Prompt 66.84 82.79 54.64 55.98 65.06 X X
Null Prompt* 8247145 89.360.07 67.87T197 56.75355  T4.11 X X
Multi-Null Prompt 78.26 85.05 50.01 69.67 70.75 X X
Multi-Null Prompt* 86.59.50 86.22071  68.15181 67.58175 77.14 X X
NSP-BERT (Sun etal.[2021)  72.82115 72.683.93 77.39.63 64.65551 71.89 v X
LOTClass (Meng et al.|[2020)  86.50 91.60 86.40 91.10 88.90 X v
LOTClass (w/o self-train) 80.20 85.30 82.20 86.00 83.43 X v
KPT (Hu et al.| 2021) 91.50 92.50 83.00 82.50 87.38 v v

¢ NSP-BERT. Sun et al.|(2021) reformulate text classification task into text entailment-style
tasks and then use the Next Sentence Prediction (NSP) head to predict the result. The
templates we used are shown in Appendix[A.1]

e LOTClass. Meng et al.| (2020) use unlabeled data to find the words similar to label names
and introduce a self-training approach to induce a classifier.

* KPT. Hu et al|(2021) propose a prompt-based method that uses external knowledge to
expand the space of label name.

Datasets. We carry out experiments on several widely-acknowledged datasets targeting different
aspects of text classification to study the performance of the above-described methods and eval-
uate newly proposed strategies that are designed for exploring the potential of zero-shot setting.
Specifically, we follow Meng et al.| (2020) and systematically evaluate these methods on 2 topic
classification tasks and 2 sentiment classification tasks, which are IMDB (Maas et al., 2011), Ama-
zon (McAuley & Leskovec, 2013), AG News (Zhang et al., [2015)), and DBPedia (Lehmann et al.|
2015). For each task, we only leverage the test set to directly evaluate model performance without
introducing validation or training sets to perform post-tuning or cherry-pick hand-crafted prompts.

Implementation Details. We mainly conduct experiments using roberta-large as the backbone
pre-trained LM. To confirm the generalization of the proposed method, we also report the results of
bert-base-uncased and albert-xxlarge-v2, which will be discussed in the next section. Our model
implementation is based the open toolkit Huggingface Transformers (Wolf et al., ZOZO)B To load the
data of different text classification tasks, we also use the open toolkit Huggingface Dataset (Lhoest
et al.| 2021). More accurately, we use imdb, amazon_polarity, ag_news, dbpedia_I14.

3.2 RESULTS AND EXPLORATIONS

Overall Performance of Basic Models. As shown in Table [I] the combination of simple rep-
resentation aggregation methods and MLM head classifier along with the pre-set label words can
only achieve a preliminary performance, represented by the low accuracy of CLS and SEP models
(34.72% and 44.14% on average). Through utilizing all tokens in the input text, Mean Pooling per-
forms much better and is stable than the previous two methods, resulting in an accuracy of 57.68%
on average. With simplified human efforts for designing prompts, the Manual Prompt™ signifi-
cantly improves the performance. The cherry-picked manual prompts further increase the power of
the Manual Prompt method. Without human efforts for designing prompt, the Null Prompt method
(only with an extra [MASK] as the prompt token) yields nearly comparable results with Manual

'nttps://github.com/huggingface/transformers
https://github.com/huggingface/datasets


https://github.com/huggingface/transformers
https://github.com/huggingface/datasets

Under review as a conference paper at ICLR 2022

Table 2: Performance of inserting different number of prompt [MASK]s at a random position.

Number IMDB Amazon AG News DBPedia Average

1 59.14 63.02 44.82 41.78 52.19
2 62.24 65.78 48.09 49.83 56.49
3 63.78 67.21 48.47 53.83 58.32
4 65.36 68.08 49.51 56.24 59.80

Prompt™ but outperforms these non-prompting zero-shot methods. Through leveraging extra knowl-
edge and unlabelled data, LOTClass and KPT achieve the best results, which are almost comparable
with SOTA few-shot learning methods and even supervised learning models. In short, unlabeled
data and extra knowledge are most effective for the zero-shot setting, and human efforts take second
place. Prompt-based learning (even the Null Prompt setting) is more effective than tuning-based
zero-shot methods. However, neither much human effort nor unlabelled data, nor extra knowledge
is ideal for realizing the full potential of PLMs in generalizing to different downstream tasks. Thus,
we will focus on the Null Prompt setting in the rest of this section to explore the potential of PLMs.

Recall that, in our challenging setting, we cannot utilize any external information other than label
name, which is necessary to tell the model to classify the text from which aspect. To fully use the
PLMs knowledge, we propose two simple yet effective strategies at different inference stages, which
can be utilized simultaneously. Their effectiveness is studied in the following paragraphs.

Ensemble of Multiple-Null Prompt Masks. We first propose to enhance the capability of the
Null Prompt method with multiple prompt [MASK] tokens{ﬁ named Multi Null Prompt, i.e., in-
serting multiple prompt [MASK] at different positions of the input text (e.g., the end, the head,
the middle). The multiple answers from the prompt masks are aggregated by different ensemble
methods. The positions of prompt [MASK] and ensemble strategies will be thoroughly studied in
Section[d] Table[I|presents the results of inserting one single [MASK] at both the beginning and the
end of the input text, i.e., in the form of “/MASK][X][MASK]”. We can see that the simple Multi
Null Prompt method results in substantial performance gains over the Null Prompt basic model.

Searching for More Label Words. This strategy directly utilizes cosine distance as the metric to
search and pick up the words with similar embeddings to the label names. It can be easily seen from
Table [1] that with the enhancement of more label words, the Null Prompt method gains 9.05% on
average, which is almost comparable with the Manual Prompt (Prior) that needs considerable human
efforts. Experimental result on the Multi-Null Prompt model also shows significant improvement,
which even performs better than Manual Prompt with non-trivial human efforts.

We can conclude from these experimental results that simple strategies without human efforts or
extra knowledge or unlabelled data can also release the potential of PLMs and significantly enhance
the zero-shot performance. It is possible to design more general and effective strategies to facilitate
the zero-shot utilization of PLMs, even for the BERT family.

4 COARSE-TO-FINE STUDY OF PROMPTING STRATEGIES

In this section, we conduct coarse-to-fine studies to analyze the reasons behind the impressive per-
formance of the simple Multi-Null Prompt method, including the position of prompt [MASK], the
number of prompt [MASK], the possible alternative of prompt [MASK], the effect of similar label
words, and the influence of different ensemble methods for multiple predicted answers. We also
conduct experiments on different backbone PLMs to test the generalization of the proposed method.

4.1 THE POSITION AND NUMBER OF PROMPT [MASK]

We first study the effect of the position and number of the prompt [MASK]. Figure [T] shows that
inserting [MASK] tokens at both the start and the end of the text outperforms inserting at the start

3Schick & Schiitze| (2021a) also utilize multiple [MASK] tokens to deal with the situation that the label
words are comprised of multiple sub-words, which is quite different from ours.
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Figure 1: The average performance on text classifications with different ensemble methods and num-
ber of [MASK]s. (a) shows the results of inserting different number of [MASK]s at start position,
while (b) is at the end. (c) inserts the same number of [MASK]s at both start and end positions.

or end separately. Since we do not utilize manual prompts, we do not need to follow prior prompt-
based methods to insert prompts without breaking the form of natural language. Therefore, we
insert the [MASK] tokens at the random position of the text. The results are reported in Table [2]
which shows that even though breaking the form of natural language, it can still achieve promising
performance, and the performance improves as the number of [MASK] tokens increases. We also
study the changes in the performance when the number of [MASK] tokens differs. Figure [I] shows
that Multi-Null Prompt is robust to the number of [MASK] tokens.

4.2 THE POSSIBLE ALTERNATIVE OF PROMPT [MASK]

Table 3: The results on IMDB, Amazon, AG News, DBPedia when using different answer slots .

Answer Slot [Y] IMDB Amazon AG News DBPedia Average

MASK 86.94 87.81 68.80 70.36 78.48
. 66.54 56.48 62.63 68.00 63.41
M 86.52 88.18 67.26 69.95 77.98
star 87.71 87.88 67.55 71.13 78.57
First 87.39 86.70 69.76 73.86 79.43
med 87.05 79.92 66.58 70.87 76.11
Industrial 86.88 87.45 68.14 71.42 78.47
hardest 86.94 88.12 68.83 69.19 78.27
frightening 86.82 88.00 68.51 69.93 78.32

We also explore the question that Must we use [MASK] token as answer slot [Y]? The results are
reported in Table [3] In this experiment, we insert one token as answer slot [Y] at both the start
and end of the text and utilize 50 correlated label words. The results show that even though we
do not use [MASK] token as answer slot [Y], Multi-Null Prompt still works and achieves even
better performance. This is surprising because all the prior prompt-based methods use [MASK]
token as answer slot [Y]. We observe that compared to other tokens, the token ‘.’ achieve the
worst performance. We speculate that this phenomenon is caused by the intrinsic attribute of MLM
objectives. MLM task not only substitutes tokens with prompt [MASK]s but also with random
tokens, which make the BERT family have the ability to recognize the mistaken tokens. Hence,
if we insert random tokens, the model can recognize inserted tokens easily and represent them as
[MASK] tokens, while the model may treat the token as a reasonable element of the whole text
rather than the prompt [MASK] if we insert token like ‘.’

4.3 THE EFFECT OF DIFFERENT ENSEMBLE METHODS FOR MULTIPLE PROMPT ANSWERS

To utilize multiple prompt answers from different prompt [MASK]s, we implement four different
ensemble methods, including 1) Single Position. Only one of the prompt [MASK] positions is
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Table 4: The performance of different PLMs on IMDB, Amazon, AG News, DBPedia.

Model Method IMDB Amazon AG News DBPedia Average
BERT-base Null Prompt 51.76 51.79 47.82 38.80 47.54
BERT-base Multi-Null Prompt 63.37 69.90 55.92 33.03 55.56
RoBERTa-large Null Prompt 66.84 82.79 54.64 55.98 65.06
RoBERTa-large Multi-Null Prompt 86.94 87.81 68.80 70.36 78.48
ALBERT-xxlarge Null Prompt 72.87 63.51 54.01 62.53 63.23
ALBERT-xxlarge Multi-Null Prompt 65.60 65.87 68.88 66.27 66.66

utilized to obtain the prompt answer, which is then processed to output the task-specific label; 2)
Mean Pooling. The output logits at all prompt [MASK] positions are averaged as the ensemble
output; 3) Max Logits. The prompt [MASK] position with the maximum probabilities of the preset
label words (i.e., the sum of all the probabilities of each label word) is selected for computing the
task-specific label; 4) Majority. The majority voting result of different prompt answers is utilized
as the final output. As presented in Figure|l] the mean pooling method performs best in aggregating
the outputs from multiple prompt [MASK]s, and the majority method takes second place.

4.4 THE EFFECT OF SIMILAR LABEL WORDS

In this experiment, we study the effect of the num- "
ber of similar label words, and the results are shown
in Figure 2] From the figure, we can conclude that
the performance does not change so much when the
number of similar label words varies, which proves

accuracy
~
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4.5 MODEL VARIANTS

. . Figure 2: The average performance on text
To further confirm the effectiveness of Multi-Null classifications when the number of similar

Prompt, we also use BERT and ALBERT to conduct words dlffermg 1/2/3/4 [MASK]S means in-
experiments on IMDB, Amazon, AG News, DBPe- serting one/two/three/four [MASK] tokens at
dia. The results are reported in Table[d] The signifi- |, i1 he start and end positions.

cant improvement on different PLMs shows that the

benefits of Multi-Null Prompt are brought from MLM tasks and can be applied to BERT families.

5 POSSIBLE LIMITATIONS

To further study the prompt-based methods in zero-shot settings, we also conduct experiments on
NLU benchmarks, GLUE, and SuperGLUE. The results are shown in Table |[5| and Table m The
results show that prompt-based methods fail in the more challenging natural language understanding
tasks, though achieving promising results in zero-shot text classification. Therefore, in this section,
we analyze possible limitations of prompt-based methods in zero-shot settings by comparing results
on different types of tasks and few-shot learning methods and try to give some possible reasons.

5.1 EXPERIMENT RESULTS OF DIFFERENT KINDS OF TASKS

To explore how prompt-based methods perform on different kinds of tasks, we conduct experi-
ments on various kinds of tasks, including single-sentence tasks (SST-2, CoLA), inference tasks
(MNLI, QNLLRTE), similarity&paraphrase tasks (MRPC, QQP, STS-B, CB), question answering

*For SuperGLUE, we only report the results of BoolQ, CB, MultiRC, and WiC as the label words of COPA,
WiC and ReCoRD need multiple [MASK] positions, which is conflicted with Multi-Null Prompt. The metrics
used for GLUE are reported in Appendix [A.T}
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Table 5: The experiment results on the validation set of GLUE.

Method SST-2 CoLA MNLI MNLI-mm MRPC QNLI QQP RTE STS-B
Majority 50.9 0.0 32.7 33.0 81.2 49.5 0.0 52.7 —
Manual Prompt 70.6 2.2 49.4 50.2 44.2 50.7 46.6 53.8 —20.6
Null Prompt 49.1 —-2.9 36.6 36.9 7.4 55.4 16.3 46.9 —11.8
Null Prompt* 79140 —1.12.0 33.10.4 33.805 12.97,0 50.7041 1.31.0 47-20.6 —16.81.2
Multi-Null Prompt 75.0 0.0 39.2 40.5 4.1 54.6 15.8 48.7 —23.7
Multi-Null Prompt* 70277 6.22_0 38035 38.54_1 19~98.7 52.2]_7 255134 53022 *18.61_6
Fine-tuning (Few-Shot) 81438 339143 45854 47.8s3 76.605 60.265 60.743 54439 53.585
Prompt-tuning (Few-Shot) 92.7p9 9.37.3 68.32.3 70.519 74553 60265 65.553 69.136 T71.07¢

tasks (BoolQ, MultiRC), word sense disambiguation tasks (WiCﬂ Table [5| and Table E] show that
manual prompts can achieve much better performance than majority class in SST-2, MNLI, QQP,
comparable performance than majority class in CoLA, QNLI, RTE, BoolQ, CB, MultiRC, WiC, a
worse performance than majority class in MRPC. Besides, without the help of prior knowledge in
manual prompts, Multi-Null Prompt can achieve comparable results to manual prompts, except for
better performance in SST-2, CoLA, and worse performance in MRPC, QQP, BoolQ.

5.2 THE POSSIBLE REASONS

For inference tasks and similarity&paraphrase tasks, we suspect the difficulty of designing high-
quality label words that can represent the meaning of the label well may cause poor performance.
Since we conduct experiments in zero-shot settings, the label words are the only source for the model
to achieve the task-specific information, which has a considerable impact on the performance. The
importance of label words is also emphasized in other different low resource settings, which proves
our hypothesis to some extent (Meng et al., 2020; |Le Scao & Rush, 2021). Meng et al.| (2020)
leverage unsupervised data and introduce that if label names can not well explain the meaning of the
label, the model can not predict well in zero-shot settings. |Le Scao & Rush|(2021) focus on few-shot
learning, and they find that verbalizer brings more benefits than prompt for small-scale data tasks.

For question answering tasks, where the prompt and label words can express the meaning of the label
clearly, the failure of prompt-based methods may be caused by the scaling-up since GPT-3 also fail
to achieve promising results at comparable scaling-up. For word sense disambiguation tasks, there
may exist various possible reasons. Since GPT-3 also performs like a random choice, [Brown et al.
(2020)) argues that this may be due to GPT-3’s disability of the bidirectionality. However, even
though RoBERTa is bidirectional, it also fails to achieve promising results. Model scaling-up may
be another reason, but no BERT-like model has comparable scaling-up to GPT-3 to verify this point.
Besides, since prompt can help PLM recall the data knowledge during pre-training (Zhong et al.,
2021)), another possible reason is that there is no data similar to the task in pre-training.

5.3 ZERO-SHOT PROMPT-BASED METHODS V.S. FEW-SHOT LEARNING METHODS

Comparing zero-shot prompt-based methods to few-shot learning methods on various tasks, we
find that few-shot learning can improve performance considerably. Therefore, although zero-shot
prompt-based methods achieve promising performance on some tasks, there is still a big gap between
zero-shot prompt-based methods and few-shot learning methods, which shows that the current PLMs
still need more supervision than label names to deal with various downstream tasks.

6 RELATED WORK

The few-shot and zero-shot capabilities of GTM series (Radford et al., jaib; |Brown et al., [2020)
make prompt-based learning draw significant attention in the field of large-size language model pre-
training and adaptation. Existing works of prompt-based learning are mainly from the following two
angles, i.e., prompt engineering and answer engineering

SFor these tasks, the manual prompts and label words we used are shown in the Appendix A.ll
More related work and other perspectives can be found in the recent survey (Liu et al., 2021a)
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Table 6: The experiment results on the validation set of SuperGLUE.

Method BoolQ (Acc.) CB (Acc./F1) MultiRC (EM/Fla) WiC (Acc.)
Majority 62.2 0.5/22.2 3.2/0.0 50.0
GPT-3 Small (Zero-Shot) 49.7 0.0/0.0 4.7/ 57.0 0.0
GPT-3 Med (Zero-Shot) 60.3 32.1/29.3 9.7/59.7 0.0
GPT-3 Large (Zero-Shot) 58.9 8.9/11.4 12.3/60.4 0.0
GPT-3 175B (Zero-Shot) 60.5 46.4/42.8 27.6/72.9 0.0
GPT-3 Small (Few-Shot) 43.1 42.9/26.1 6.1/45.0 49.8
GPT-3 Med (Few-Shot) 60.6 58.9/40.4 11.8/55.9 55.0
GPT-3 Large (Few-Shot) 62.0 53.6/32.6 16.8/64.2 53.0
GPT-3 175B (Few-Shot) 77.5 82.1/57.2 32.5/74.8 55.3
Manual Prompt 63.2 39.3/22.3 4.7/30.5 50.0
Null Prompt 38.4 33.9/29.2 4.1/33.6 50.5
Null Prompt* 38.20_5 41.719_3 /30.29_5 2.82_1 /19.014_2 49.70_3
Multi-Null Prompt 38.4 55.4/46.0 4.9/27.7 50.3
Multi-Null Prompt* 38.50.9 44.617.6/ 31.05.5 3.11.7/18.89.2 49.79.2
PET (Few-Shot) (Schick & Schiitze|2021b)  79.4 85.1/59.4 379/77.3 52.4
iPET (Few-Shot) (Schick & Schiitze[2021b)  80.6 92.9/92.4 33.0/74.0 52.2

Prompt Engineering Prompt engineering aims to construct a better prompt function to improve
the performance of the downstream tasks. To this end, |Petroni et al.| (2019); [Brown et al.| (2020);
Schick & Schiitze| (2021afb) create prompt manually to handle various tasks, including knowledge
probing, question answering, translation, and text classification. However, the handcrafted prompts
need lots of human effort and may fail to be optimal (Jiang et al.l 2020). Many work focus on
achieving prompts automatically, which can be divided into discrete (Davison et al., 2019} Jiang
et al., [2020; [Haviv et al., 2021} [Shin et al., 2020} |Gao et al.l [2021) and continuous (Zhong et al.,
20215 |Qin & Eisner, 20215 L1 & Liang, [2021; |[Lester et al.,[2021; |Hambardzumyan et al.| 2021} [Liu
et al |2021b; Zhang et al.| 2021)), to avoid these problems. In recent works, [Logan IV et al.|(2021)
proposed null prompts, which contain no task-specific prompt, and achieve comparable performance
than handcrafted prompts. One parallel work with us is|Sanh et al.|(2021)), which utilizes multi-task
training with multiple prompts to test the generalization ability on zero-shot task learning. Unlike
previous works that require labeled data to select prompts or post-tune the model parameters, we
launch an empirical study to learn the potential and limitations of prompt-based methods under the
real zero-shot setting, i.e., without labeled data for prompt selection and tuning.

Answer Engineering Answer engineering selects label words and constructs a verbalizer to make
the model perform better. Meng et al.[| (2020) use unlabeled data to search candidate label words.
Jiang et al.| (2020) paraphrase label words to broaden its space. |Schick et al| (2020) use small
amounts of training data to compute a word’s suitability as label words iteratively. [Shin et al.| (2020)
learn a logistic classifier to select label word. |Gao et al.|(2021)) first use PLMs to select the candidate
label words and then extract the final label words based on their zero-shot performance. Ham-
bardzumyan et al.| (2021); Zhang et al.| (2021) learn a continuous label words. |[Hu et al.| (2021) use
external knowledge to expand the label word space of the verbalizer. In our work, we focus on
making full of the ability of PLMs without using any extra knowledge and labeled/unlabeled data.

However, all these works need unlabeled data, which may not be available in many realistic scenar-
ios. In this work, we focus on the zero-shot potential of the prompting paradigm. Different from
previous work, we do not utilize unlabeled data and only introduce limited costs for label names.

7 CONCLUSION

This paper thoroughly studies the effectiveness of powerful few-shot learning methods on pre-
trained language models from the BERT family in the zero-shot setting. We surprisingly find that
simply introducing a few prompt [MASK]s could significantly improve the performance and robust-
ness of the Null Prompt method and even exceed cherry-piked manual prompts, which shows the
zero-shot potential of BERT family. We also launched a coarse-to-fine study to learn the influence of
multiple components in our proposed method. In the end, we briefly discuss the possible limitations
of current zero-shot methods. In the near future, we will explore more under-performed tasks.
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A APPENDIX

A.1 DETAILED EXPERIMENT SETTINGS

Table 7: The label names for IMDB, Amazon, AG News, DBPedia.

Task Label Names

IMDB negative,positive

Amazon  negative,positive

AG News politics,sports,business,technology
company,school,artist,athlete,
politics,transportation,building,
river,village,animal,plant,album,
film,book

DBPedia

Table 8: The templates of Manual Prompt (Prior).

Task Templates Accuracy
It was [MASK] . [X] 87.32
IMDB [XT] All in all, it was [MASK]. 85.95
[X] | In summary, the film is [MASK]. 93.68
It was [MASK] . [X] 83.02
Amazon [X] All in all, it was [MASK]. 70.86
[X] | In summary, it is [MASK]. 92.98
[MASK] - [X] 58.25
AG News [MASK] News: [X] 64.04
[ Category: [MASK] ] [X] 76.97
[MASK] - [X] 71.12
DBPedia [MASK] News: [X] 52.45
[ Category: [MASK] ] [X] 84.18

Table 9: The templates of Manual Prompt (w/o Engineering).

Task Templates Accuracy
[X] Overall, my attitude is [MASK]. 82.51
IMDB [X] This text shows [MASK] sentiment . 59.04
[X'] The attitude of this text is [MASK]. 80.62
[X] Overall, my attitude is [MASK]. 76.02
Amazon [X] This text shows [MASK] sentiment . 63.53
[X] The attitude of this text is [MASK]. 87.06
The next topic is [MASK] .[ X] 63.30
AG News The following is about [MASK] . [X] 65.45
[X] The topic of this text is [MASK] . 74.20
The next topic is [MASK] .[ X] 60.89
DBPedia  The following is about [MASK] . [ X] 73.58
[X] The topic of this text is [MASK] . 35.79

Table[7]reports the label names for IMDB, Amazon, AG News, DBPedia. Table[§|and Table [9]show
the templates for IMDB, Amazon, AG News, DBPedia, which are modified from Schick & Schiitze
(2021Db)), and theirs accuracy of Manual Prompt (Prior) and Manual Prompt (w/o Engineering), re-
spectively. Table[I0]shows the templates we used for NSP-BERT, which is modified from Yin et al.
(2019), and their accuracy. Table shows the shows the templates we used for GLUE and Su-
perGLUE, which is introduced from (Gao et al.| (2021) and |Schick & Schiitze| (2021b). For SST-2,
MNLI, QNLI, RTE, we report accuracy; for MRPC and QQP, we report F1; for CoLA, we report
Matthew’s correlation; for STS-B, we report Pearson’s correlation.
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Table 10: The templates of NSP-BERT.

Task Templates Accuracy
Overall, my attitude is label name. 71.56
IMDB This text shows label name sentiment. 73.75
The attitude of this text is label name. 73.16
Overall, my attitude is label name. 68.17
Amazon This text shows label name sentiment. 74.49
The attitude of this text is label name. 75.39
This text 1s about label name . 77.28
AG News The topic of this text is label name. 76.82
News: label name 78.07
This text is about label name . 65.66
DBPedia  The topic of this text is label name. 58.91
News: label name 69.39

Table 11: The templates for GLUE and SuperGLUE.

Task Template Label Words
SST-2 [X] It was [MASK]. positive,negative
CoLA [X] This is [MASK]. correct,incorrect
MNLI [X1]? [MASK], [X2]. Yes,Maybe,No
MRPC [X1] [MASK], [X5]. Yes,No

QNLI [X1]1? [MASK], [X2]. Yes,No

QQP [X1]1 [MASK], [X3]. Yes,No

RTE [X1]? [MASK], [X5]. Yes,No

STS-B [X1]1 [MASK], [X2]. Yes,No

BoolQ [P]. Question: [Q]? Answer: [MASK] Yes,No

CB [H]? || IMASK], [P] Yes,Maybe,No
MultiRC  [P]. Question: [Q]? Is it [A]? [MASK]. Yes,No

WiC [X1] [X2] Does [W] have the same meaning Yes.No

in both sentences? [MASK]

A.2 MANUAL PROMPT + MULTI-NULL PROMPT STRATEGY

Table 12: The performance of Manual Prompt (Prior) with multiple mask tokens.

[MASK] number
Task Templates 1 5 3 7 5 5 = 3
It was [MASK] . [X] 87.32 8749 88.67 8850 88.14 87.28 86.61 8595
IMDB [X] All in all, it was [MASK]. 85.95 89.05 9122 91.63 9148 91.19 90.98 90.63
[X] | In summary, the film is [MASK]. 93.68 93.87 94.00 93.80 93.32 92.88 9240 92.15
It was [MASK] . [X] 83.02 82.81 8440 84.39 84.10 83.02 8197 80.87
Amazon [X] All in all, it was [MASK]. 70.86 73.85 75.63 74.89 7394 7262 7126 69.53
[X] | In summary, it is [MASK]. 9298 9329 93,50 92.73 92.12 9149 90.56 89.42
[MASK] - [X] 5825 59.92 58.33 59.03 6120 61.84 62.64 63.07
AG News [MASK] News: [X] 64.04 63.84 61.68 62.83 06424 06472 6479 6492
[ Category: [MASK] ] [X] 7697 7543 78.62 7943 79.72 79.72 79.99 79.95
[MASK] - [X] 71.12  59.57 5249 4848 4697 47.57 49.08 50.33
DBPedia [MASK] News: [X] 52.45 5426 5456 5475 5598 58.19 6034 6192
[ Category: [MASK] ] [X] 84.18 83.08 82.34 8231 8237 81.61 80.89 80.32

Our proposed simple Multi-Null Prompt strategy can be effective for zero-shot text classifications,
and the core spirit is to use multiple [MASK] tokens. Therefore, to fully explore the potential of the
strategy, we extend the verification to more prompting strategies. That is, we combine the previous
effective prompt methods with Multi-Null Prompt on the zero-shot setting to investigate its impact.
Specifically, we conduct experiments on our Multi-Null Prompt with (1) Manual Prompt (Prior),
and (2) KPT (Hu et al.l [2021)) method on text classifications. The corresponding results are shown
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Table 13: The performance of KPT with multiple mask tokens.

[MASK] number
Task Templates T 5 3 7 3 5 = 3
Tt was [MASK] . [X] 89.47 89.90 89.43 8881 88.10 87.36 86.37 85.67
IMDB Just [MASK] ! [X] 88.01 88.58 87.10 87.42 87.39 87.33 8748 87.60
[X] All in all, it was [MASK]. 88.94 92.02 94.03 9371 9297 92.12 90.98 89.99
[X] In summary, the film was [MASK]. 93.60 93.58 93.48 93.04 92.83 9246 92.05 91.53
Tt was [MASK] . [X] 86.92 86.76 87.80 85.67 8339 8131 79.81 78.75
Amazon Just [MASK] ! [X] 91.22 90.78 90.06 89.47 88.99 88.54 88.11 87.66
[X] All in all, it was [MASK]. 75.18 7723 83.78 8143 78.02 75.08 7290 71.11
[X] In summary, it was [MASK]. 92.15 90.62 91.82 90.99 89.69 88.02 86.17 84.27
A [MASK] News: [X] 71.79 7228 7199 7251 73.03 7291 7297 7274
AG News [X] This topic is about [MASK]. 66.68 77.87 7446 73.61 7346 7198 7132 71.54
[ Category: [MASK] ] [X] 79.09 7745 76.67 7579 7555 7542 75.68 75.83
[ Topic: [MASK] ] [X] 76.86 78.30 76.95 75.51 7475 7447 7433 7437
[T][P][T]is a [MASK]. 7536 76.00 73.88 7274 71.54 7027 69.26 68.55
DBPedia [T'] [P] In this sentence, [T] is a [MASK]. 77.15 7791 8096 7896 77.16 7648 7620 75.87
[T'] [P] The type of [T'] is [MASK]. 68.74 7552 7201 68.59 66.37 6545 6535 6571

[T'] [P] The category of [T'] is [MASK]. 7295 7259 7135 69.76 68.77 69.01 7035 7145

in Table [I2] and Table [[3] We can clearly observe that the performance for each task is further
significantly improved. For example, in Table [I2} the accuracy on Amazon can be 93.50, which is
much better than 82.29 of Manual Prompt (Prior) and 86.22 of Multi-Null Prompt in Table[I] The
results clearly demonstrate the effectiveness of the combination of our multiple mask strategy and
the other prompt strategies.

A.3 EXAMPLES OF DIFFERENT PROMPT STRATEGIES

To better clearly compare the different prompt strategies used in this work, we put several examples
of these strategies in Table [T4] which are [CLS], Manual Prompt, Null Prompt, our Multi-Null
Prompt, and NSP-BERT methods. The differences can be found in these examples. From these
examples, we can also see that our simple Multi-Null Prompt is complementary with others and can
be easily combined with other strategies, which are also verified in the above study.

Table 14: Examples of Different Prompt Strategies.

Strategies Examples

CLS [CLS] This food is delicious! [SEP]

Manual Prompt [CLS] This food is delicious! The sentiment of this sentence is [MASK] [SEP]
Null Prompt [CLS] This food is delicious! [MASK] [SEP]

Multi-Null Prompt  [CLS] [MASK] This food is delicious! [MASK] [SEP]

NSP-BERT [CLS] This food is delicious! [SEP] I am happy. [EOS]
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