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Abstract

In the field of education, for better assessment001
of students’ abilities, generated questions often002
need to meet experts’ requirements, indicat-003
ing the need for controllable question genera-004
tion (CQG). However, current CQG methods005
mainly focus on difficulty control, neglecting006
the control of question content and assessed007
abilities, which are also crucial in educational008
QG. In this paper, we introduce an LLM-guided009
method PFQS (for Planning First, Question010
Second), which utilizes Llama 2 to generate011
an answer plan and then generates questions012
based on it. The plan not only includes can-013
didate answers but also integrates LLM’s un-014
derstanding and multiple requirements, which015
make question generation simple and control-016
lable. We evaluate our approach on the Fairy-017
taleQA dataset, a well-structured QA dataset018
derived from child-friendly storybooks. In the019
dataset, the attribute label represents content020
control, while the local_or_sum and ex_or_im021
labels denote difficulty control. Experimen-022
tal results demonstrate that our approach out-023
performs previous state-of-the-art results and024
achieves better consistency with requirements025
compared to prompt-based method. Further ap-026
plication of our method to Llama 2 and Mistral027
also leads to improved requirement consistency028
in a zero-shot setting.029

1 Introduction030

Educational studies over the years have demon-031

strated that asking questions foster reading compre-032

hension skills, critical thinking skills and writing033

skills (Godfrey, 2001; Etemadzadeh et al., 2013;034

Joseph et al., 2016). In order to maximize their edu-035

cational value, questions posed in the teaching and036

learning activity should be reasonably designed in037

terms of content and diversified by the levels of038

questioning (Shanmugavelu et al., 2020). Recent039

advancements in natural language processing have040

spurred active exploration of question generation041

Story Name: The Sea King Gift
But the herring were now ready, and the students ate enough for six, and gave prince
some cold meat which they happened to have in the boat. Prince sat on his hind legs
with delight and mewed like a pussy cat. When all was finished, the students handed
matte a shining silver coin, and allowed him to fill his pipe with a special kind of
tobacco. They then thanked him for his kind hospitality and went on their journey,
much regretted by prince, who sat with a woeful expression and whined on the shore
as long as he could see a flip of the boat’s white sail in the distance. Maie had never
uttered a word, but thought the more. She had good ears, and had laid to heart the
story about Ahti. “How delightful,” thought she to herself, “to possess a fairy cow!
How delicious every morning and evening to draw milk from it, and yet have no
trouble about the feeding, and to keep a shelf near the window for dishes of milk and
junkets! But this will never be my luck. ”
Attribute: feeling Local_or_sum: local Ex_or_im: implicit
Gold Question 1: How did the young men feel after Matte and Maie fed them?
Answer: Grateful.
Gold Question 2: How did prince feel after the young men left?
Answer: Sad.
BART-based QG(feelingé localË implicité, not similar to gold questions)
Question 1: What did the students give to the prince? Answer: Some cold meat.
Question 2: What did the prince do when the herring were ready?
Answer: Sat on his hind legs with delight and mewed like a pussy cat.
Prompt-based QG(feelingË localË implicité, not similar to gold questions)
Question 1: How did the prince feel when he saw the herring? Answer: Delight.
Question 2: How did the prince feel when the herring were ready? Answer: Delight.
PFQS(feelingË localË implicitË, similar to two gold questions respectively)
Question 1: How did the students treat the prince? Answer: Kindly.
Question 2: How did the prince feel when the students left? Answer: Sad.

Table 1: An example from FairytaleQA in which ques-
tions generated by PFQS achieve greater similarity
with gold questions and better consistency with expert-
annotated labels in the dataset compared to those gener-
ated by BART-based and prompt-based methods.

(QG) systems with a focus on educational applica- 042

tions (Xu et al., 2022; Yao et al., 2022; Zhao et al., 043

2022). Besides, several studies have recognized 044

the importance of diversity (Eo et al., 2023a; Yoon 045

and Bak, 2023) and difficulty (Cheng et al., 2021; 046

Bi et al., 2021; Uto et al., 2023) of generated QA 047

pairs, which are key factors in educational QG. 048

In certain educational settings, such as exams, 049

it is crucial that automatically generated questions 050

derived from a given context are not only pertinent 051

to the context, but also capable of assessing stu- 052

dents’ diverse abilities (Francis et al., 2005) and 053

can be controlled in terms of difficulty (Bachman, 054

1990; Benedetto et al., 2023). However, meeting 055

these practical requirements presents challenges 056

for educational QG. For instance, given the sample 057

in Table 1, existing QG methods usually overlook 058

labels of questions which are annotated by experts, 059

typically focusing on either content or difficulty 060
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control of questions, but not both simultaneously.061

Furthermore, current research lacks a unified stan-062

dard for defining and measuring difficulty, and a063

single criterion for difficulty may not be sufficiently064

reasonable.065

To alleviate the above limitations, we propose an066

LLM-guided method (PFQS) that enhances the con-067

trollability of generated questions in terms of con-068

tent and difficulty simultaneously. Our approach069

consists of two steps. Firstly, we utilize Llama 2070

(Touvron et al., 2023) to generate an answer plan,071

a concept proposed in this paper, containing var-072

ious information on candidate answers. In addi-073

tion to candidate answers and answer-containing074

sentences extracted by Llama 2, the plan in our075

method contains various control information to en-076

sure controllable question generation. The inclu-077

sion of answer-containing sentences is inspired by078

Back et al. (2021). In terms of control information,079

we prioritize content control followed by difficulty080

control and express control information in various081

forms, as content control is typically linked to can-082

didate answer selection, while difficulty control is083

based on these answers. Secondly, we combine084

designed prompt, generated plan and given context085

together and feed them into QG models to generate086

QA pairs. Furthermore, we design several prompts087

to enable large language models (LLM) to assist in088

evaluating whether the content and difficulty of the089

generated questions meet predefined requirements.090

As the example shown in Table 1, questions091

generated by PFQS are diverse and exhibit higher092

consistency with gold questions and labels in the093

dataset. Extensive Experimental results demon-094

strate that our PFQS method significantly outper-095

forms the existing state-of-the-art method, with an096

improvement of up to 0.254→0.413 on MAP@1097

with RougeL (Lin, 2004) F1 and 0.8783→0.8965098

on MAP@1 with BERTScore (Zhang et al., 2019)099

F1. Evaluations also indicate that PFQS ensures100

better requirement consistency for both small and101

large language models compared with common102

prompt-based method, implying the value of our103

approach in the era of LLM. The main contribu-104

tions of this paper are summarized as follows.105

• We propose a novel QG method (PFQS),106

which generates questions based on LLM-107

generated answer plan. The plan contains108

more information than usual prompt and is109

more beneficial for QG.110

• We address both content and difficulty control111

in QG by incorporating various control infor- 112

mation in a specific order and form during 113

the planning process in PFQS to effectively 114

utilize the power of control information. 115

• We conduct experiments on FairytaleQA. The 116

results show that PFQS remarkably outper- 117

forms previous state-of-the-art results, im- 118

proving requirement consistency for both 119

small and large language models. 120

2 Related Works 121

2.1 Candidate Answer Selection 122

Candidate answer selection in question generation 123

(QG) involves selecting potential answers for gen- 124

erating high-quality and relevant questions. Vari- 125

ous QG methods (Duan et al., 2017; Subramanian 126

et al., 2018; Yao et al., 2022) extract named entities, 127

noun phrases or key phrases as candidate answers. 128

However, these methods often limit the diversity of 129

candidate answers by focusing only on explicit ex- 130

tractions. To tackle this issue, a recent QG method 131

(Eo et al., 2023b) trains an answer generator to pro- 132

duce candidate answers. Additionally, several QG 133

methods (Tang et al., 2017; Dugan et al., 2022) si- 134

multaneously train QA and QG models to enhance 135

the relevance between questions and answers, im- 136

plicitly improving answer selection. In this paper, 137

instead of introducing another model or employing 138

multi-task learning, we leverage the capabilities of 139

LLM to generate an answer plan containing diverse 140

and relevant candidate answers. 141

2.2 Educational Question Generation 142

The task of educational question generation aims 143

to automatically generate natural language ques- 144

tions for educational purposes. FairytaleQA (Xu 145

et al., 2022) stands out as a representative dataset 146

in educational QG. The questions in this dataset, 147

annotated by experts, are suitable for evaluating 148

children’s reading comprehension skills. Based 149

on this dataset, Yao et al. (2022) present a three- 150

step pipeline that first extracts candidate answers, 151

then generates appropriate questions, and finally 152

ranks the generated question-answer pairs. Dugan 153

et al. (2022) train a QG model based on T5 (Raffel 154

et al., 2020) by multi-task learning, resulting in 155

questions with improved relevance, interpretabil- 156

ity, and acceptability. Zhao et al. (2022) propose 157

a QG framework that involves learning question 158

type distribution and event-centric summarization 159

to address the high-cognitive demand in question 160
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generation. Additionally, recent studies (Eo et al.,161

2023b; Yoon and Bak, 2023) shed light on the sig-162

nificance of diversity in question generation. In this163

paper, we explore a wider array of factors that influ-164

ence the educational value of generated questions,165

including their content and difficulty.166

2.3 Controllable Question Generation167

Controllable question generation (CQG) has two168

main categories: type controllable question gener-169

ation (TCQG) and difficulty controllable question170

generation (DCQG). TCQG is a less-explored task171

(Cao and Wang, 2021). Cao and Wang (2021) and172

Gao et al. (2022) define different question type on-173

tologies to generate type-aware questions. DCQG174

is a relatively new task (Kurdi et al., 2020). The def-175

inition of question difficulty has not been consistent176

over the past few years. Gao et al. (2018) use R-Net177

(Wang et al., 2017) and BiDAF (Seo et al., 2016) to178

assess question difficulty and use an LSTM-based179

model to generate questions. Cheng et al. (2021)180

defines question difficulty as the number of infer-181

ence steps needed to answer a question and propose182

a graph-based framework for question generation.183

Bi et al. (2021) design five domain-independent184

features to measure complexity and incorporate185

soft templates and deep mixture of experts (Shen186

et al., 2019) to generate difficulty-controllable and187

high diversity questions. Srivastava and Goodman188

(2021) and Uto et al. (2023) take learner’s ability189

into consideration and generate questions with ap-190

propriate difficulty for each learner. In this paper,191

we consider both content (similar to type) and diffi-192

culty control of generated questions, which are key193

factors in educational QG.194

3 Method195

Our question generation method comprises two196

main steps: plan generation and question gener-197

ation. In the first step, Llama 2 (Touvron et al.,198

2023) is used to generate an answer plan based199

on given context and predefined requirements (i.e.200

expert-annotated labels in dataset). The plan typi-201

cally includes several points that serve as candidate202

answers or answer-containing sentences extracted203

by Llama 2, incorporating control information. In204

the second step, the generated plan, along with the205

context and designed prompt, is fed into QG mod-206

els to generate question-answer pairs. The overall207

architecture of our method is illustrated in Figure 1.208

3.1 Plan Generation 209

Initial Plan Generation During the initial plan 210

generation process, we use prompts to guide the 211

Llama-2-7B-chat model in generating answer plans 212

based on attribute labels of questions in the dataset. 213

The detailed design of prompts can be found in Ap- 214

pendix A.1. Mathematically, given the context c, 215

attribute label att, prompt template T init, we firstly 216

obtain Llama 2’s input T init(c, att). Subsequently, 217

the initial plan P init = (p1, p2, . . . , pT init
p

) (T init
p 218

denotes the number of points in P init) can be gen- 219

erated by the following expression: 220

P init = Llama(T init(c, att)) (1) 221

Plan Fusion After discussing initial plan gener- 222

ation, the next paragraphs will focus on obtaining 223

the key point and fusing the two types of plans. 224

The process of generating the key point is similar 225

to the initial plan generation. We use the Llama- 226

2-7B-chat model to identify answer-containing 227

sentences by designing prompts. The detailed 228

design of prompts is available in Appendix A.2. 229

With the context c, question q, answer a, and 230

prompt template T key, we can get Llama 2’s in- 231

put T key(c, q, a). Then, the key point P key can be 232

expressed as follows: 233

P key = Llama(T key(c, q, a)) (2) 234

After the initial plan and key points are gener- 235

ated, they need to be fused together. This step is 236

necessary because some points in initial plan are 237

not suitable for generating questions, and these 238

points are expected to be filtered in this step. Given 239

initial planP init = (p1, p2, . . . , pT init
p

) and key 240

point P key, fused plan is calculated as shown in 241

Equation (3). 242

P fus = {pi|sim(pi, P
key) ≥ t, pi ∈ P init} (3) 243

where sim(·, ·) is a semantic similarity function 244

and t denotes similarity threshold. In this expres- 245

sion, t is not a fixed value. We set t = t̂ which 246

makes |P fus|t=t̂ = min(T init
p , 5). 247

Note that plan fusion only occurs during the 248

training phase since gold question-answer pairs 249

are unavailable in testing phase. Moreover, not 250

all initial plans undergo fusion in a training epoch. 251

About 30 percent of initial plans are fused with key 252

points in each epoch. 253

3



Figure 1: Overall architecture of our QG method. Attribute, Local_or_sum and Ex_or_im are three question labels
in FairytaleQA. Key point is derived from gold question-answer pairs and is only used in the training phase.

Further Revision So far, either initial plan or254

fused plan only considers attribute label. Follow-255

ing the plan, downstream QG models can generate256

QA pairs related to given attribute (content con-257

trollable) and can assess children’s varied reading258

comprehension skills. However, existing plan ig-259

nores the difficulty control of questions, which is260

crucial in educational QG. In this part, we mainly261

focus on local_or_sum (answer involves one or262

multiple sentences) and ex_or_im (answer is ex-263

plicit or implicit) labels in dataset, which represent264

the difficulty of questions from two perspectives.265

Following paragraphs will introduce how to incor-266

porate these two labels into existing plan.267

Given a plan P = (p1, p2, . . . , pTp) and a source268

context C = (s1, s2, . . . , sTc), where Tp denote the269

number of points in P and Tc denote the number of270

sentences in C. Let ls and ei denote local_or_sum271

and ex_or_im label respectively. In dataset, ls ∈272

{local, summary}, ei ∈ {explicit, implicit}. For273

four value combinations of ls and ei, the plan will274

be adjusted in different ways.275

Firstly, let sim(·, ·) be a semantic similarity276

function. For each pi ∈ P , we find the sen-277

tence in context which is most semantically sim-278

ilar to pi. This sentence’s index is denoted as279

mi = argmaxj sim(pi, sj). We will use this re-280

sult for the following instructions.281

If ls = local, ei = explicit, for each pi ∈ P , if282

sim(pi, smi) > t1 (default value of t1 is 0.6), then283

replace pi by smi . 284

If ls = local, ei = implicit, for each pi ∈ P , 285

if sim(pi, smi) > t2 (default value of t2 is 0.5), 286

then paraphrase pi using Llama 2. The Details of 287

paraphrasing are presented in Appendix A.3. 288

If ls = summary, ei = explicit, for each pi ∈ 289

P , let Si = {smi} ∪ {sk|sim(pi, sk) > t3, k ∈ 290

{mi − 1,mi + 1}} (default value of t3 is 0.5). If 291

sim(pi, smi) > t1 and |Si| > 1, then replace pi 292

with sentences in Si in their original order in C. 293

If ls = summary, ei = implicit, for each pi ∈ 294

P , let S′
i = {smi} ∪ {sk|sim(pi, sk) > t4, k ∈ 295

{mi − 1,mi + 1}} (default value of t4 is 0.45). If 296

sim(pi, smi) > t2 and |S′
i| > 1, then paraphrase 297

pi using Llama 2. The Details of paraphrasing are 298

presented in Appendix A.3. 299

3.2 Question Generation 300

Before question generation, we design a basic 301

prompt which includes all three labels in Fairy- 302

taleQA. The detailed design of prompt is shown in 303

Appendix A.4. We combine the prompt, answer 304

plan and given context together as input for QG 305

model. 306

Let att, ls and ei denote attribute, local_or_sum 307

and ex_or_im label respectively. Given prompt 308

template T qg, we can firstly get the prompt a = 309

T qg(att, ls, ei). Additionally, given context c and 310

plan p, the QG task in this paper can be defined as 311

generating a question-answer pair ŷ, such that: 312
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ŷ = argmax
y

P (y|a, p, c)

= argmax
y

P (y|x)
(4)313

where P (y|x) is the conditional log-likelihood314

of the predicted sequence y, given the input x =315

(a, p, c).316

Giving a training corpus: D = {(x(i), y(i))}|D|
i=1317

where x = (a, p, c), QG model’s training objective318

is to minimize the negative log-likelihood of the319

training data with respect to all the parameters,320

denoted by θ.321

L = −
|D|∑
i=1

logP (y(i)|x(i); θ)

= −
|D|∑
i=1

|y(i)|∑
j=1

logP (y
(i)
j |x(i), y(i)<j ; θ)

(5)322

Once the model is trained, we do inference us-323

ing beam search. If the QG model is expected to324

generate only one QA pair, model’s input is just325

the same as that during training process. However,326

if the QG model is required to generate several QA327

pairs, the answer plan needs some modification be-328

fore fed into the QG model. The final plan consists329

of several points randomly selected from the origi-330

nal plan, and we believe that such a plan is helpful331

for the diversity of generated questions.332

4 Experiments333

4.1 Experimental Setup334

Dataset We utilize the FairytaleQA (Xu et al.,335

2022) dataset in our experiments. FairytaleQA is336

a high-quality dataset created specifically for chil-337

dren’s reading comprehension. It comprises 10,580338

questions of varying difficulty sourced from 278339

children-friendly stories, covering seven types of340

narrative elements. The training, validation and341

test sets contain 8,548, 1,025 and 1,007 QA pairs342

respectively. To generate questions with controlled343

content and difficulty, we utilize narrative element344

labels (i.e. attribute) and difficulty labels (i.e. lo-345

cal_or_sum and ex_or_im) in the dataset, which346

are annotated by experts.347

Metrics In line with previous studies, we adopt348

the MAP@N score as the primary metric in our349

main experiment. We use MAP@N with Rouge-L350

(Lin, 2004) and MAP@N with BertScore (Zhang 351

et al., 2019) to evaluate token-level similarity and 352

semantic similarity between generated and ground- 353

truth QA pairs. In addition, we evaluate the consis- 354

tency between generated questions and annotated 355

labels (i.e. attribute, local_or_sum and ex_or_im) 356

by Llama 2 (Touvron et al., 2023) and designed 357

rules. Related details are provided in Appendix B. 358

Baselines In our experiments, we compare our 359

PFQS method with four baselines. 1) FQAG (Yao 360

et al., 2022), which generate questions through a 361

three-step pipeline; 2) SQG (Dugan et al., 2022), 362

which utilizes summaries of given context to gener- 363

ate questions; 3) DQAG (Eo et al., 2023a), which 364

enhances the diversity of generated questions by 365

producing different interrogative sentences and im- 366

plicit/explicit answers; 4) BART-large (Lewis et al., 367

2020), which is trained on FairytaleQA without 368

any expert-annotated labels. It is important to note 369

that all these baselines are designed for answer- 370

agnostic question generation and are expected to 371

generate QA pairs instead of solely generating ques- 372

tions based on answers. Consequently, several QG 373

methods that generate questions alone or generate 374

questions based on given answers are not included 375

in baselines. 376

4.2 Main Results 377

The performance of baselines and our method are 378

presented in Table 2 with the following main in- 379

sights. 380

Result on MAP@N with Rouge-L As shown 381

in Table 2, in terms of MAP@N with Rouge-L, 382

our PFQS method demonstrates a significant per- 383

formance improvement over four baseline models 384

across all splits and top-N results. Especially in the 385

test set, PFQS outperforms DQAG by +0.044 in the 386

MAP@10, +0.081 in the MAP@5, +0.115 in the 387

MAP@3, and +0.159 in the MAP@1, representing 388

a noteworthy advancement. 389

Result on MAP@N with BERTScore In terms 390

of MAP@N with BERTScore, our method also 391

achieves higher performance in all settings ex- 392

cept for the MAP@10 test result. In the best 393

case of MAP@10, DQAG outperforms FQAG and 394

SQG by +0.0079/+0.0101 and +0.0100/+0.0116 395

respectively in valid/test split, indicating gener- 396

ated QA pairs of DQAG are semantically better 397

than those of FQAG and SQG. By comparison, 398

our method records 0.9198/0.9173 in valid/test 399
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Method
MAP@N (Rouge-L F1) MAP@N (BERTScore F1)

Top 10 Top 5 Top 3 Top 1 Top 10 Top 5 Top 3 Top 1

FQAG (Yao et al., 2022) 0.440/0.435 0.375/0.374 0.333/0.324 0.238/0.228 0.9077/0.9077 0.8990/0.8997 0.8929/0.8922 0.8768/0.8776
SQG (Dugan et al., 2022) 0.460/0.455 0.392/0.388 0.344/0.337 0.234/0.242 0.9056/0.9062 0.8953/0.8955 0.8876/0.8878 0.8707/0.8723
DQAG (Eo et al., 2023a) 0.500/0.503 0.426/0.429 0.369/0.372 0.247/0.254 0.9156/0.9178 0.9046/0.9068 0.8956/0.8977 0.8752/0.8783
BART-large (Lewis et al., 2020) 0.375/0.353 0.354/0.332 0.337/0.314 0.298/0.276 0.8911/0.8900 0.8878/0.8866 0.8851/0.8839 0.8794/0.8784
+Prompt,Plan(PFQS,ours) 0.569/0.547 0.535/0.510 0.506/0.487 0.431/0.413 0.9198/0.9173 0.9144/0.9121 0.9099/0.9082 0.8988/0.8965

Table 2: The main experimental results for our PFQS method. We report Map@N score with Rouge-L F1 and
BERTScore F1 for each model. The results for the validation split are displayed on the left side, while those for the
test split are shown on the right side. Results of FQAG, SQG and DQAG are sourced from Eo et al. (2023a).

Model
MAP@N (Rouge-L F1) MAP@N (BERTScore F1)

SLMQ Top 10 Top 5 Top 3 Top 1 SLMQ Top 10 Top 5 Top 3 Top 1

BART-large 0.306 0.353 0.332 0.314 0.276 0.8794 0.8900 0.8866 0.8839 0.8784
+Prompt 0.385 0.446 0.431 0.420 0.394 0.8908 0.9020 0.8996 0.8980 0.8942
+Plan 0.408 0.538 0.496 0.456 0.381 0.8945 0.9157 0.9096 0.9037 0.8920
+Prompt,Plan 0.418 0.542 0.507 0.477 0.401 0.8963 0.9166 0.9113 0.9069 0.8951
+Plan(fused) 0.419 0.545 0.506 0.466 0.389 0.8968 0.9165 0.9111 0.9050 0.8932
+Prompt,Plan(fused) 0.443 0.547 0.510 0.487 0.413 0.9001 0.9173 0.9121 0.9082 0.8965

Table 3: Ablation results for our PFQS method on the test set. We report Map@N score with Rouge-L F1 and
BERTScore F1 for each model. SLMQ denotes Same Label, Multiple Questions, in which situation there are
multiple gold questions with the same annotated labels for given context. SLMQ poses a challenge to the model’s
ability to generate diverse questions. Prompt, plan and fusion operation all functions in our PFQS method.

split (MAP@10), achieving results comparable400

to DQAG. This means that questions generated401

by our method are also high-quality semantically.402

Additionally, our method outperforms DQAG by403

+0.0053 in the MAP@5, +0.0105 in the MAP@3,404

and +0.0182 in the MAP@1 in the test result of405

BERTScore, the tendency of which is consistent406

with the MAP@N with Rouge-L F1 result.407

4.3 Ablation Study408

In Table 3, we investigate the effects of prompt409

and plan on the model’s performance. Specifi-410

cally, by comparing the results of BART-large +411

Prompt and BART-large + Plan, we observe that412

prompt has a greater impact on improving MAP@1413

scores than plan for BART-large, indicating that the414

prompt enhances QG model’s accuracy in question415

generation. By comparison, after adding the plan,416

BART-large’s MAP@3, MAP@5 and MAP@10417

scores significantly increase, suggesting that the418

plan enables QG model to generate a wider variety419

of questions. Furthermore, BART-large performs420

better when both prompt and plan are added si-421

multaneously than when either of them is added422

separately. Therefore, in our PFQS method, we423

input both prompt and plan into QG model for bet-424

ter performance. Finally, by comparing the results425

of BART-large + Plan with and without fusion, it426

is evident that fusion operation positively impacts427

the improvement of MAP@N scores, regardless of428

whether prompt is added or not. 429

The purpose of conducting experiment of SLMQ 430

is to visually demonstrate the distinction between 431

prompt and plan. In Table 3, only BART-large + 432

Prompt performs worse on SLMQ than MAP@1 433

in both Rouge-L and BERTScore (0.394→0.385, 434

0.8942→0.8908 respectively), implying the follow- 435

ing insights: 1) BART-large + Prompt struggles 436

to generate diverse questions from a fixed input, 437

resulting in lower SLMQ and MAP@3, MAP@5 438

and MAP@10 scores; 2) BART-large + Prompt 439

achieves a high MAP@1 score on non-SLMQ 440

datasets, suggesting it excels at question genera- 441

tion without the need for diversity; 3) BART-large 442

+ Plan exhibits a completely different tendency in 443

all top-N outcomes compared with BART-large + 444

Prompt and is better at question generation requir- 445

ing diversity. 446

4.4 Label Consistency Evaluation 447

Previous studies have overlooked the importance 448

of expert-annotated labels of questions in Fairy- 449

taleQA. These labels, however, are vital for a com- 450

prehensive assessment of students’ abilities and for 451

controlling question content and difficulty. Specifi- 452

cally, attribute label covers seven types of narrative 453

elements and questions about different narrative el- 454

ements typically reflect different question content 455

and assess students’ various abilities. For instance, 456

questions about settings typically assess students’ 457
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Model
Labels

Attribute Local_or_sum Ex_or_im

BART-large 0.9551/0.9505 0.8894/0.8945 0.5979/0.5698
+Prompt 0.9538/0.9552 0.8959/0.8967 0.6524/0.6279
+Plan 0.9573/0.9568 0.8907/0.8951 0.6094/0.6101
+Prompt,Plan 0.9570/0.9560 0.8956/0.9014 0.6613/0.6355
+Plan(adjusted) 0.9534/0.9553 0.8959/0.9050 0.6876/0.6439
+Prompt,Plan(adjusted) 0.9551/0.9534 0.8961/0.9022 0.6883/0.6539

Table 4: Label consistency evaluation results of our
PFQS method on BART-large. The result for the valida-
tion split is on the left side, and the right side is for the
test split.

ability to extract information, while those on causal458

relationships often require a deeper understanding459

of context. Besides, local_or_sum and ex_or_im460

labels indicate question difficulty from two dimen-461

sions. A method which generates questions more462

consistent with these two labels is considered to be463

better at controlling question difficulty.464

BART-large In Table 4, we mainly evaluate the465

impact of our PFQS method on label consistency466

after it is applied to BART-large. It is observable467

that BART-large + Plan generates questions which468

are better consistent with attribute label while469

BART-large + Plan (adjusted) generates questions470

with better consistency regarding local_or_sum and471

ex_or_im labels. This result is easily understood,472

as the initial plan only contains information on nar-473

rative elements (corresponding to attribute label)474

and the adjusted plan takes all three labels into475

consideration. Additionally, by comparing results476

of BART-large with and without prompt, it is in-477

dicated that prompt performs differently when the478

plan is adjusted or not. Because the initial plan only479

contains information on narrative elements and the480

prompt contains all three labels, BART-large with481

prompt and plan achieves obviously better label482

consistency on local_or_sum and ex_or_im than483

BART-large with plan only. By comparison, ad-484

justed plan contains information on all three labels485

itself, as a result, prompt cannot bring much help486

in this case.487

Llama 2 and Mistral In Table 5, we apply our488

PFQS method to Llama 2 and Mistral in a zero-shot489

manner, evaluating its impact on label consistency.490

Overall, the addition of prompt and plan, espe-491

cially plan, notably enhances LLM’s performance492

on label consistency, such as 0.8669→0.9017 on lo-493

cal_or_sum label for Llama 2 and 0.5938→0.7259494

on ex_or_im label for Mistral. For both Llama 2495

and Mistral, models with adjusted plan exhibit the496

Model
Labels

Attribute Local_or_sum Ex_or_im

Llama-2-7B-chat 0.9480/0.9355 0.8858/0.8669 0.5444/0.5869
+Prompt 0.9614/0.9507 0.8898/0.8987 0.5980/0.6018
+Plan 0.9561/0.9579 0.8849/0.8997 0.5629/0.6197
+Prompt,Plan 0.9575/0.9529 0.8956/0.9007 0.6205/0.6539
+Plan(adjusted) 0.9510/0.9631 0.8956/0.9017 0.6898/0.7269
+Prompt,Plan(adjusted) 0.9534/0.9579 0.8937/0.8967 0.6829/0.7319

Mistral-7B-instruct 0.9530/0.9392 0.8693/0.8868 0.6224/0.5938
+Prompt 0.9487/0.9444 0.8878/0.8957 0.6000/0.6395
+Plan 0.9561/0.9503 0.8810/0.9017 0.5502/0.5740
+Prompt,Plan 0.9577/0.9605 0.8927/0.9027 0.6176/0.6326
+Plan(adjusted) 0.9538/0.9601 0.8927/0.9027 0.6790/0.7259
+Prompt,Plan(adjusted) 0.9495/0.9579 0.8917/0.8928 0.6927/0.7080

Table 5: Label consistency evaluation results of our
PFQS method on LLMs (Llama 2 and Mistral) in a zero-
shot setting. The result for the validation split is on the
left side, and the right side is for the test split.

best performance on control difficulty and are com- 497

parable to other models in terms of consistency 498

with attribute. Furthermore, by comparing results 499

of two LLMs with and without prompt and refer- 500

ring to results in Table 4, we observe that the impact 501

of prompt on LLMs resembles that of prompt on 502

BART-large. On the one hand, the prompt indeed 503

enhances label consistency when added to Llama 504

2/Mistral + Plan, due to the fact that the prompt can 505

compensate for local_or_sum and ex_or_im infor- 506

mation not contained in initial plan. On the other 507

hand, the addition of prompt cannot improve the 508

performance of Llama 2/Mistral + Plan (adjusted), 509

and may even lead to a decrease in performance. 510

This is because adjusted plan contains information 511

about all three labels and the addition of prompt 512

does not provide any new information. 513

4.5 Other Analysis 514

Performance of Multiple QG Models We in- 515

vestigate our PFQS method’s impact on multiple 516

QG models. We choose BART-large (Lewis et al., 517

2020), T5-base (Raffel et al., 2020) and flan-T5- 518

base (Chung et al., 2022) respectively as QG mod- 519

els for experiments and explore the performance 520

of these QG models in four different situations: 1) 521

trained directly on FairytaleQA; 2) with prompt 522

added; 3) with plan added; 4) with both prompt 523

and plan added. 524

According to the experimental results in Table 6, 525

both prompt and plan contribute to the enhance- 526

ment of QG model performance, but through dif- 527

ferent ways. It is indicated that prompt has a 528

stronger effect on improving MAP@1 scores, while 529

plan facilitates the generation of a wider variety of 530

questions and leads to improved performance in 531
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Model
MAP@N (Rouge-L F1)

Top 10 Top 5 Top 3 Top 1

BART-large 0.353 0.332 0.314 0.276
+Prompt 0.446 0.431 0.420 0.394
+Plan 0.538 0.496 0.456 0.381
+Prompt,Plan 0.542 0.507 0.477 0.401

T5-base 0.336 0.316 0.300 0.257
+Prompt 0.423 0.407 0.394 0.358
+Plan 0.509 0.473 0.434 0.350
+Prompt,Plan 0.516 0.480 0.448 0.365

flan-T5-base 0.341 0.318 0.300 0.254
+Prompt 0.435 0.420 0.408 0.373
+Plan 0.511 0.476 0.435 0.367
+Prompt,Plan 0.521 0.488 0.457 0.389

Table 6: FairytaleQA test set evaluation results based
on different QG models.

MAP@3, MAP@5 and MAP@10. Furthermore,532

all these three QG models perform better when533

both prompt and plan are added. Finally, note that534

above conclusions are applicable to all three mod-535

els, implying the robustness of our PFQS method.536

Performance of Multiple Plans We investigate537

various methods to generate planning. These plans538

are fed into the BART-based QG model along with539

given context, and question-answer pairs will be540

generated. Descriptions of plans in the table are541

as follows. 1) Initial: corresponding to initial plan542

P init in the method section and generated by Equa-543

tion (1); 2) Fused: corresponding to fused plan544

P fus in the method section and generated by Equa-545

tion (3) (utilized only in training phase); 3) Filtered:546

same as fused plan, but used in both training and547

testing phase; 4) Random: consisting of several548

points randomly selected from initial plan; 5) Gold:549

corresponding to key point P key in the method sec-550

tion and generated by Equation (2); 6) Initial+Gold:551

derived from the connection of initial plan and key552

point.553

Plans
MAP@N (Rouge-L F1)

Top 10 Top 5 Top 3 Top 1

Initial 0.538 0.496 0.456 0.381
Fused 0.545 0.506 0.466 0.389
Filtered* 0.515 0.486 0.465 0.406
Random 0.515 0.479 0.450 0.382
Gold* 0.509 0.497 0.484 0.452
Initial+Gold* 0.610 0.587 0.568 0.511

Table 7: FairytaleQA test set evaluation results of
BART-large after adding multiple plans. The plan
marked with * cannot be applied realistically, because
gold question-answer pairs are needed to generate it.

In Table 7, as plans have fewer points and 554

become more precise (Initial→Filtered→Gold), 555

the MAP@1 score of the models increases, but 556

MAP@3, MAP@5 and MAP@10 scores decrease. 557

Due to this trend, we ultimately opt for a fused plan 558

for question generation, which retains most of the 559

content of the initial plan and incorporates some 560

information from the filtered and gold plans. In this 561

way, the fused plan leads to improvements in all 562

MAP@N scores compared to the initial plan. Ad- 563

ditionally, it is observable that incorporating both 564

initial and gold plans yields significant improve- 565

ments in all outcomes. However, realistically, gold 566

plan cannot be added. Finding a way to incorporate 567

this type of information would be a meaningful 568

area for future work. 569

5 Conclusion 570

In this paper, we introduce PFQS, a novel QG 571

method with LLM-guided answer planning at its 572

core. Unlike existing QG methods, PFQS utilizes 573

LLM to generate an answer plan for candidate an- 574

swer selection, rather than training another model. 575

The generated plan extends the standard prompt, 576

typically including candidate answers, LLM’s un- 577

derstanding, and control information, all of which 578

contribute to question generation. Experimental 579

results indicate that PFQS achieves outstanding 580

performance and integrating the plan enhances the 581

diversity and label consistency of the QG model, 582

in comparison to using a standard prompt. Our ap- 583

proach opens up new possibilities for incorporating 584

more information into prompts with the assistance 585

of LLM, instead of training another model when 586

faced with detailed or complex requirements in 587

controllable question generation tasks. 588

In the future, with the emergence of more and 589

more educational question generation datasets with 590

expert-annotated labels, the planning first, question 591

second idea in our QG method may gradually show 592

its application value. 593

Limitations 594

We only evaluate our method and other compared 595

methods on FairytaleQA, as our method requires 596

suitable annotated labels in the dataset for generat- 597

ing answer plans. If there are more datasets with 598

expert-annotated labels, we believe that our method 599

will be more comprehensively evaluated. In ad- 600

dition, we attempted several methods to build a 601

ranker model for helping QG model achieve higher 602

8



MAP@1 score. However, these ranker models did603

not bring any stable improvement in either Rouge-604

L or BERTScore. We believe that a robust ranker605

model or a dataset including positive and negative606

samples will be good future works in educational607

question generation.608

Ethics Statement609

In this paper, we propose an LLM-guided method610

to improve the ability of QG model to gener-611

ate diverse and label-consistent questions. The612

dataset (FairytaleQA) and models (BART-large, T5-613

base, flan-T5-base, Llama-2-7B-chat, Mistral-7B-614

instruct-v0.1, all-MiniLM-L6-v2 and RoBERTa-615

large) we use are all public and all the references616

drawn from the work of others are marked with ci-617

tations. During experiments, random seeds are cho-618

sen completely randomly and remain fixed across619

different configurations of model, so that few biases620

or discriminations are introduced in experiments.621

Finally, the plan, prompt and questions are all gen-622

erated based on the text or labels in FairytaleQA623

and do not contain harmful information, so there624

are no ethical issues in our work.625
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A Design of Main Prompts 873

A.1 Initial Plan Generation 874

In this section, we show prompts which are used 875

to guide Llama 2 to generate initial plan. In Fairy- 876

taleQA, there are totally seven attribute labels of 877

questions annotated by experts. We first design a 878

prompt template as shown in Table 8. 879

Prompt Template for Initial Plan Generation
<s>[INST] «SYS»
You are a reading helper. Please help me extract some
information and DO NOT do other things.
«/SYS»
Please help me extract some valuable [ATTRIBUTE]
from the following passage. Just tell complete sentences
from the original text.
Passage: [CONTEXT]
[/INST]

Table 8: Prompt template used for initial plan genera-
tion. In the template, [ATTRIBUTE] and [CONTEXT]
need to be substituted.

To fill the template, we replace [CONTEXT] 880

token by given context and replace [ATTRIBUTE] 881

token using mapping rules shown in Table 9. 882

Attribute Mapped Text
prediction predictable information

action events
setting places or times

causal relationship causal relationships
outcome resolution outcome resolutions

feeling feelings
character characters

Table 9: Mapping rules for attribute labels.

A.2 Key Point Generation 883

In this section, we present prompts used to let 884

Llama 2 generate answer-containing sentences 885

which is so-called key point. The prompt template 886

is shown in Table 10. 887

To fill the template, we replace [CONTEXT], 888

[QUESTION] and [ANSWER] token by given con- 889

text, gold question and gold answer respectively. 890

A.3 Paraphrasing 891

In this section, we present prompts used to let 892

Llama 2 paraphrase given sentences. The prompt 893

template is shown in Table 11. 894

When use the template, we replace [SEN- 895

TENCE] token by given sentence and feed the 896

whole prompt into Llama-2. 897
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Prompt Template for Key Point Generation
<s>[INST] «SYS»
You are a reading helper.
«/SYS»
The following are a passage and a pair of question and
answer generated from it. Please tell me where to find
the answer by using the original text in the passage.
Passage: [CONTEXT]
Question: [QUESTION]
Answer: [ANSWER]
[/INST]

Table 10: Prompt template used for key point genera-
tion. In the template, [CONTEXT], [QUESTION] and
[ANSWER] are special tokens and need to be substi-
tuted.

Prompt Template for Paraphrasing
<s>[INST]
Paraphrase the following sentence. Don’t change the
meaning of the sentence too much but use words differ-
ent from the original sentence as much as possible.
Sentence: [SENTENCE]
Paraphrased Sentence:
[/INST]

Table 11: Prompt template used for paraphrasing. In
the template, [SENTENCE] is a special token and needs
to be substituted.

A.4 Question Generation898

In this section, we present a prompt template used899

for QG models. The prompt template includes900

three labels in dataset and is shown in Table 12.901

Prompt Template for Question Generation
Focus on the [ATTRIBUTE] part of the text and gen-
erate a pair of question and answer. The question
is from [LOCA_OR_SUM] of the text, the answer is
[EX_OR_IM].

Table 12: Prompt template used for QG models. In
the template, [ATTRIBUTE], [LOCAL_OR_SUM] and
[EX_OR_IM] are special tokens and need to be substi-
tuted.

To use the prompt template, we replace [AT-902

TRIBUTE] and [EX_OR_IM] token by attribute903

and ex_or_im label respectively and modify [LO-904

CAL_OR_SUM] token using mapping rules shown905

in Table 13.906

B Label Consistency Evaluation Details907

In this section, we introduce how to evaluate the908

consistency between generated questions and an-909

notated labels (i.e. attribute, local_or_sum and910

ex_or_im). For attribute and local_or_sum label,911

prompt templates are shown in Table 14.912

When use the template, we replace [CONTEXT],913

Local_or_sum Mapped Text
local one single sentence

summary several different parts

Table 13: Mapping rules for local_or_sum labels.

[Q&A] and [ATTRIBUTE] token by given context, 914

pair of question and answer and attribute respec- 915

tively, then feed the whole prompt into Llama-2. 916

For ex_or_im label, we find that Llama-2 cannot 917

distinguish explicit and implicit answers very well. 918

Moreover, whether an answer is explicit or implicit 919

mainly involves the comparison and judgment on 920

token level. As a result, we propose the following 921

rules to judge given answer is explicit or implicit: 922

A = #word appearing in both answer and context 923

B = #word in answer 924

ifA ≤ B/2, then the answer is implicit; 925

ifA > B/2, then the answer is explicit. 926

where #word denote the number of words with- 927

out stopwords. 928

C Implementation Details 929

In the main experiment, following previous studies, 930

we initialize the QG model with pretrained BART- 931

large (Lewis et al., 2020). Hyperparameters are 932

follow: learning rate = 2e-5; batch size = 24; epoch 933

= 10. Besides, we use all-MiniLM-L6-v2 (Reimers 934

and Gurevych, 2019) for semantic similarity calcu- 935

lation. Our code is implemented on Huggingface 936

(Wolf et al., 2020), whereas Adam (Kingma and 937

Ba, 2014) is used for optimization. All models 938

are trained on 1 Nvidia-A100-40G GPU, and most 939

models can be trained within an hour. In some ex- 940

periments, to evaluate impacts of our PFQS method 941

on LLM, we use Llama-2-7B-chat (Touvron et al., 942

2023) and Mistral-7B-instruct-v0.1 (Jiang et al., 943

2023) model for question generation without train- 944

ing. Additionally, We use RoBERTa-large (Liu 945

et al., 2019) model for BERTScore. For each con- 946

figuration of our method and all compared methods, 947

we conduct 5 independent runs and report the aver- 948

age score. 949

D Case Study 950

Table 15 and Table 16 present two complete ex- 951

amples generated by applying our method to the 952

BART-large model. These two examples show a 953

typical situation of plan generation, where some 954
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Prompt Template for Consistency Evaluation
Attribute:
<s>[INST]
The following are a passage and a pair of question and answer generated from it. Score the following question and answer
given the corresponding passage and attribute with respect to relevance with one to five stars, where one star means
"irrelevance" and five stars means "perfect relevance". Note that relevance measures how well the question and answer are
related to the attribute.
Passage: [CONTEXT]
Question and Answer: [Q&A]
Attribute: [ATTRIBUTE]
Stars:
[/INST]
local_or_sum:
<s>[INST]
The following are a passage and a pair of question and answer generated from it. Please tell whether the answer can be
found from a single continuous part or several different parts of the passage, namely "local" versus "summary" questions. In
general, local questions revolve a single sentence or part of the text, and summary questions require summarizing information
from different parts of the passage. Say "local" if the answer can be found just from a single part and say "summary" if it is
summarized from several parts.
Passage: [CONTEXT]
Question and Answer: [Q&A]
Local or Summary:
[/INST]

Table 14: Prompt template used for consistency evaluation on attribute and local_or_sum label. In the template,
[CONTEXT], [Q&A] and [ATTRIBUTE] are special tokens and need to be substituted.

points are helpful for generating questions, while955

others are less suitable. Specifically, multiple ques-956

tions are generated based on some points (point 3957

in both case 1 and 2), but there is no question gen-958

erated based on certain points. This phenomenon959

indicates that the QG model has the ability to filter960

plan instead of generating one question for each961

point of plan. Besides, it is observable that gener-962

ated QA pairs in two cases have high quality and963

diversity.964

E List of Software and Data Licences965

Used in this Work966

Main dependencies for our method are as follows.967

They are all public and free for research use.968

• FairytaleQA: https://github.com/969

uci-soe/FairytaleQAData, under an970

Apache License 2.0.971

• Huggingface Transformers: https://972

github.com/huggingface/transformers/973

blob/master/LICENSE, under an Apache974

License 2.0.975

• Huggingface Datasets: https:976

//github.com/huggingface/datasets/977

blob/master/LICENSE, under an Apache978

License 2.0.979

• Huggingface Evaluate: https:980

//github.com/huggingface/evaluate/981

blob/main/LICENSE, under an Apache 982

License 2.0. 983

• Pytorch: https://github.com/pytorch/ 984

pytorch/blob/main/LICENSE, Misc. 985

• NLTK: https://github.com/nltk/nltk/ 986

blob/develop/LICENSE.txt, under an 987

Apache License 2.0. 988

• Llama 2: https://github.com/ 989

facebookresearch/llama/blob/main/ 990

LICENSE, under the LLAMA 2 Community 991

License. 992

• Mistral: https://github.com/mistralai/ 993

mistral-src/blob/main/LICENSE, under 994

an Apache License 2.0. 995
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Context:
the boy did as he was bid , for he was a willing enough little fellow ; but when he entered the barn his brothers , in revenge
for his having run away from them in the afternoon , set on him and pulled him down , and piled so much straw on top of
him that , had his father not come from the house to see what they were all waiting for , he would , of a surety , have been
smothered . but when , at supper - time , his mother was quarrelling with the other lads for what they had done , and saying
to them that it was only cowards who set on bairns littler and younger than themselves , assipattle looked up from the bicker
of porridge which he was supping .
Prompt:
Focus on the action part of the text and generate a pair of question and answer. The question is from one single sentence of
the text, the answer is explicit.
Answer Plan:
1. The boy did as he was bid, but his brothers set on him in revenge for running away from them in the afternoon.
2. The brothers piled so much straw on top of the boy that he would have been smothered if his father had not come from the
house to see what they were doing.
3. The mother scolded the other boys for setting on the smaller and younger boy, and the boy named Assipattle looked up
from his porridge during the scolding.
Generated QA Pairs:
Question 1: what did assipattle do when his mother was quarrelling with the other lads for what they had done?
Answer : looked up from the bicker of porridge which he was supping.
Question 2: what did assipattle’s brothers do when he entered the barn?
Answer : set on him and pulled him down, and piled so much straw on top of him that he would, of a surety, have been
smothered.
Question 3: what did assipattle look up from?
Answer : the bicker of porridge which he was supping.

Table 15: Example 1 on FairytaleQA dataset.

Context:
then the courtiers of the king , who had also set off in pursuit , but whose steeds were less fleet of foot than go - swift , came
up , and seized the bridle of the queen ’s horse , and led it and its rider back to the palace . she was brought before the council
, and judged , and condemned to be shut up in a high tower for the remainder of her life . which thing surely came to pass .
as for assipattle , when the proper time came he was married to the princess gemdelovely , with great feasting and rejoicing .
and when the old king died they ruled the kingdom for many a long year .
Prompt:
Focus on the outcome resolution part of the text and generate a pair of question and answer. The question is from one single
sentence of the text, the answer is explicit.
Answer Plan:
1. The queen was condemned to be shut up in a high tower for the remainder of her life.
2. Assipattle was married to the princess Gemedlovely with great feasting and rejoicing.
3. When the old king died, Assipattle and Gemdelovely ruled the kingdom for many a long year.
Generated QA Pairs:
Question 1: what happened when the old king died?
Answer : they ruled the kingdom for many a long year.
Question 2: what happened when the proper time came for assipattle to marry princess gemdelovely?
Answer : he was married to the princess.
Question 3: what happened when the old king died?
Answer : assipattle and princess gemdelovely ruled the kingdom for many a long year.

Table 16: Example 2 on FairytaleQA dataset.
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