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Abstract

This work studies fast adversarial training against sparse adversarial perturbations
bounded by /o norm. We first demonstrate the unique challenges of employing
1-step attacks on Iy bounded perturbations, especially catastrophic overfitting
(CO) that cannnot be properly addressed by existing fast adversarial training
method for other [/, norms (p > 1). We highlight that CO in [y adversarial
training arises from sub-optimal perturbation locations of 1-step attack. Some
strategies like multi-e can mitigate this sub-optimality to some extent, they lead
to unstable training in turn. Theoretical and numerical analyses also reveal that
the loss landscape of [y adversarial training is more craggy than its /., 2 and [y
counterparts, which exaggerates CO. To address this issue, we adopt soft labels
and the trade-off loss function to smooth the adversarial loss landscape. Extensive
experiments demonstrate our method can overcome the challenge of CO, achieve
state-of-the-art performance, and narrow the performance gap between 1-step
and multi-step adversarial training against sparse attacks. Codes are available at
https://github.com/City U-MLO/sPGD.

1 Introduction

Deep neural networks have been shown vulnerable to adversarial perturbations [1]]. To achieve robust
models, comprehensive evaluations [2, |3, 4] have demonstrated that adversarial training [S]] and
its variants [6} 718,19, [10, |11} [12]] are the most effective methods. However, adversarial training is
generally computationally expensive because generating adversarial perturbations in each training
step needs multiple forward and backward passes of the model. Such efficiency issues hinder the
scalability of adversarial training.

Improving the efficiency of adversarial training is tricky. Some works [[13| [14} [15| [16] employ
faster but weaker 1-step attacks to generate adversarial perturbations for training. However, such
methods may suffer from catastrophic overfitting (CO) [17]: the model overfits these weak attacks
instead of achieving true robustness against adaptive and stronger attacks. On the other hand, most
existing works [5 [18} [19] focus on studying adversarial perturbations bounded by [, l2 or Iy
norms. In these scenarios, the set of allowable perturbations is convex, which facilitates optimizing
adversarial perturbations and thus adversarial training. However, there are many scenarios in real-
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Table 1: Robust accuracy of AT and sTRADES [23]] with different steps (¢) evaluated by Sparse-
AutoAttack (sAA) [23], where the sparsity level is € = 20. The models are PreactResNet-18 [24]]
trained on CIFAR-10 [25].

| SAT(t = 1) AT (t =20) sTRADES (t=1) sTRADES (¢ = 20)
Robust Acc. | 0.0 36.2 31.0 61.7

world applications where sparse perturbations, bounded by the [y norm, need to be considered [20,
21,122, 23]. Since the [y norm is not a proper norm, the set of all allowable perturbations in this
case is not convex. Consequently, from an optimization perspective, obtaining robust models against
sparse perturbations becomes more challenging. Compared with the /., I3 and /; counterparts, more
steps are needed to generate strong [y bounded perturbations, making the corresponding adversarial
training even more computationally expensive.

Among algorithms aiming at obtaining robust models against sparse perturbations, sAT and
sTRADES [23] stand out as the most effective ones. These methods employ adversarial train-
ing against Sparse-PGD (sPGD) [23]. However, they still require 20 steps to generate adversarial
perturbations in each training step to achieve decent performance. As demonstrated in Table [I]
naively decreasing the number of steps to 1 leads to a significant performance decline for both sAT
and sTRADES.

In this work, we investigate the challenges associated with fast adversarial training against sparse
perturbations, including training instability caused by CO and performance decline in both robust and
clean accuracy. Specifically, we highlight that CO in [ adversarial training is caused by sub-optimal
perturbation locations of 1-step attack. Our observation indicates that adjusting the perturbation
magnitudes alone cannot help mitigate CO in this context, so many existing CO mitigation methods
[26} 27, 128, 129] used in other cases do not work at all in the /; scenario. Although the multi-¢
strategy [19} 23] can mitigate sub-optimal perturbation locations, it suffers from unstable training and
degraded clean accuracy. In light of these findings, we present empirical and theoretical evidence to
illustrate that the loss landscape of adversarial training against /o bounded perturbations is markedly
more craggy compared to its |, 2, and [; counterparts. Furthermore, we corroborate that the craggy
loss landscape aggravates CO in /) adversarial training.

Drawing from these insights, we adopt soft labels and a trade-off loss function to enhance the
smoothness of the adversarial loss objective function, thereby improving the performance of fast
adversarial training against sparse perturbations. Although similar smoothing techniques have been
applied in adversarial training [30, 31} 132} 33]], existing literature employs them to address robust
overfitting to boost performance in /5 and [, cases. By contrast, we demonstrate that it is essential
and has a much larger performance improvement in the [ case of fast adversarial training. Finally,
our extensive experiments demonstrate that smoothing the loss landscape can eliminate CO in the
lp case, and significantly narrow the performance gap between 1-step adversarial training and its
multi-step counterparts.

To the best of our knowledge, this work is the first to investigate fast adversarial training in the context
of Iy bounded perturbations. We summarize the contributions of this paper as follows:

1. We highlight that catastrophic overfitting (CO) in fast [y adversarial training arises from sub-
optimal perturbation locations in 1-step attacks. Techniques effective in [, 2, and [ cases cannot
fully address the CO issue in the [ case.

2. Our theoretical and empirical analysis shows that the adversarial loss landscape is more craggy in
Iy cases, exacerbating CO. In this regard, we can adopt soft labels and the trade-off loss function
to provably smooth the adversarial loss landscape.

3. Comprehensive experiments demonstrate that smoothing the loss function significantly narrows the
performance gap between 1-step [y adversarial training and its multi-step counterparts, achieving
state-of-the-art performance in efficient adversarial training against sparse perturbations.

Notation and Terminology Consider a classification model F(x,8) = {fi(x,0)}<,", where

x € R? is the input, 0 represents the parameters of the model, and K is the number of classes,
fi(x, 0) is the logit of the i-th class. Correspondingly, we use {hi}figl to represent the output
probability of each class, which is the result of softmax function applied to { fi}iK:_Ol. Therefore, the



loss objective function £ based on the cross-entropy is calculated as follows:
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where y = [y1,¥2, ..., yc] is the label of x in a simplex, i.e., ) . y; = 1. In the context of adversarial

perturbation, we use St (z) = {8]||8]l, < €,0 <@+ 8 < 1} to represent the adversarial budget,
i e the set of all allowable input perturbations for the input . The adversarial loss function is

e (w ) £ max L(x + 9, 0). Despite no guarantee to obtain the optimal perturbation in

5e8P) (x)
practice, to simplify the notation, we denote the term 58’ ) also as the adversarial loss induced by the
actual attack algorithms and omit the superscript (p) when there is no ambiguity.

2 Related Works

Adpversarial Attacks: The existence of adversarial examples is first identified in [1], which focuses
on /5 norm-bounded adversarial perturbations. Fast gradient sign method (FGSM) [34] introduces an
efficient approach by generating perturbations bounded by its [, norm in a single step. Furthermore,
projected gradient descent (PGD) [5] extends and improves FGSM [33]] by iterative updating and
random initialization. In addition to these white-box attacks where the attackers have full access to
the models, there are also several black-box attacks [36) |37]] where the attackers’ access is restricted.
AutoAttack (AA) [3] is an ensemble of both white-box and black-box attacks to ensure a more
reliable evaluation of model’s robustness.

Adversarial Training: Adversarial training [3 6, [7) 8] |9, [10} [11} [12]] has emerged as a popular
and reliable framework to obtain robust models [2} 3]]. Under this framework, we first generate
adversarial examples and update model parameters based on these examples in each mini-batch
update. Different adversarial training variants, such as TRADES [30] and MART [32], may have
different loss objective functions for generating adversarial examples and updating model parameters.
Furthermore, compared with training on clean inputs, adversarial training is shown to suffer more
from overfitting [38,[39]]. In this regard, self-adaptive training (SAT) [40], which utilizes historical
predictions as the soft label, has demonstrated its efficacy in improving the generalization.

Sparse Perturbations: Adversarial budget defined by /; norm is the tightest convex hull of the one
defined by [y norm. In this context, SLIDE [18]] extends PGD and employs k-coordinate ascent to
generate [; bounded perturbations. Similarly, AutoAttack-l; (AA-I;) [41] extends AA to the [; case.
However, AA-l; is found to generate non-sparse perturbations that SLIDE fails to discover [19],
indicating that /; bounded perturbations are not necessarily sparse. Therefore, we use /y norm to
strictly enforce sparsity. It is challenging to optimize over an adversarial budget defined by [y norm,
because of non-convex adversarial budgets. While naively applying PGD in this case turns out
sub-optimal, there are several black-box attacks, including CornerSearch [21] and Sparse-RS [22],
and white-box attacks, including Sparse Adversarial and Interpretable Attack Framework (SAIF)
[42] and Sparse-PGD (sPGD) [23]], which address the optimization challenge of finding [y bounded
perturbations. Ultimately, Sparse-AutoAttack (SAA) [23], combining the most potent white-box and
black-box attacks, emerges as the most powerful sparse attack.

Fast Adversarial Training: While effective, adversarial training is time-consuming due to the use
of multi-step attacks. To reduce the computational overhead, some studies [13} |14] employ faster
one-step attacks in adversarial training. However, the training based on these weaker attacks may
suffer from catastrophic overfitting (CO) [17]], where the model overfits to these weak attacks instead
of achieving true robustness against a variety of attacks. CO is shown to arise from distorted decision
boundary caused by sub-optimal perturbation magnitudes [26]. There are several methods proposed
to mitigate CO, including aligning the gradients of clean and adversarial samples [27]], adding stronger
noise to clean sample [43]] , adaptive step size [29]], regularizing abnormal adversarial samples [44],
adding layer-wise weight perturbations [45]], and penalizing logits discrepancy [31]. Furthermore,
compared to its I and . counterparts, CO is caused by overfitting to sparse perturbations during Iy
adversarial training [[19]. To address this issue, Fast-EG-I; [[19] is introduced to generate /; bounded
perturbations by Euclidean geometry instead of coordinate ascent. In this work, we investigate fast
adversarial training against [y bounded perturbations.



3 Unique Challenges in Fast [, Adversarial Training

To obtain robust models against sparse perturbations, preliminary efforts use 20-step sPGD in
adversarial training, which introduces significant computational overhead. To accelerate training,
we explore using 1-step sPGD in adversarial training. However, as reported in Table[I] the models
obtained in this way exhibit weak robustness against stronger sparse attacks, such as sAA. In this
section, we study the underlying factors that make fast [y adversarial training challenging.

3.1 Catastrophic Overfitting in [, Adversarial Training
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Figure 1: The learning curves of adversarial training against 1-step sPGD with random noise
initialization. The models are PreactResNet-18 trained on CIFAR-10. The dashed and the solid lines
represent the accuracy of the training and the test set, respectively. The test robust accuracy is based
on sAA with e = 20. The values of € used in training are shown as €;,.4;, the training robust accuracy
is based on the 1-step sSPGD with €4y, .

We plot the learning curves of adversarial training using 1-step sPGD in Figure[I] Specifically, we
adopt the multi-e strategy [19, 23] and allow for different adversarial budget sizes, i.e., €, during
training and testing. The results in Figure[I]indicate that CO happens in all configurations. Moreover,
our observations of CO in [ cases are different from other cases in several aspects. First, random
initialization of adversarial perturbation, proven effective in /., [ and /; cases, does not yield
similar results in the [ case. In addition, Figure|l{showcases that the training accuracy on the inputs
perturbed by 1-step sPGD is even higher than their clean counterparts. What’s more, when CO
happens in [, I3 and [; cases, the model sharply achieves perfect robustness against 1-step attacks
but zero robustness against multi-step attacks, both in few mini-batch updates. Such phenomenon
is not observed in [y cases. By contrast, we observe dramatic performance fluctuations on clean
examples throughout the training process, even in the fine-tuning phase. Such training instability
indicates a non-smooth landscape of the loss function in the parameter space: a subtle change in
parameters 6 leads to abrupt fluctuation in the loss.

Moreover, we apply existing CO mitigation methods (ATTA [28]], Free-AT [13], GradAlign (GA)
[27]], Fast-BAT [46]], FLC Pool [47], N-AAER [44], N-LAP [45], and NuAT [16])), which are effective
in I and I, cases, in fast [ adversarial training. As shown in Table[2] most methods designed for
other [, norms (p > 1) turn out ineffective at all in the [, scenario. Although NuAT achieves
non-trivial performance, there is still a significant performance gap to multi-step methods. Therefore,
it is imperative to ascertain more essential causes of CO in fast [y adversarial training and formulate
effective mitigation strategies accordingly.

Table 2: Comparison between existing CO mitigation methods and multi-step method (STRADES) in
robust accuracy (%) by sAA. The target sparsity level e = 20. We compare PreAct ResNet-18 [24]
models trained on CIFAR-10 [25]. The italic numbers indicate catastrophic overfitting (CO) happens.
Note that all baselines are tuned by a thorough hyperparameter search.

Method ATTA Free-AT GA Fast-BAT gl(;(():] N-AAER N-LAP NuAT | sTRADES
RobustAcc.\ 0.0 8.9 0.0 14.1 0.0 0.1 0.0 51.9 \ 61.7




Table 3: Robust accuracy of the models obtained by 1-step sAT with different €;,.4;,, against the
interpolation between perturbations generated by 1-step sSPGD (e = 20) and their corresponding
clean examples, where o denotes the interpolation factor, i.e., Zipterp = € + o - 8. The results of
SAA are also reported.

o | 00 02 04 06 0.8 10 | sAA

€train =20 | 775 69.1 804 88.0 90.2 904 | 0.0
€train =40 | 702 643 79.8 874 89.6 89.6 | 0.0
€train = 120 | 325 245 415 652 728 67.6 | 0.0

3.2 Unique Cause of CO in [y Adversarial Training: Sub-optimal Perturbation Location

In [, and l5 cases, CO occurs due to distorted decision boundary caused by sub-optimal perturbation
magnitude [26]]. To ascertain if this applies to Iy adversarial training, we evaluate the robustness
accuracy of models trained by 1-step sAT with varying €., against interpolations between the
clean inputs and the perturbed ones by 1-step sSPGD. Table 3] shows that we cannot find successful
adversarial examples through such simple interpolations.

By contrast, we notice that the adversarial perturbations generated by 1-step sPGD during training
are almost completely different from those generated by sAA in location rather than magnitude (see
in Figure[2(a)). Combining with the results in Table[3] we can demonstrate that CO in ly adversarial
training is primarily due to sub-optimal perturbation locations rather than magnitudes.

Due to non-convexity and unique project operator to [y adversarial budget, most existing methods
designed for [ or [, cases do not help improve the perturbation locations. Instead, we study multi-e
strategy, which is particularly effective in multi-step Iy adversarial training [23]. Figure 2(b)|indicates
that the perturbations generated by 1-step attack with larger €., overlap more with those generated
by sAA with a smaller and fixed €s; in terms of location. These findings suggest that the sub-
optimal location issue brought by 1-step attacks can be mitigated to some extent by multi-¢
strategy. However, as illustrated in Figure[T} a larger ¢;,,;,,, in turn, leads to unstable training
and degraded clean accuracy. To address this challenge, we investigate the loss landscape in the
subsequent sections.
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Figure 2: Visualization of location difference and location overlapping. (a) The distribution of the
normalized [y distance between training adversarial examples generated by 1-step sSPGD and sAA.
The models trained on 20-step sAT with different training e are evaluated. (b) The distribution of the
location overlapping rate between the perturbations generated by attacks used in training (20-step
sPGD) and test (SAA), where €;.5; = 20. The models trained on 20-step sAT with different training e
are evaluated.

4 Fast [y Adversarial Training Requires Loss Smoothing
In this section, we investigate the landscape of adversarial loss through theoretical analyses and

numerical experiments. Ultimately, we provide our solution to stabilize and improve the performance
of fast [y adversarial training.



4.1 Theoretical Analysis

We first provide theoretical analyses on the smoothness of adversarial loss function. Similar to [48]],
we assume the first-order smoothness of the model’s outputs { f; iKzgl.

Assumption 4.1. (First-order Lipschitz condition) Vi € {0, 1, ..., K — 1}, the function f; satisfies
the following first-order Lipschitz conditions, with constants Lg, Lg:

Vx,01,0s, |fi(x,01)— fi(z,02)| < Lol|01 — 62 )
VO, x1, 2, |fi(x1,0)— fi(x2,0)| < Lap||x:1 — a2 3

We then study the first-order smoothness of the adversarial loss objective function L. (x, 9).

Theorem 4.2. (Lipschitz continuity of adversarial loss) If Assumptiond.1| holds, we have:
Va, 01,6, ||£6(33’ 01) - £€($7 02)” < AGHel - 02”, 4

The constant Ag = 2Zi€5+ y;Lg where S; = {i | y; > 0,h;(x + §1,02) > hi(x + 61,01)},
01 € argmaxscs L(x +0,0) and 63 € argmaxses L(x +6,0).

The proof is deferred to Appendix [B.1] in which we can see the upper bound in Theorem [4.2]is tight.
Theorem indicates that the adversarial loss L. (x, 8) is Lipschitz continuous, consistent with [48].

To study the second-order smoothness of L. (x, @), we start with the following assumption.

Assumption 4.3. (Second-order Lipschitz condition) Vi € {0,1,..., K — 1}, the function f;
satisfies the following second-order Lipschitz conditions, with constants Lgg, Lgg:

Ve, 01,02, |Vofi(x,01) — Vefi(x,0:)| < Logll01 — 02 (5)

V0, x 1, 2, [[Veofi(x1,0) — Vefi(x2,0)| < Loall@r — @2 ©)
Theorem 4.4. (Lipschitz smoothness of adversarial loss) If Assumption[d.1I|and d-3| hold, we have:
Ve, 01,0:, [[VoLle(x,01) — VoLle(x,02)|| < Agol|601 — 62 + Bos (N

The constants Agp = Leg and Bos = Lgg||01 — 02|| +4Le where 61 € argmaxses L(x +0,0,)
and §; € argmaxges L(x +6,07).

The proof is deferred to Appendix [B.2] Theorem 4.4]indicates the adversarial loss objective function
L(x, ) w.r.t. the model parameter € is no longer smooth. That is to say, gradients in arbitrarily small
neighborhoods in the 8-space can change discontinuously. Furthermore, the degree of discontinuity is
indicated by the value of Bgs = Lgz||01 — d2|| +4Le, so a larger ||d; — 2 || can intensify the gradient
discontinuity. Additionally, as elucidated by Theorem 2 in [48]], the gradients are non-vanishing
in adversarial training. A large Bgs introduces large gradient magnitudes asymptotically, making
optimization challenging.

In practice, we may use non-smooth activations, like ReLLU, which do not strictly satisfy Assumption
M3 For example, the gradient of ReLU changes abruptly in the neighborhood around 0. In this
regard, we provide a more detailed analysis of this case in Appendix [D] which suggests that our
analyses can be straightforwardly extended to networks with non-smooth activations.

Without the loss of generality, the Lipschitz properties in Assumption[d.T|and .3]can be based on
any proper l, norm, i.e., p € [1, +oc], which, however, does not include Iy norm. Correspondingly,
|[61 — d2]| in the expression of Bgs is based on the same norm as in the assumptions. On the popular
benchmark CIFAR-10, the commonly used values of ¢ in the I, I1, [ and [, cases are 3607} 24,
0.5 and 8/255, respectively [5] [41} 19, 23]. In Appendix@ we discuss the numerical upper bound
of ||81 — d2|| when the Lipschitz assumptions are based on different proper norms. The results
demonstrate that the upper bound of ||d; — d2|| in the [, case is always significantly larger
than other cases, indicating a more craggy adversarial loss function in [y adversarial training.
Moreover, to corroborate the Lipschitz smoothness assumption in Inequality (6), we compare the
distances between the gradients induced by one-step and multi-step attacks in Appendix
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Figure 3: Smoothness of adversarial loss objective functions. All losses are calculated on the training
set of CIFAR-10 by PreactResNet-18. The Iy, l1, I3 and [, models are obtained by 1-step SAT
(23], Fast-EG-I; [19]], 1-step PGD and GradAlign [37], respectively. (a) Top 10 eigenvalues of

V%EEO) (x, 0) with different values of €44, in the [y case. (b) Top 10 eigenvalues of V%EEP ) (x,0)
under different choices of p, including 0, 1, 2 and co. The y-axis is shown on a log scale. (c) - (f) The
loss landscape of L.(x, 0 + a3v1 + aavs) where v and v, are the eigenvectors associated with the
top 2 eigenvalues of Vgﬁi(m, 0), respectively. (c) [y case, €rqin = 1. (d) [1 case, €rqin = 24. (€)
lo case, €trqin = 0.5. (f) I case, €trqin = 8/255.

4.2 Numerical Validation

To validate the conclusions in theoretical analyses, we conduct numerical experiments to study the
properties of loss landscape of [ adversarial training and compare it with the /., 2 and [; cases.

We first study the curvature in the neighborhood of model parameters, which reflects the second-order
smoothness of the loss function and is dominated by top eigenvalues of Hessian matrix V5L (z, 9).
Numerically, we employ the power method [49, 48] [50] to iteratively estimate the eigenvalues and
the corresponding eigenvectors of Hessian matrices. We plot the top-10 eigenvalues of the Hessian
matrices V3L, (x,0) under different € in [ cases in Figure 3| (a). In addition, we compare the
Hessian spectrum in the [y case with [, 2 and I cases in Figure (b). Our results in Figure 3| (a)
demonstrate that eigenvalues of Hessian matrices in [ cases increase as € grows, indicating a higher
degree of non-smoothness for a larger e. Moreover, Figure 3] (b) indicates that the adversarial loss
landscape in the [y case is more craggy than its [, l2 and [; counterparts, even when we set € = 1,
i.e., perturbing only a single pixel. These observations corroborate that [y adversarial training exhibits
worse second-order smoothness than other cases, causing challenges in optimization.

To study the first-order smoothness, we visualize the loss landscape of different settings in Figures 3]
(c)-(f), which demonstrate that the loss in the [y case abruptly increases even with subtle changes
in the model parameters. This further suggests the non-smooth nature of the /y adversarial loss
landscape. More loss landscape visualizations of [ adversarial training with different e are provided
in Appendix [F.9] The observations are consistent with that in Figure[3] Accordingly, we confirm that
the loss landscape of [ adversarial loss function is more craggy than other cases from both theoretical
and empirical perspectives. In addition, among the cases studied in Figure 3] the [, cases are the only
ones suffering from CO.

’In [23], the I adversarial budget for training on CIFAR-10 is 120 in the pixel space of RGB images, so the
equivalent o norm in the feature space is 360. Note that the adversarial budget mentioned in the experiment part
is still in the pixel space.



On the other side, we show in Figure ] of Appendix that successful attempts to obtain robust
models against [y bounded perturbation also include elements that help improve the smoothness of the
loss landscape. 20-step sAT in [23]] uses an early stopping (ES) strategy to avoid CO and to achieve
competitive performance. Specifically, ES interrupts the attack iteration once the current perturbed
input is misclassified. ES is shown to circumvent the potential for excessive gradient magnitude
while maintaining the efficacy of the generated perturbations. This finding further highlights a strong
correlation between CO and the craggy nature of the loss landscape in [ adversarial training.

In summary, our results suggest that the [y adversarial training exhibits a more craggy loss
landscape than other cases, which shows a strong correlation with CO. Additionally, despite
the non-trivial performance of 20-step sAT with ES, its performance still exhibits considerable
fluctuation and can be further improved, underscoring the need for a smoother loss function. In the
next subsection, we will offer our recipe to address the CO issue in fast [y adversarial training.

4.3 Recipe: Soft Label and Trade-off Loss Function Smooth Loss Landscape

Notice that Ag in Theorem can be regarded as a function of the label y. Let y;, € {0,1}% and
ys € (0, 1)K denote the hard and soft label, respectively. That is to say, y;, is a one-hot vector,
while y, is a dense vector in a simplex. We find that soft label y, leads to a reduced first-order
Lipschitz constant, thereby enhancing the Lipschitz continuity of the adversarial loss function.
Detailed theoretical analysis is deferred to Proposition [C.I]of Appendix

However, as indicated by Theorem {.4] the second-order Lipschitz constant remains unaffected
by variations in y. Considering the poor performance on clean inputs when CO happens, we
introduce a trade-off loss function L. , which interpolates between clean and adversarial losses:
Leo(z,0) = (1-a)L(x,0)+amaxses, (z) L(x+0,0) where o € [0, 1] is the interpolation factor.
We find that trade-off loss function can enhance the second-order smoothness of adversarial loss
function. Detailed theoretical analysis is deferred to Proposition [C.2]of Appendix[C]

In implementation, we can stabilize and improve the performance of fast adversarial training against
lp bounded perturbations by combining soft labels and trade-off loss function. In addition, several
available techniques, such as self-adaptive training (SAT) [40] and TRADES [30], can be considered
variations of soft labels and trade-off loss function. In Appendix [A] we provide the pseudo-codes
of both SAT and TRADES and the formulation of their combination as a reference. It should be
highlighted that the rationale for using soft labels and trade-off loss function is different for the [
case. Although they are widely leveraged to address robust overfitting to boost performance in /5 and
l cases, smoothing the loss function is essential to address the CO issue in the [ case.

S Experiments

In this section, we perform extensive experiments to investigate various approaches that can stabilize
and improve the performance of fast [ adversarial training. Then, we compare the performance of
1-step adversarial training with the multi-step counterparts.

5.1 Approaches to Improving 1-Step [y Adversarial Training

Table 4: Comparison of different approaches and their combinations in robust accuracy (%) by
SAA. The target sparsity level e = 20. We compare PreAct ResNet-18 [24] models trained on
CIFAR-10 [25]. Note that S and N denote SAT and N-FGSM, respectively. The italic numbers
indicate catastrophic overfitting (CO) happens.

Method \ SAT  Trade-off STRADES (T) sTRADES (F)

1-step 0.0 2.6 31.0 554
+N 0.3 17.5 46.9 55.9
+S 29.3 30.3 614 59.4
+S&N | 43.8 39.2 63.0 62.6

We begin our analysis by evaluating the effectiveness of different approaches and their combinations,
focusing on those that incorporate either soft labels or trade-off loss functions. Additionally, we
explore a data augmentation technique N-FGSM [43]], which may mitigate the sub-optimality of



Table 5: Robust accuracy (%) against sparse attacks. (a) PreActResNet-18 trained on CIFAR-10,
where the attack sparsity level € = 20. (b) ResNet-34 trained on ImageNet-100, where ¢ = 200.
CornerSearch (CS) is not evaluated due to its high computational complexity. Cost times are recorded
on one NVIDIA RTX 6000 Ada.

(a) CIFAR-10, ¢ = 20 (b) ImageNet-100, ¢ = 200
Time Black White Time .| Black White .

Model Cost | 91| ¢s RS ‘SAIF o-zero sPGD, sPGD, |$AA  Model Cost |“€41| RS |SAIF o-zero sPGD, sPGD,, |*A%
Multi-step Multi-step

SAT 53h| 845 |52.1 362|766 798 759 753 |362  SAT 325h[ 862 | 614 [69.0 786 780 778 |612
+S&N  |55h[80.8 |64.1 61.1|76.1 787 768 75.1 |61.0 +S&N  [336h| 83.0 | 750 | 764 808 788 792 |74.38
STRADES |55h| 89.8 [69.9 61.8| 849 859 846 817 |61.7  sTRADES |359h|84.8 | 760 | 77.4 81.6 806 814 |758
+S&N  |54h| 822|663 66.1| 77.1 770 741 722 |65.5 +S&N  [360h| 824 | 782|792 800 782 79.8 |77.8

One-step One-step
Fast-LS-lo|0.8h| 82.5 |69.3 65.4| 75.7 737 672 677 [63.0  Fast-LS-lo| 44h | 824|768 | 754 740 746 746 |724

perturbation location by randomly perturbing more pixels. Our findings, summarized in Table[d] are
all based on 1-step adversarial training. The robust accuracy is measured using the sparse-AutoAttack
(sAA) method, with € set to 20.

In Table [d] we investigate the following approaches and their combinations: (1) sAT: adversarial
training against 1-step sPGD [23]]. (2) Tradeoff: 1-step adversarial training with the trade-off loss
function as discussed in Section (3) STRADES: the 1-step STRADES [23]. As discussed in
Appendix [A] it incorporates both soft label and trade-off loss function. We include two variants of
STRADES for comparison: STRADES (T) is the training mode where we only use the loss objective
function of TRADES for training but still use the cross-entropy loss to generate adversarial examples;
STRADES (F) is the full mode where we use the KL divergence loss function for generating
adversarial perturbations. Compared with 1-step sAT, sSTRADES (T) introduces 25% overhead while
STRADES (F) introduces 50% overhead. (4) SAT (S): self-adaptive training [40]. As discussed in
Appendix [A] it introduces soft labels based on the moving average of the historical predictions and
uses adaptive weights for training instances of different prediction confidence. (5) N-FGSM (N):
data augmentation technique by adding random noise to the training data. It is proven effective in
1-step adversarial training [43]. Among these approaches, SAT (S) and STRADES introduce soft
labels; trade-off and STRADES use trade-off loss functions to smooth the loss objective function. The
comparison with other smoothing approaches is undertaken in Appendix The implementation
details are deferred to Appendix [G]

The results in Table [4] indicate that using trade-off loss function alone still suffers from CO. In
contrast, combining it with soft label, either by SAT or STRADES, can eliminate CO and achieve
notable robust accuracy. Furthermore, sSTRADES (F) outperforms sSTRADES (T) by a substantial
margin of 24.4%, which can be attributed to the generation of higher-quality adversarial examples
for training by sSTRADES (F). Finally, both SAT and N-FGSM can enhance the performance of all
approaches, demonstrating their effectiveness.

Note that the results presented in Table ] are obtained using SAA, which is known for generating the
strongest attacks in terms of [ perturbations. Our findings demonstrate that incorporating soft labels
and trade-off loss function yields substantial performance improvements in 1-step [y adversarial
training. Among various combinations of methods explored, the model trained with sSTRADES (T)
with SAT and N-FGSM achieves the highest robust accuracy against SAA, reaching an impressive
63.0%. This establishes the state-of-the-art performance in fast [y adversarial training methods.
For convenience, we name this combination (i.e., 1-step sSTRADES + SAT + N-FGSM) Fast-Loss
Smoothing-ly (Fast-LS-ly). Its pseudo-code is given in Algorithm [3|of Appendix [A]

Furthermore, we validate the robustness of our method against feature-space attacks in Appendix
validate the efficacy of our method for l4, I> and I cases in Appendix[F7] validate the efficacy
of our method on different networks in Appendix [F.8] visualize the loss landscape when using our
method in Appendix [F.10]to demonstrate its improved smoothness, and conduct ablation studies for
analysis in Appendix [F.11] Our extensive results demonstrate the broad effectiveness of smoothing
loss landscape in fast adversarial training. Nevertheless, it turns out essential to address CO and has
the largest performance improvement in the [y cases compared with other [, norms (p > 1), because
the loss landscape is much more craggy in the [y cases, as analyzed in Section 4]




5.2 Comparison with Multi-Step Adversarial Training

In this section, we compare 1-step adversarial training with its multi-step counterpart. For multi-step
adversarial training, we follow the settings in [23]] and use 20-step sPGD based on cross-entropy to
generate adversarial perturbations in sAT and sSTRADES. Similar to Table ] we incorporate SAT and
N-FGSM into multi-step adversarial training as well. For 1-step adversarial training, we focus on the
best configuration in Table E} i.e., Fast-LS-[j.

We conduct extensive experiments on various datasets. The results on CIFAR-10 and ImageNet-
100 [51]] are demonstrated in Table 5] More results on CIFAR-100 [23] and GTSRB [52] are in
Table [§ and [9) of Appendix [F4] respectively. In addition to the performance under sAA, we report
the robust accuracy under various black-box and white box attacks, including CornerSearch (CS)
[21], Sparse-RS (RS) [22]], SAIF [42]], U-Zer [53]] and two versions of sSPGD [23]]. Moreover, we
report the clean accuracy and running time for reference. Finally, to more comprehensively validate
the effectiveness of our results, we report the standard deviation of the performance in Table [I0]of
Appendix [F.3]

The results in Table [5] 8] and [] suggest that our method can improve the performance of both 1-step
and multi-step adversarial training. In addition, N-FGSM, originally designed for 1-step adversarial
training, also contributes to performance improvements in the multi-step scenario. Furthermore, these
techniques can greatly narrow down the performance gaps between 1-step and multi-step adversarial
training, making fast adversarial training more feasible and competitive. With the assistance of SAT
and N-FGSM, our Fast-LS-/; can achieve a performance that is merely 2.5% lower than that of
the 20-step STRADES while requiring less than 1/6 of the total running time.

6 Conclusion

We highlight that the catastrophic overfitting (CO) in [y adversarial training is caused by sub-optimal
perturbation locations. Our analyses show that the loss landscape of [ adversarial training is more
craggy than other cases and correlates with CO. To address this, we utilize soft labels and a trade-off
loss function to smooth the adversarial loss. Extensive experiments show our method effectively
mitigates CO and narrows the performance gap between 1-step and multi-step /o adversarial training,
achieving state-of-the-art robustness against sparse attacks.

Broader Impacts and Limitations

Since our method is evaluated on benchmarks, we do not see it has an obvious negative societal
impact. Despite the effectiveness of soft label and trade-off loss function, we cannot guarantee they
are the optimal method to smooth the loss landscape of [y adversarial training. We leave developing
more effective methods as future work.
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A Algorithm Details

Algorithm 1 Self-Adaptive Training (SAT) [40]
1: Input: Data: {(x;,y;)}»; Initial target {¢;},, = {y; }; Batch size: m; Classifier: f; Enabling
epoch: Fs; Momentum factor: «
2: repeat
3:  Fetch mini-batch data {(x;, t;)}., at current epoch e
4 fori=1,....,mdo
5: p; = softmax(f(x;))
6
7
8

if e > E then
ti=axt,+(1—a)xp;

end if
9: w; = Mmax; ti,j
10:  end for

11:  Calculate the loss Lgar = *ﬁ > Wi Zj t; jlogp; ;

12:  Update the parameters of f on Lgar
13: until end of training

Algorithm 2 TRADES [30]

1: Input: Data: (x,y); Classifier: f; Balancing factor: 3; TRADES mode: mode; Sparse level: e
if mode = I then
Generate adversarial sample £ = max(z_z)es, () KL(f(x), f(Z))
else if mode = T then
Generate adversarial sample £ = max(z_z)es, () CE(f(Z),y)
end if
Calculate the loss Lrraprs = CE(f(z),y) + 8 - KL(f(x), f(Z))
Update the parameters of f on LrraDpES

The pseudo-codes of SAT [40] and TRADES [30] are provided in Algorithm[I]and 2} respectively.
For SAT, the moving average of the previous predictions {¢; }" can be regarded as the soft labels. For
TRADES, f(x) can be seen as the soft label of f (), and the combination of cross-entropy and KL
divergence is also a trade-off loss function. Note that when combining SAT and TRADES, the loss
Lg+7 for a mini-batch data {(x;, y;) } , can be written as:

Losr = -5 wa - CE(f (i), t:) ﬁZKL ), f (@) ®)

In addition, we provide the pseudo-code of the proposed Fast-LS-/;, which incorporates SAT,
TRADES and N-FGSM, in AlgorithmE}

B Proofs

B.1 Proof of Theorem[d.2]

Proof. Based on the definition of d; and 85, we have L .(x,01) = L(x + 81,0,) and L (x, 0:) =
L(x + b2, 05). In this regard, we have:

|Le(x,01) — Le(,02)]| = || L(x + 81,601) — L(x + d2,62)]| )

When L(x + §1,01) > L(x + d2,62) we have

||‘£’(w + alael) - ;C(:L' + 62792)”
:HE(«’E + (51,01) — E(.’B + 51,92) + E(ZE + (51,02) — E(.’B + 52,02)” (10)
<|L(z + 61,01) — L(z + 61, 02) ||

The inequality above is derived from the optimality of do, which indicates £L(x + d1,62) — L(x +
d2,05) < 0 and the assumption L(x + d1,601) > L(x + d2, 05).
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Algorithm 3 Fast-LS-[,
1: Input: Data: {(x;,y;)}"; Initial target {¢;}" = {y;}"; Batch size: m; Classifier: f; Enabling
epoch: Fs; Momentum factor: «; Balancing factor: 5; TRADES mode: mode; Sparse level: €

2: repeat

3:  Fetch mini-batch data {(x;, t;)}., at current epoch e
4 fori=1,...,mdo

5: i ~ Sac(x;)

6: T, =T, +7n; // Augment sample with additive noise
7 if mode = F' then

8: T = MAX(3,—a,)es. (w;) KL(f (@), f(:))

9: else if mode = T then

10: T; = maxX(z,; —a;)€S. (x;) CE(f(z;),t;)

11: end if

12: p; = softmax(f(x;))

13: if e > F, then

14: tlzaxtl—i—(l—a)XpZ

15: end if

16: w; = Mmax; ti,j

17:  end for

18:  Calculate Lg47 in Eq. (8)
19:  Update the parameters of f on Lgi1
20: until end of training

Similarly, when £L(x + 81,01) < L(x + d2, 02) we have

I£(x + 81,01) — L(x + 2, 05)]]
:||£(m + 61,01) — £($ + 52,91) + E(il? + 62,01) — E(LU + 62,02)” (11
<||L(z + 82,01) — L(z + 2, 05)

Without the loss of generality, we further bound ||Lc(x,6:) — Lc(x,6)| based on (10). The
derivation can be straightforwardly extended to by replacing d; with ds.

Based on the formulation of £ in (1), ||£(x, 61) — Lc(, 02)| can be further derived as follows:

hi($+51,02)
6,) — 0,)| < E ;log ———
||£5(.’I}, 1) EE(CC, 2)” = Yi 108 hz(a: 61,01)
1€ESL
L+ exp(fi(x + 61,02) — fi(x + 61,62))

= 4 lo
Z;y S1+Y, . en(f;(@ +81,61) — fi(@ + 61,61)

(12)

where S; = {i | y; > 0,h;(x + 81,02) > h;(x + d1,01)}. Then, according to the mediant
inequality, we have

log

L+ exp(fj(@ + 61,01) — fi(x + 61,61))
> i exp(fi(x + 61,02) — fi(x + 61,62))

L4+ 20p(fi(x + 81,605) — fi(x + 61,6,)) ‘

< |1

=% > ji exXp(fi(x + 61,61) — fi(x + 61,61)) (13)
exp(fr(x + 01,02) — fi(x + 61,02))

= mopx tog exp(fr(z + 01,01) —fi($+51,91))‘

§m§X|fk:(w +01,02) — fr(x +01,01)| + | fi(x + 01,02) — fi(x + 01,01
<2Lgl|0; — 62|
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Note that the bound on the right of (T3)) is tight. The upper bound can be achieved asymptotically if
the condition in (T4) and the Lipschitz bound in Assumption[4.T]are satisfied.

‘|fk(911 +01,02) — fi(x + 61,02)| — | fr.(x + 61,61) — fi(z + 51791)\‘

(14)
>>I§1£]z<‘|fj(w +01,02) — fi(x + 61,02)| — | fj(x + 01,61) — fi(x + 01, 91)|’
Combining (9)-(13)), we have
[Le(,01) — Le(z,02)]| < Apl|01 — 02, (15)
where Ag = 2 Zie& yiLe. O
B.2 Proof of Theorem 4.4
Proof. Given (I), VoL is computed as
K-1
> exp(fi(x,0))Vefi(x,0)
V/Jsc,O:— iVia:,H— J
oL(@.0) == ) ui | Vofil.0) ~ = o))
> exp(fi(x,0))Vef(x,0) R
5, op(; @, 9)) 2 uiVofi(,6) (1o
K-1 K—1
def
= h‘j(w70)v9fj($70) - Z ylvefz(wae)
j=0 i=0
The second equality is based on the fact that {yi}figl is in a simplex. To simplify the notation, the last

equation is based on the definition that {h, } jK: " is the result of softmax function applied to { f;} jK: o

ie., h;(x,0) = %. Therefore, we have ZJK:BI hj(x,0) =1and Vj, hj(x,0) > 0.

According to the triangle inequality, we have:

Vo, L(x + 81,01) — Vo, L(x + d2,02)||

17
< Vo, £(w + 81,01) — Vo, L@ + 65, 01) | + | Vo, L(w + 82,01) — Vo, Llw + 65,8) 7
Plug (T6) to the first term on the right hand side of (T7), we obtain:
K—1
Vo, L(x + 81,01) — Vo, L(x + 62,01)|| < Y vi [|Vo, fi(x + 61,01) — Ve, fi(x + 52, 61)||
i=0
K-1 K—-1
(D hi(@+81,00)Vefi(@+81,01) = Y hy(x+85,01)Vef;(x + 55,61)
=0 =0
(18)

The first term can be bounded based on Assumption[4.1] The second term can be bounded as follows:
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K—-1 K—-1
hj(x 4 61,01)Vefj(x +61,0,) — hj(x 4 62,01)Vefj(z + 62,01)
§=0 j=0
K-1 K-1
<D by +81,00) Vo fi(m+81,601) || + || D hj(@ + 82,61)Vef;(x + 52, 61)
j=0 §=0

K-1 K-1
< hj((l:+61,01) ‘m]?ngfk(:c—th@l) + Z hj(w+62,91) ’m’?xVka(w—&—ég,Ol)
j=0 j=0
<2Lg

19)

Note that the bound on the right of is tight. The first inequality is based on the triangle inequality.
The second inequality and the third inequality can be achieved asymptotically when the equality of
first-order Lipschitz continuity in Assumption[d.1]is achieved and the following condition is satisfied.
dki € argmang), hi, (x+81,01) — 1, I&a}cxhj(w +41,601) =0
i JFR1
, (20)
Jky € argmaxL(ez), hi, (T + 82,601) — 1, r_r;éz}cx hj(x+02,0:) =0
] J7FFR2

Note that k; and k5 are not always the same, since there may exist more than one biggest first-order
Lipschitz constant.

Combining (I8) and (I9) together, we obtain:

||VQ1£(.’IJ + 61, 01) — V91£(13 + (527 91)” <2Lg + ngH(sQ — 51” 20

Similarly, we have:

HV@lﬁ(ﬂ? + 627 01) — VQ2£($ + 62, 02)” < 2Lg + L99||02 — 01” (22)
Combing the two inequalities above, we have:
VoL(x + d1,601) — VoL(x + d2,02)|| < Agol|01 — 02| + Boo (23)
where
Ago = Loo; Boo = 4Lg + Loz||061 — 02| (24)
O

C Theoretical Analysis of Soft Labels and Trade-off Loss Function

‘We have the following proposition about soft labels:

Proposition C.1. (Soft label improves Lipschitz continuity) Based on Theorem[d.2] given a hard
label vector yy, € {0,1}X and a soft label vector ys € (0,1)X, we have Ag(ys) < Ag(yn).

Proof. For hard label y;, € {0, 1}, let that the j-th elements of yy, be 1 and the rest be 0. By the
definition of Ag in Theorem[4.2] we have

Ag (yh) = 2L9. (25)
It is known that Zfi_ol hi(z,6) = 1, which means 3j, h;(x + 81,02) < hj(x + d1,61). Then,

for soft label y; € (0,1)%, we have |Sy| < K where S; = {i | y; > 0,hi(z + §1,02) >
hi(x + d1,01)}. Thus, it holds

Ao(ys) =2 Yy Lo < Ao(yn). (26)
€S,
The equality can be achieved asymptotically if » °, ¢s, ygi) — 0. O
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Proposition [C.T] indicates that soft labels lead to a reduced first-order Lipschitz constant, thereby
enhancing the Lipschitz continuity of the adversarial loss function.

Then, we have the following proposition about trade-off loss function:

Proposition C.2. (Trade-off loss function improves Lipschitz smoothness) If Assumptiond.1|and
hold, we have:

[VoLea(x,01) = VoLleo(x,02)| < Agol|01 — 02| + Bys (27)
The constants Agg = Lgo and Bps = aLggzl|01 — 02| + 2(1 + a)Le where 8; €
arg MaXses, () L(x + 8, 601) and §; € argmaxses (o) L(T + 9, 62).
Proof. By the definition of L. , in Section[4.3] we have

||V91£6,a(w7 01) - Vegce,a(wu 02) ||
< (1 - Oé)||V91£(327 01) - v91£(wa 02)” + CYHVQIEE(:E, 01) - v91£6(m702)”

According to (22) in the proof of Theorem[4.4] the first term of the right hand side of (28) can be
derived as

(28)

Vo, L(x,01) — Vo, L(x,02)| < Log||61 — 62| + 2Ls. (29)
According to Theorem [4.4] the second term of the right hand side of (28) satisifies
Ve, Le(®,01) = Vo, Lc(x,05)|| < Lool|01 — 62| + Low[|d1 — d2f| +4Le- (30)
Combining (28), and (30), we have
Vo, Lea(x,01) — Vo,Leo(,0:)| < Aggl|01 — 62]| + Bys, (31)
where Agg = Lgg and Bys = aLgg||01 — 02| + 2(1 + a) Le. O

According to Proposition the trade-off loss function L. ., enhances the second-order smoothness
of adversarial loss objective function. Furthermore, compared with I3, l> and [, cases, the trade-off
loss function is particularly useful and necessary in the [ case. This is supported by the analyses
in Section and Appendix [E] which demonstrate that [|§; — d2|| is much larger in /y bounded
perturbations than other cases. Therefore, we expect the trade-off loss function L. ., can help mitigate
CO by improving smoothness.

Similar to Theorem [4.4] Proposition [C.2] can be straightforwardly extended to the networks with
non-smooth activations, where Assumption is not strictly satisfied. We provide a more detailed
analysis in Appendix [D]to demonstrate the generality of our conclusions.

D Theoretical Analysis of ReLLU Networks

Similar to [48], we first make the following assumptions for the functions { f;} iK:_Ol represented by a
ReLU network.

Assumption D.1. Vi € {0,1, ..., K — 1}, the function f; satisfies the following conditions:

Vx, 01,02, |fi(z,01) — fi(z,02)| < Lol|01 — 62|, (32)
VO, x1, @2, ||fi(z1,0) — fi(x2,0)| < Lallz1 — 22, (33)
Ve, 01, 0s, Hvofi(ic 01) V0f2(33702)” < L90H01 - 02|| + Coo, (34
V0,1, %2, ||Vofi(x1,0) — Vafi(xa,0)| < Loxl|T1 — x2|| + Coz- (35)

Compared to Assumption4.T]and[.3] we modify the the second-order smoothness assumptions by
adding two constants Cgg and Cg, respectively. They denote the upper bound of the gradient differ-
ence in the neighborhood at non-smooth point. Thus, they quantify how drastically the (sub)gradients
can change in a sufficiently small region in the parameter space.

Based on Assumption[D.T] we have the following corollary:
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Corollary D.2. If Assumption is satisfied, it holds
[Le(@,01) — Le(x,62)]| < Apl|61 — 62, (36)
[VoLec(x,01) — VoLc(x,02)| < Aggl|01 — 02| + Bos + Coo + Coz- (37)
The Lipschitz constant Ag = 2 Zie& yi Lo, Age = Log and Bgs = Lgs||01 — 02|| + 4Lg where
01 € argmaxges L(x +0,01) and 63 € argmaxse s L(T + 6, 62).
The proof is similar to that of Theorem i.2] and .4] Corollary indicates a more craggy loss

landscape in the adversarial training of networks with non-smooth activations.

Additionally, the Proposition|C.2]can be easily extended to accommodate Assumption[D.T]
Corollary D.3. If Assumption holds, then we have
Hvaﬁe,a(iﬁ, 01) - VG‘Ce,a(wa 02)” S AGOHHI - 92” + Blga + CGG + Cem- (38)

The Lipschitz constant Age = Leg and Bps = aLgg||01 — 02| + 2(1 + «)Le where 61 €
argmaxgses. L(x +6,01) and §; € argmaxses L(x +5,0,).

E Discussion of the Upper Bound of ||§; — ;||

We define the I, adversarial budget for the perturbation § € R? as SP = {61110, < €, 0 <
x + 0 < 1}. Therefore, we have ||§1 — 02/, < 2¢, and Vi, 0 < |5() 6( | < 1 where 6
5§ are the i-th element of &; and &5, respectively. For convenience, we denote §; — d2 as A6 and
5 — 657 as A6; in the following.
Assume that € < d for [y, [; and [ bounded perturbations, and ¢ < 1 for the [, bounded perturbation.
Then, Vq > 1, we have

lp budget: Z |AG; |7 < 2,

11 budget: Z |A6;|? < Dy + (2 — Dq)4,

' , (39)
I, budget: Z |AG;|9 < Dy + (46* — Do),

I~ budget: Z |AG; |7 < d x (2€),

where Dy = |2¢| and Dy = |4€%]. The derived upper bounds are tight because

(1) lp budget: The equality achieves when the location of non-zero elements in §; and 2 has no
overlap, and the magnitude of their non-zero elements reaches +1.

(2) I budget: Since 0 < |AJ;| < 1, the equality achieves when there exists at most one Ady, such
that |[Ad,| < 1 and Vj # k, |Ad;| = 1. The maximum number of Ad; is |2¢]. Then, according to
[|Ad|l1 < 2e, we have |Ady| = 2e — 1 x | 2¢].

(3) I3 budget: The derivation is similar to that of the /; case.
(4) I, budget: The equality achieves when d; = — 5.

On popular benchmark CIFAR-10, d = 32 x 32 x 3 = 3072, and the commonly used values of
€ in the lo, I3, I and [, cases are 360, 24, 0.5 and 8/255, respectively [5] 23] 41} [T9]). Substitute
these into (39), we can easily get that Vg > 1, the upper bound of ), |Ad;| is significantly larger

in the Iy case than the other cases. For instance, (2¢ — D1)?, (4€2 — D5)? and (2¢€)? reach their
respective maximum values when ¢ = 1, since all of them are smaller than 1. Then, the upper bounds
of . |AS;|! in the lg, 1, I2 and [, cases are 720, 24, 1 and 49152/255 ~ 192.8, respectively.

Furthermore, the [, norm of AJ is defined as follows:
1
|ad], = (ZlAéﬂ) : (40)
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Figure 4: Relationship between craggy loss landscape and CO. (a) Gradient norm ||V, L¢||2. (b)
Test robust accuracy against SAA (e = 20). The results are obtained from PreactResNet-18 trained on
CIFAR-10 with €44, = 40. Since the training of 20-step sAT w/o ES diverges under €;,.4;,, = 120,
the results are presented under €;,.4;, = 40 instead.

Since the upper bound of ), |Ad;|? in the [ case is larger than 1 for all ¢ > 1, we can also derive
that Vg > 1, the upper bound of ||Ad||, is always significantly larger in the [ case than the other
cases.

F More Experimental Results

F.1 Early Stopping in Multi-step Adversarial Training Avoids Catastrophic Overfitting

In Figure[d] we compare the cases with and without ES in terms of gradient norm and robust accuracy
on the test set by SAA. We can observe that 20-step sAT without ES still suffers from CO and the
corresponding gradient magnitude during training indicates a craggy loss landscape.

F.2 Distances between Gradients Induced by 1-step and Multi-step Attacks

Table 6: Average [ distances between gradients induced by 1-step and multi-step attacks, represented
by ||VeLe(x + done) — VoLe(® + Omuiri)||2. The gradients are calculated of the training set of
CIFAR-10 [25]]. The g, I, I3 and [, models are obtained by 1-step sAT [23]], Fast-EG-I; [19], 1-step
PGD [38]] and GradAlign [37]], respectively. The 1-step and multi-step [y attacks are 1-step and
10000-step sPGD [23]], respectively. The 1-step and multi-step [, attacks are 1-step Fast-EG-/; and
100-step APGD [41], respectively.The 1-step and multi-step attacks for other norms are 1-step PGD
[S]] and 100-step APGD [3]], respectively.

Model | lo(e=1) li(e=24) Ila(e=05) Il (e=28/255)
Iy distance |  15.8 9.1x107* 36x107*  6.7x107*

Based on the Lipschitz smoothness assumption in Inequality (6)), the gradient difference arising from
approximated adversarial perturbations is bounded by Lg||01 — d2|| where d; is the perturbation
generated by 1-step attack and 5 is the optimal perturbation. Based on the same reason that /g norm
is not a proper norm, ||d; — d2|| is significantly larger in [y cases than I, l2 and [; cases, which
makes 1-step adversarial training more challenging in [y cases. To corroborate this, we compare
the distance between gradients induced by 1-step and multi-step attacks. As presented in Table [6]
the average distance between gradients induced by 1-step and multi-step [y attacks is 5 orders of
magnitude greater than those in the [, I and [, cases, even when a single pixel is perturbed. This
finding indicates that the loss landscape of [ adversarial training is significantly more craggy than
other cases in the input space.

F.3 Comparison with Other Smoothing Approaches

In this section, we undertake a more comprehensive comparison between our proposed Fast-LS-/y and
other smoothing approaches (label smoothing (LS) [54], AdvLC [31], MART [32]] and SWA [33]).
Note that all baselines are tuned by a thorough hyperparameter search. As demonstrated in Table[7}
our method achieves the strongest robustness against SAA. First, naive LS turns out ineffective under
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Table 7: Comparison with other smoothing approaches in robust accuracy (%) by sAA. The target
sparsity level e = 20. We compare PreAct ResNet-18 [24]] models trained on CIFAR-10 [25]]. The
italic numbers indicate catastrophic overfitting (CO) happens.

Method | LS AdvLC MART TRADES+SWA Ours Ours+ SWA
Robust Acc. | 0.0 59.6 48.0 45.0 63.0 59.1

the [ setting. The performance of AdvLC, MART, and SWA is not as good as the method we use.
Additionally, the combination of our method with SWA harms robustness due to over-smoothing.

F.4 More Results of Section5.2]

Table 8: Robust accuracy (%) of various models on different attacks that generate [, bounded
perturbations, where the sparsity level e = 10. The models are PreAct ResNet-18 trained on CIFAR-
100 [25] with e = 60. Note that the results of vanilla SAT and sSTRADES are obtained from [23]],
CornerSearch (CS) is evaluated on 1000 samples due to its high computational complexity.

Time Black-Box White-Box
Model Cost | | S RS | SAIF sPGDproj SPGDunproj | S22
Multi-step
SAT 4h27m | 67.0 | 443 41.6 | 60.9 56.8 58.0 41.6
+S&N 4h58m | 64.3 | 53.0 529 | 61.2 59.2 59.6 52.8
sTRADES 5h10m | 709 | 52.8 503 | 652 64.0 63.7 50.2
+S&N 5h40m | 63.8 | 56.5 556 | 61.2 60.5 59.0 55.3
One-step
Fast-LS-lp (T) | 1hO5m | 65.3 | 545 543 | 60.4 55.6 54.4 52.2
Fast-LS-lp (F) | 1h26m | 65.0 | 56.2 54.6 | 60.8 54.9 54.9 52.3

Table 9: Robust accuracy (%) of various models on different attacks that generate [y bounded
perturbations, where the sparsity level € = 12. The models are PreAct ResNet-18 trained on GTSRB
[52] with e = 72. All methods are evaluated on 500 samples, and CornerSearch (CS) is not evaluated
here due to its high computational complexity.

Time Black-Box White-Box
Model Cost | 1% | ©S RS | SAIF sPGDpro; SPGDunproj | *A
Multi-step
SAT 1h3m | 98.4 - 432 | 924 96.0 96.2 432
+S&N 1h2m | 98.4 - 718 | 974 96.8 95.4 77.6
sTRADES lhém | 97.8 - 67.6 | 940 95.6 95.0 67.4
+S&N 1h7m | 95.6 - 754 | 936 92.6 91.2 75.2
One-step
Fast-LS-lp (T) | 7m 97.8 - 752 | 89.2 74.4 74.4 63.2
Fast-LS-lp (F) | 9m 98.6 - 804 | 942 75.0 79.8 67.8

The results on CIFAR-100 and GTSRB datasets are presented in Table[§|and [0] respectively. The
findings are consistent with those observed in Table[5(a)] further validating the effectiveness of the
proposed methods across different datasets. In contrast to the settings in [23]], we resize the images in
GTSRB to 32 x 32 instead of 224 x 224 and retrain the models from scratch. The model are trained
with € = 72 and evaluated for robustness with e = 12. It is important to note that due to the smaller
search space resulting from low-resolution images, the attack success rate of the black-box Sparse-RS
(RS) under this setting is significantly higher than that reported in [23]].

F.5 Standard Deviation of Robust Accuracy against Sparse-AutoAttack of Table

To better validate the effectiveness of our method, we report the standard deviations of robust accuracy
against SAA in Table[I0] We calculate these standard deviations by running the experiments three
times with different random seeds. The configurations are the same as in Table [5(a)l It can be
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Table 10: Average robust accuracy against SAA [23]] obtained from three runs, where the sparsity
level € = 20. The variances are shown in brackets. The configurations are the same as in Table|5(a)
Note that we do not include the results of vanilla SAT and STRADES since their results are obtained
from [23]].

Model | SAT +S&N | STRADES + S&N | Fast-LS-lo (T) | Fast-LS-lo (F)
Acc. | 612(£02) | 65507 | 63.0(£07) | 62.1(%0.6)

observed that the fluctuation introduced by different random seeds does not outweigh the performance
gain from the evaluated approaches.

F.6 Robustness under Feature-space Attacks

Table 11: Robust accuracy (%) of cominations of our method under feature-space attacks. The model
is the ResNet-18 trained with Fast-LS-ly on CIFAR-10.

€=60 | Clean Acc. o-zero sPGD, sPGD, RS sAA
Fast-LS-lo ‘ 84.9 64.2 76.6 73.5 58.5 583

We train a ResNet with our method in feature space with €;,.4;, = 360 and evaluate its robustness
under different attacks with ¢ = 60. To accommodate the feature-space sparsity, we modify the
shape of perturbation mask in SPGD from (b, 1, h, w) to (b, ¢, h,w). Since RS is unable to generate
feature-space perturbations, we set its pixel-space adversarial budget to ¢/c to ensure the equivalent
feature-space budget as other attacks. As presented in Table [T} our method can also achieve
robustness in this setting. In addition, we notice that o-zero outperforms sPGD in feature-space
attacks. Nevertheless, sAA is still the most comprehensive and reliable robustness evaluation method.

F.7 Effectiveness in Improving Fast /1, /> and [, Adversarial Training

Table 12: Robust accuracy (%) of cominations of our method with fast [, [, and [, adversarial
training methods. The results are obtained through the AutoAttack for corresponding norms.

| L (e=12) | | Iz (€=0.5) I1 (e =8/255)
Fast-EG-[, 454 GradAlign 60.2 39.4
+ Ours 49.2 + Ours 63.1 42.4

We combine our method with fast [4, I3, and [, adversarial training methods. Specifically, we use
Fast-EG-1; [19] for [; cases and GradAlign [27] for I3 and [ cases. The results in Table[I2]show that
our method enhances robustness in all cases. Overall, these findings demonstrate the effectiveness of
our method in enhancing robustness against different attacks.

F.8 Evaluation on Different Networks

Table 13: Robust accuracy (%) of various networks against sSAA on CIFASR-10, where the sparsity
level € = 20. The networks are adversarially trained with different methods, including 1-step sAT,
1-step sSTRADES and the proposed Fast-LS-{j.

| PRN-18  ConvNeXt-T ~ Swin-T

1-step sAT 0.0 0.8 0.1
1-step STRADES 31.0 71.0 432
Fast-LS-o 63.0 78.6 58.9

Despite the effectiveness of our method on PreActResNet-18 (PRN-18) and ResNet-34, the per-
formance of our Fast-LS-/y and its ablations on different networks remains unexplored. In this
regard, we further evaluate our method on two popular architectures, i.e., ConvNeXt [55] and Swin
Transformer [56]. Note that we adopt their tiny versions for CIFAR-10, which have a similar number
of parameters as ResNet-18, and we follow the training settings of their CIFAR-10 implementations.
The other experimental settings are the same as those described in Section[5.1] As shown in Table

23



[[3] vanilla adversarial training results in CO on all networks, and our method produces the best
robust accuracy against SAA, demonstrating the effectiveness of our method on different networks.
Notably, ConvNeXt shows surprisingly strong robustness against SAA, suggesting that advanced
architecture design and dedicated hyperparameter tuning can provide additional performance gains.
However, as Transformers has struggled to perform well on small datasets without pretraining [57]],
Swin Transformer also underperforms CNN-based networks in this scenario.

F.9 Loss Landscape of one-step sAT with Different e

(@) LY ¢ =20 ) £9, € = 40 © L9 ¢ =120

Figure 5: Loss landscape of 1-step sAT [23]] with different e values on the training set of CIFAR-10

[25]. The architecture of the model is PreactResNet-18. (a) Landscape of EEO) (z,0 4+ ayv1 + agvs)
with e = 20, where v; and v, are the eigenvectors corresponding to the top 2 eigenvalues of the

Hessian matrices, respectively. (b) Landscape of EEO) with € = 40. (¢) Landscape of ££0) with
e = 120.

As supplementary of Figure [3] we visualize the loss landscapes of 1-step sAT [23]] with different
€, including 20, 40 and 120, in Figure |5} It can be observed that the [y adversarial loss exhibits a
drastic increase in response to relatively minor alterations in the 8-space. Moreover, the degree of
non-smoothness increases in proportion to €, which is consistent with the observation in Figure 3] (a).

F.10 Smoother Loss Landscape Induced by Soft Label and Trade-off Loss Function

The effectiveness of soft label and trade-off loss function in improving the performance of [
adversarial training is demonstrated in Section[5.T]and [5.2] Additionally, we visualize the curves of
top-10 eigenvalues of Hessian matrices of the different methods discussed in Section[5.1]and their
respective loss landscapes in Figure[6] Note that since N-FGSM results in a larger upper bound of
|61 — 82]|, it is not considered here to make a fair comparison. Figure[6](a) shows that sSTRADES
induces considerably smaller eigenvalues of Hessian matrices compared to sAT, while the difference
between STRADES (T) and sSTRADES (F) is negligible. SAT, on the other hand, has only a marginal
effect on the eigenvalues. However, as illustrated in Figure [f] (b)-(f), SAT plays a crucial role in
smoothing the loss landscape, which relates to the change rate of loss, i.e., the first-order smoothness.
These observations align with the theoretical derivation presented in Section 3] indicating that soft
label improves the first-order smoothness, while trade-off loss function contributes to the second-order
smoothness.

F.11 Ablation Studies

In this section, we conduct more ablation studies on the results in Section@ Specifically, we focus
on the best configuration in TableEt Fast-LS-lj (T) (i.e., 1-step sSTRADES (T) + SAT & N-FGSM).
Unless specified, we adopt the same training settings as in Table ]

Table[T4] presents a performance comparison of the model when SAT is enable in different training
phases. We can see that the performance achieves the best when enabling SAT at the 50-th epoch.
This observation demonstrates that the best performance in 1-step STRADES is achieved when SAT
is enabled at the intermediate epoch where the learning rate is relatively low.

In Table[T3] we compare the performance when using different momentum factor in SAT. We can see
that the default setting in [40], i.e., 0.9, provides the best performance.
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Index

(a) Eigenvalues of V%EE(J)

(d) 1-step sSTRADES (F)

(e) 1-step STRADES (T) + SAT  (f) 1-step sSTRADES (F) + SAT

Figure 6: Smoothness visualization of different methods with e = 120 on the training set of CIFAR-10

[23]. The architecture of the model is PreactResNet-18. (a) Top-10 eigenvalues of V%EEO) (z,0) of
different methods. A and T denote 1-step sAT and 1-step STRADES, respectively. T and F in the
brackets are two respective versions of STRADES indicated in Sec. [5.1} (b) Loss landscape of 1-step
sAT. (¢) Loss landscape of 1-step sSTRADES (T). (d) Loss landscape of 1-step sSTRADES (F). (e)
Loss landscape of 1-step sSTRADES (T) + SAT. (f) Loss landscape of 1-step STRADES (F) + SAT.

In Table[I6] we compare the performance when using different balance factor § in TRADES. It can
be observed that 5 = 3 and 6 induce similar results, indicating the default setting in [30], i.e., 6, is
the optimal.

In Table we compare the performance when using different €;,.4;,. It can be observed that when
€rrain = 120, our method achieves the best performance, which is consistent with the observations in
[23]]. Notably, with the assistance of our method, CO does not appear in all settings.

Table 14: Ablation study on the epoch of en-
abling SAT. The evaluated attack is SAA, where
the sparsity level € = 20.

SAT epoch | 30 50 70
Robust Accuracy | 60.2 63.0 6238

Table 16: Ablation study on the balance factor 3

Table 15: Ablation study on the momentum fac-
tor of SAT. The evaluated attack is SAA, where
the sparsity level € = 20.

SAT momentum | 0.5
Robust Accuracy | 55.4

0.7 0.9
604  63.0

Table 17: Ablation study on €;,q;,. The eval-

in TRADES loss function. The evaluated attack
is SAA, where the sparsity level € = 20.

TRADES3 | 1 3 6
Robust Accuracy | 58.7 63.0 63.0

uated attack is SAA, where the sparsity level
e = 20.

120
63.0

€train

| 20 40
62.1

Robust Accuracy | 61.4

G Implementation Details

Generally, the epoch of enabling SAT is 1/2 of the total epochs. For N-FGSM, the random noise for
augmentation is the random sparse perturbation with sparsity level ranging from 0 to 2¢, where € is
the sparsity level of adversarial perturbations. The interpolation factor « in trade-off loss function is
set to 0.75. The balance factor 3 in TRADES loss function is set to 6. The optimizer is SGD with a
momentum factor of 0.9 and a weight decay factor of 5 x 10~*. The learning rate is initialized to
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0.05 and is divided by a factor of 10 at the 1/4 and 3/4 of the total epochs. The specific settings for
different datasets are listed as follows:

¢ CIFAR-10, CIFAR-100 [25] and GTSRB [52]: The adopted network is PreAct ResNet-18 [58]]
with softplus activation [59]. The training batch size is 128. We train the model for 100 epochs.

* ImageNet-100 [51]: The adopted network is ResNet-34 [24]. The training batch size is 48. We
train the model for 50 epochs.

Unless specified, the hyperparameters of attacks and other configurations are the same as in [23]].
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* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: This paper discusses the limitations of the work.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: For each theoretical result, the paper provides the full set of assumptions and a
complete proof.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

» The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: This paper discloses all the information needed for reproduction.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: This paper provides open access to the code in supplementary materials.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: This paper specifies all the training and test details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: This paper report the standard deviation of results.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: This paper provides sufficient information on the computer resources.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in the paper conforms with the NeurIPS Code of
Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: The paper discusses broader impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

30


https://neurips.cc/public/EthicsGuidelines

11.

12.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets, used in the paper, are properly
credited. The license and terms of use are explicitly mentioned and properly respected.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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