
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2026

GENERATIVE IMAGE COMPRESSION BY ESTIMATING
GRADIENTS OF THE RATE-VARIABLE FEATURE DIS-
TRIBUTION

Anonymous authors
Paper under double-blind review

ABSTRACT

While learned image compression (LIC) focuses on efficient data transmission,
generative image compression (GIC) extends this framework by integrating gen-
erative modeling to produce photo-realistic reconstructed images. In this paper,
we propose a novel diffusion-based generative modeling framework tailored for
generative image compression. Unlike prior diffusion-based approaches that in-
directly exploit diffusion modeling, we reinterpret the compression process itself
as a forward diffusion path governed by stochastic differential equations (SDEs).
A reverse neural network is trained to reconstruct images by reversing the com-
pression process directly, without requiring Gaussian noise initialization. This ap-
proach achieves smooth rate adjustment and photo-realistic reconstructions with
only a minimal number of sampling steps. Extensive experiments on benchmark
datasets demonstrate that our method outperforms existing generative image com-
pression approaches across a range of metrics, including perceptual distortion,
statistical fidelity, and no-reference quality assessments.

1 INTRODUCTION

Image compression techniques aim to encode images into the shortest possible bit streams for ef-
ficient data transmission. Recent studies have developed learned image compression (LIC) meth-
ods (Ballé et al., 2016; 2018; Minnen et al., 2018; Minnen & Singh, 2020; Cheng et al., 2020; He
et al., 2022; Liu et al., 2023; Han et al., 2024; Lu et al., 2025; Qian et al., 2022) that achieve superior
rate-distortion performance compared to conventional codecs (Bellard, 2015; JVET, 2025). How-
ever, the compression process tends to sacrifice the details in images, and the optimization objective,
i.e., the rate-distortion loss function, restricts the ability of decoder to restore the lost image details,
which finally results in a blurred, unrealistic recovered image. The pursuit of realism has given rise
to a range of generative image compression methods.

Generative image compression (GIC) methods introduce impressive generative modeling tech-
niques, e.g., generative adversarial networks (GANs) (Goodfellow et al., 2014), vector-quantized
variational autoencoders (VQ-VAEs) (Esser et al., 2021), and diffusion-based models (Song & Er-
mon, 2019; Ho et al., 2020), to obtain the capability of prior distribution modeling, thus improving
human-perceptual performance with guaranteed fidelity. In their seminal work, perceptual loss,
GANs (Agustsson et al., 2019; Mentzer et al., 2020; Tschannen et al., 2018), and their discriminator
variants (Muckley et al., 2023) are first utilized to finetune the basic image compression network,
which allows the decoder in the autoencoder to complement the image details. For the VQ-based
method (Mao et al., 2024; Jia et al., 2024; Li et al., 2024), the prior distribution of compressed
latent variables is modeled as classification probabilities according to the codebook. Compared to
GAN-based and VQ-based methods, diffusion modeling decouples their once-through distribution
transformations into asymptotic stochastic processes, which significantly enhances generation per-
formance. The existing diffusion-based methods (Yang & Mandt, 2023; Hoogeboom et al., 2023;
Careil et al., 2023) can be viewed as a form of “post-processing”, where diffusion models are em-
ployed to enhance the compressed data—an indirect approach aimed at supplementing the lost de-
tails. However, such an indirect method may not fully harness the potential of diffusion modeling.
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Legacy Diffusion Diffusion for LIC (Ours)

0.180.320.46bpp

Figure 1: Left: The forward and reverse process of legacy diffusion for comparison. The legacy
diffusion consists of transforming data to a simple noise distribution and a reverse ODE to restore
the original data. Right: The overview pipeline of our method. The forward process is defined as
the entropy model compressing the data. With the bit rates decrease, the compressed images retain
less details (please zoom in for better visualization). We can reverse such ODE at any intermediate
time to recover the data under various compression rates. This makes a full use of the benefits of
diffusion modeling and an organic integration of LIC and diffusion.

Revisiting diffusion modeling in the context of image generation, a forward process is constructed by
progressively corrupting data with increasing Gaussian noise, and generative modeling is achieved
by training a sequence of probabilistic models to reverse the corruption process. Rate-variable quan-
tization, i.e., to quantize features with different quantization factors, could establish a similar process
of gradually distorting high-quality data. As shown in Fig. 1, legacy diffusion model adds Gaussian
noise to distort the data while the corruption process of rate-variable quantization is often formulated
as additive noise with uniform distribution (Ballé et al., 2016; 2018). Following this, we argue that
the rate-variable compression forms a particular forward process with additive noise, and that the
goal of restoring the details oriented to the state before compression can be achieved by reversing it.
Taking inspiration from generative modeling through stochastic differential equations (SDEs) (Song
et al., 2020b), we describe the aforementioned forward process (compression) and reverse process
with the help of SDEs. That is, it is possible to construct intermediate probability distributions for a
stochastic process using a variety of compression rates, and we train a neural network to model the
score of a compression-rate-dependent marginal distribution of the training data corrupted by com-
pressing. Moreover, with the adopted rate-variable quantization parameterizing the compression
process into a single quantization factor, this exactly facilitates the formulation of our customized
forward and reverse processes. The above framework establishes a sequence of feature distribu-
tions, resulting in a more natural integration of diffusion model and learned image compression,
which supports rate-variable generative compression with only a minimal number of reverse steps.

Taken together, we propose generative image compression by estimating gradients of rate-variable
feature distribution, offering a novel perspective beyond conventional paradigms. Our method con-
stitutes a customized diffusion framework designed for image compression, featuring both flexible
rate adjustment and high-fidelity image reconstruction. Our rate-variable model is able to out-
perform current fixed-rate state-of-the-art methods on a range of perceptual metrics. We believe that
this work will inspire further innovations in broader areas, particularly in the modification of the
diffusion modeling core to suit a variety of specific research scenarios.

2 BACKGROUND

In this section, we present the related work and the existing technologies that we adopt in our pro-
posed method. First, we review a brief theory of denoising score matching modeling (Song &
Ermon, 2019) as a preliminary for our specialized diffusion models. Next, we describe the adopted
rate-variable compression strategy for the sake of understanding our proposed framework. Finally,
we introduce recent representative GIC methods that integrate with generative modeling.

2.1 DENOISING SCORE MATCHING

Given the data distribution pdata(x), the idea of score matching is to find the score/gradients of
the data distribution pdata(x), that is, the fastest growing direction of the log probability density of
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the data s(x) = ∇x log p(x). To obtain the score, Song & Ermon (2019) proposed the denoising
score matching and noise conditional score networks (NCSN): To consider the family of mollified
distributions p(x;σ) obtained by adding i.i.d. Gaussian noise of standard deviation σ to the data, the
diffusion model sequentially denoises from a pure Gaussian noise x0 ∼ N (0, σ2

0I) into intermediate
states xi ∼ p(x;σi) with decreasing noise levels σi > σi+1. It ends up with the target image xN

with σN = 0 at the place where the log probability density is maximized. The optimization objective
is to minimize the L2 denoising error for samples drawn from pdata separately for every σ. Defining
a neural denoiser D(x, σ):

Ey∼pdata
En∼N (0,σ2I)||D(y + n, σ)− y||22, (1)

where y is a training image and n is the sampled Gaussian noise. In this vein, the score of the state
with noise of deviation σ can be formulated as:

∇x log p(x;σ) = (D(x;σ)− x)/σ2. (2)

For the sampling of the diffusion modeling above, Song et al. (2020b) present a stochastic differen-
tial equation (SDE) to unify the processes of noise removal and addition into an integral theoretical
framework. An overview of legacy diffusion with a simplified form of SDEs, ordinary differential
equations (ODEs), is shown in Fig. 1. To solve the ODE is to substitute Eq. 2 into it and calculate
the numerical integration, i.e., taking finite steps over discrete time intervals.

2.2 LEARNED LOSSY IMAGE COMPRESSION

Learned lossy image compression methods are built upon a variational autoencoder (VAE) frame-
work proposed by Ballé et al. (2018). The VAE based LIC framework mainly comprises an autoen-
coder and an entropy model. The autoencoder conducts nonlinear transforms between the image
space, i.e., input: x, reconstruction: x̂, and the latent representation space, i.e., latent representa-
tion: y, quantized latents: ŷ; while, the entropy model minimizes the code length by estimating the
probability distribution of latent representations.

Rate-distortion optimization. In their seminal work, Ballé et al. (2016) established the end-to-
end rate-distortion minimization framework. It showed that the smallest average code length of
latent representation is given by the Shannon cross entropy (Shannon, 1948) between the actual
marginal distribution and a learned entropy model. Thus, the optimization objective appears a rate-
distortion trade-off between rate loss R(·) and distortion loss D(·):

LR−D = R(ŷ) + λ · D(x̂,x), (3)

where λ controls whether the network is more concerned about the quality of the recovery or the
compression efficiency. The optimization problem under the fixed λ in Eq. 3 is employed for the
fixed-rate paradigm, driving the encoder to adjust the information reserved in the latent variables y.

Quantization scaling. Nevertheless, the LIC network trained under this schedule only yields a
single compression rate result, which limits the design space of diffusion modeling. A general
solution is to randomly sample λ during training, finetuning a vanilla fixed-rate LIC network to
support rate-variable compression (Toderici et al., 2015; Choi et al., 2019; Cui et al., 2021; Wang
et al., 2023a). In this work, we adopt quantization scaling to control the compression rate via the
entropy model. Under this circumstance, the role of “information reducer” moves from the encoder
to the entropy model, separating the autoencoder as a stand-alone component. This strategy focuses
on the quantization operation ⌈y⌋. Since codecs only work on integers, the entropy model quantized
the latent representation for bit stream transmission. The quantization operation can be regarded as
adding a uniform noise in a range of [−0.5, 0.5]:

ŷ = ⌈y⌋ ⇒ y + U(−0.5, 0.5). (4)

The idea of quantization scaling is to scale the latent representation y before quantization. Given a
scale parameter q, this can be formulated as:

ŷq = ⌈y/q⌋ · q
⇒ [(y/q) + U(−0.5, 0.5)] · q
= y + U(−0.5, 0.5) · q.

(5)
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Referring to Eq. 4, quantization scaling can be considered as scaling the uniform noise to control
the information gap between original latents y and quantized latents ŷq . At this point, we obtain
a rate-variable compression network with only one parameter to adjust the compression rate. This
facilitates our following theory construction and its implementation.

Generative image compression. Generative modeling methods, e.g., generative adversarial nets
(GANs), vector-quantized variational autoencoders (VQ-VAEs), and diffusion-based models, prob-
abilistically model real data distributions. Generative compression methods exploit them to supple-
ment the prior distribution to the compressed data, thereby producing photo-realistic reconstructed
images. In their seminal work, GANs and perceptual loss are first utilized to enhance the fidelity of
the reconstructed image. Agustsson et al. (2019) first introduced GANs to generate extra details for
shaper decompressed images. Subsequent work has studied further the variants of discriminators,
such as patch-GAN (Mentzer et al., 2020), local label prediction (Muckley et al., 2023), and real-
ism guidance (Agustsson et al., 2023). In the context of the VQ-based method, a vector-quantized
variational autoencoder is used to replace or wrap the vanilla LIC variational autoencoder. Jia et al.
(2024) move the lossy compression framework into the latent space of VQ-VAEs. Li et al. (2024)
modify the basic VQ-VAEs to obtain a rate-variable generative image compression network. Given
the surprising results of diffusion modeling in the generative domain, recent work has attempted to
incorporate the advantages of the diffusion model into image compression. The existing diffusion-
based methods employ two primary training approaches. The first approach involves training a de-
noising network itself (Yang & Mandt, 2023; Hoogeboom et al., 2023), while the second approach
involves fine-tuning a pretrained large-scale diffusion model (Careil et al., 2023; Lei et al., 2023).
With respect to the integration of diffusion models within the LIC network, the prevailing method-
ologies encompass two approaches: the replacement of the decoder in the compression autoencoder
with the diffusion model (Yang & Mandt, 2023), and the subsequent addition of the denoising net-
work following the completion of the compression procedure (Hoogeboom et al., 2023). Existing
diffusion-based methods indirectly take advantage of diffusion modeling. We expect to establish
a novel framework to seamlessly combine LIC and diffusion, realizing the potential of diffusion
modeling. Deriving from the nature of the diffusion modeling is a delicate way.

3 METHOD

In the context of learned image compression technologies, the loss of detailed information occurs in
the encoder; while the decoder decodes the broken data to images. Restricted to the training strategy
and network paradigm, it is difficult for the decoder to restore the lost image details. We propose
generative image compression by estimating gradients of rate-variable feature distribution to reverse
the compression process, assisting the restoration of lost details. Note that we consider our proposed
diffusion modeling specialized in image compression to be regarded as a form of “generalized diffu-
sion”. Consequently, our analysis lives outside the confines of the diffusion theoretical frameworks
but borrows some analytical processes and ideas from these frameworks (Song & Ermon, 2019;
Song et al., 2020b; Karras et al., 2022). Building a standard diffusion model involves two key com-
ponents, i.e., degraded data construction for training a denoising network (forward process) and the
sampling design (reverse process). In this section, we construct the diffusion modeling specialized
in image compression following the above modules.

3.1 COMPRESSION FORWARD PROCESS

Given an image x0, the legacy diffusion obtains degraded data xi by adding various levels (de-
noted by deviations σN = σmax > · · · > σ1 > σ0 = 0) of Gaussian noise so that p(xi|x0) ∼
N (x0, σ

2
i I). This corrupts data to varying degrees, and the network is trained to estimate the score

function ∇x log p(xi) to restore the original data. In essence, learning to restore from corrupted
data, also known as the reverse process, enables the network to perform score matching. The train-
ing of the reverse process is relaxed and facilitated by data at various levels of corruption.

For the image compression task, we expect to equip the reverse neural network with the ability to
restore the compression-corrupted data. Following the standard diffusion process, we replace the
data corruption of adding noises with rate-variable compression. Defining a pretrained rate-variable
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entropy model E, the compression process can be formulated as:

xt = E(x0, qt), (6)

where qt denotes the parameter of quantization scaling as we mentioned in Sec 2.2. Similar to the
deviation σ in legacy diffusion, q reflects the extent of data corruption.

The reverse neural network Dθ inverts the corruption due to compression:

x̂0 = Dθ(xt, qt), (7)

where x̂0 denotes the approximated recovered data produced by network Dθ. When qt is small, x̂0

should appear close to real x0 and vice versa. Thus, our optimization objective is to minimize the
distance between ground truth x0 and approximated x̂0:

Ex0∼pdata,qt∼ϵq ||x0 −Dθ(E(x0, qt), qt)||2, (8)

where x0 is randomly drawn from a dataset and qt is sampled from the distribution ϵq . Due to
the equal significance of all bit rates in the context of rate-variable compression tasks, we set the
distribution ϵq := U(qmin, qmax), where qmax is the maximum supported scale parameter for the
entropy model and qmin is lower than the minimum support, a constant very close to 0. When
the sampled qt is not supported by the entropy model, referring to Sec. 2.2 we take a simulated
quantization method as xt = x0 + U(−0.5, 0.5) · qt.

3.2 REVERSE PROCESS DESIGN

In their pioneering work, Song et al. (2020b) present a stochastic differential equation (SDE) that
maintains the desired distribution p as the sample x evolves over time. Within this theoretical
framework, the sampling process is defined as a reverse SDE, which facilitates the derivation of
sampling formulas oriented to better generation results. Following this, we endeavor to formulate a
sampling approach that aligns with the diffusion modeling of our design for image compression. To
that end, we first express the aforementioned diffusion process as an ordinary differential equation
(ODE). Subsequently, a reverse ODE is derived and extended to SDEs for enhancing the quality of
the reconstructed images.

ODE formulation. Although our diffusion forward process is implemented by the entropy model
E, we can approximate it (see Sec. 2.2) as follows:

xt ⇒ ⌈x0/q(t)⌋ · q(t)⇒ x0 + U(−0.5, 0.5) · q(t). (9)

For the sake of representing differential equations, we move the subscript qt into the function brack-
ets q(t). We define the ODE evolving a sample xa ∼ p(xa; q(ta)) from time ta to tb yields a sample
xb ∼ p(xb; q(tb)), which is satisfied by

dx = −dq(t)

dt
∇x log p(x; q(t))dt, (10)

where ∇x log p(x; q(t)) is the score function in our theoretical framework. To reverse it, we define
the reverse neural network Dθ producing a result x̂0 approximated to x0. Thus, the score is obtained
by∇x log p(x; q(t)) = (x̂0−xt)/q(t). Following the previous works, the Euler's method is adopted
as the discrete solution during sampling. We substitute the equation above to Eq. 10 and use Euler's
solver (see Appendix B):

xi+1 = xi +
q(ti)− q(ti+1)

q(ti)
(x̂0 − xi). (11)

Nevertheless, the reverse ODE in isolation remains not an optimal solution for sampling, since we
find that the deterministic sampling based on the derivation of ODE produces a suboptimal image
quality compared to SDE-based stochastic sampling.

Stochastic sampling. The reverse ODE, corresponding to deterministic sampling, has been ob-
served to result in a worse performance (Song et al., 2020a;b) than stochastic sampling, i.e., reverse
SDEs. Following the existing work (Karras et al., 2022), we extend the ODEs Eq. 10 to SDEs and
append the random items from Langevin sampling:

dx = −dq(t)

dt
∇x log p(x; q(t))dt+ α(t) dωt ± α(t)∇x log p(x; q(t)), (12)
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Algorithm 1: The procedure of our diffusion-based compression of data x

Input: x, q0 Given: E(x),D(ȳ), Eϕ(y, q), Dθ(ŷ, q), qi∈{0,··· ,N}, α, ω
1 Encoding

▷ x to be compressed, q0 setting the compression rate
2 y0 ← E(x)
3 ŷq ← Eϕ(y0, q0) ▷ Approximate p(ŷq) and compress y0 with scale q0

4 ŷq
p(ŷq)←−−→ bit stream ▷ Entropy code using p(ŷq)

5 Decoding
▷ Reverse directly from ȳ0 := ŷq

6 for i ∈ {0, · · · , N − 1} do
7 di ← (Dθ(ȳi, qi)− ȳi)/qi ▷ Evaluate the score ∇x log p(x; qi) at qi
8 ȳi+1 ← ȳi + (qi − qi+1)di ▷ Take Euler step from qi to qi+1

9 sample ϵi ∼ ω
▷ Inject randomness for stochastic sampling

10 ȳi+1 ← α(ϵi − di)

11 end
12 x̂← D(ȳN)
13 return x̂

where ωt is the standard Wiener process to inject the randomness to the sampling, the last term is
the deterministic decaying item, and α(t) is the hyperparameter set empirically. Generally speak-
ing, randomness injection is implemented by adding standard Gaussian noises in the legacy diffusion
model framework (Song & Ermon, 2019); however, our framework lives outside the standard dif-
fusion theory, so we discuss the form of randomness injection and hyperparameter schedules in the
following section.

Randomness injection. Previous results (Song et al., 2020a;b) show that finding an optimal set-
ting of stochasticity is significant and that the setting should be empirically determined with respect
to specific diffusion models. In legacy diffusion models, the amount of stochasticity grows with the
number of sampling steps. Recent work (Karras et al., 2022) suggests that a non-uniform growing
schedule surpasses a linear one. Combining the above with the properties of compression tasks, we
propose a randomness injection schedule for the hyperparameter αt:

αt = β · √qt − qmin, (13)

where qt adjusts the compression rate, qmin is the minimus quantization scale parameter supported
by the entropy model, and β controls the growth rate of stochastic injections with qt. Moreover, due
to the specialization of our model, the specific form of stochasticity is worth arguing, e.g., standard
Gaussian noise, uniform noise, and noise drawn from the entropy model. Our analysis in Sec. 4.2
discuss the setting of β and the form of randomness injection ω.

3.3 ESTIMATING GRADIENTS OF RATE-VARIABLE FEATURE DISTRIBUTION

Training the rate-variable compression entropy model. To alleviate the computational over-
head, we move the compression entropy model and the diffusion network into the latent space of
the pretrained VAE (Rombach et al., 2022), where the original image is compressed initially by a
factor of four in spatial dimensions. We train the rate-variable entropy model Eϕ via optimizing a
rate-distortion loss:

LR−D = − log p(ẑ)− log p(ŷ) + λ · ||ŷ − y||2, (14)
where y is the latent representation produced by VAE encoder E(x), ẑ is the hyperprior latents, and
ŷ is quantized by Eϕ(y, q). For multi-rate training, we randomly sample λ and obtain the corre-
sponding q. The network architecture of the entropy model is established in accordance with (Han
et al., 2024), the most recent SOTA work that attains a great trade-off between inference latency and
rate-distortion performance. Further elaborations about such compression paradigms can be found
in the literatures (Ballé et al., 2016; 2018; Han et al., 2024).

Training the reverse neural network. Inspired by the recent work (Karras et al., 2022), we bor-
row the denoising U-net architecture from it. Following Sec. 3.1, in every training iteration a quan-
tization scale qt is sampled from the uniform distribution qt ∼ U(qmin, qmax). Given a latent
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Figure 2: Comparisons of methods across various distortion and statistical fidelity metrics for the
DIV2K dataset. The continuous lines represent rate-variable methods (one model for all bit rates).
Circular markers denote GAN-based methods and triangular markers denote diffusion-based meth-
ods (every marker corresponds to a separate model respectively).

representation y0 extracted from a sampled image x, the compressed latent representation yt is ob-
tained by the entropy model yt = Eϕ(y0, qt). The reverse neural network Dθ is trained using a
single L2 distance:

Ldiff = ||y0 −Dθ(yt, qt)||2. (15)

In order to maintain the purity of the theoretical framework, this work incorporates no generative
adversarial networks (GANs) or perceptual loss finetuning stage. Nonetheless, the capacity to gen-
erate photo-realistic images of the proposed approach is evidenced by its exceptional performance
on a range of perceptual metrics (see Experiment Sec. 4.3).

Putting it together. The whole process of the proposed Algorithm 1 can be elaborated as: Given
a source image vector x, the autoencoder contains a parametric analysis transform E to obtain the
latent representation y0 from x and a parametric synthesis transform D for reconstruction. y is then
quantized and compressed by the entropy model Eϕ with a quantization scale of q0 to latents ŷq

for storage or transmission. When decoding to the reconstructed image x̂, a reverse network Dθ

is utilized to reverse directly from the compressed data ŷq for minimal steps. The reversed latent
variable ȳN is then fed to the parametric synthesis transform D for reconstruction x̂.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETTINGS

Datasets. For the first training stage, we follow the previous compression work (Han et al., 2024)
and train the entropy model on the Open Images (Kuznetsova et al., 2020) dataset. The randomly
selected Open Images dataset contains 300k images with a short edge of no less than 256 pixels.
For the second training stage, we follow the previous diffusion work (Karras et al., 2022) and train
the reverse neural network on the training set of ImageNet (Deng et al., 2009). For evaluation, three
benchmarks, i.e., DIV2K dataset (Agustsson & Timofte, 2017), Kodak image set (Kodak, 1993),
and CLIC2020 test set (Toderici et al., 2020), are utilized to evaluate the proposed network.
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Implementation details. The detailed architecture and hyperparameter settings of the proposed
entropy model refer to the previous work (Han et al., 2024) and Appendix F. For the reverse neural
network, we employ the U-Net structure from EDM (Karras et al., 2022). Our experiments and
evaluations are carried out on Intel Xeon Platinum 8375C and Nvidia RTX 4090 graphics cards.
By default, our proposed networks are trained using the AdamW optimizer (Loshchilov & Hutter,
2017). The weight decay and momenta for AdamW are 0.02 and (0.9, 0.95). For the entropy model,
we randomly crop 256×256 sub-blocks from the Open Images dataset (Kuznetsova et al., 2020) with
a batch size of 8. We train the entropy model in two stages. In the first (fixed-rate) stage, the model
is trained for 0.75M steps using a constant learning rate of 1e− 4. In the second (multi-rate) stage,
training continues for another 0.75M steps and then decreases the learning rate to 1e−5 for 0.375M
steps. The network is optimized with the MSE metric, which represents the last term in Eq. 14.
For multi-rate training, the multipliers λ are {0.05, 0.025, 0.01, 0.005, 0.001, 0.0005, 0.0001}. As
for the reverse neural network, we crop 256 × 256 center blocks from the ImageNet dataset (Deng
et al., 2009) with a batch size of 128. We optimize the network with the initial learning rate 1e− 4
for 0.5M steps and then decrease the learning rate to 5e− 5 for the remaining 0.5M steps. Since the
compression task provides a strong prior (the compressed data), minimal sampling steps are required
for the reverse network during the decoding process. We only use 2 reverse steps for all bit rates,
which improves the efficiency of our method.

Comparison methods and metrics. We compare our method with the hand-crafted coding stan-
dards VVC (JVET, 2025), BPG (Bellard, 2015) and recent state-of-the-art methods (Muckley et al.,
2023; Mentzer et al., 2020; Yang & Mandt, 2023; Li et al., 2024; Agustsson et al., 2023). Note
that our method should be classified with CGIC (Li et al., 2024), a category of rate-variable gen-
erative image compression. The rate-variable methods obtain compressed results at all bit rates
using only one model, while the other compared methods are fixed-rate, i.e., multiple separate mod-
els are required to be retrained for various compression rates. CDC (Yang & Mandt, 2023) is the
most recent state-of-the-art diffusion-based method. Other methods: HiFiC (Mentzer et al., 2020),
MRIC (Agustsson et al., 2023) and ILLM (Muckley et al., 2023) are GAN-based approaches.
We use bits per pixel (bpp) value to indicate the compression ratio. In addition to the basic dis-
tortion metric PSNR, a range of perceptual metrics are used as evaluation: perceptual distortion:
LPIPS (Zhang et al., 2018), non-reference measure: MUSIQ (Ke et al., 2021), CLIPIQA (Wang
et al., 2023b), and statistical fidelity: FID (Heusel et al., 2017), KID (Bińkowski et al., 2018). For
the calculation of FID and KID, we follow the previous work (Mentzer et al., 2020) to patchify the
high-resolution images into subimages of size 256× 256.

4.2 MODEL ANALYSIS

Form of randomness ω. We consider three forms of randomness: Gaussian noise, which is the
general choice in legacy diffusion models; uniform noise, which simulates the quantization process;
and noise sampled from the probability distribution of latent variables estimated by the entropy
model. Fig. 4 shows the impacts of various types of randomness. We find that Gaussian noise and
uniform noise are comparable, while noise from the entropy model performs worse. Consequently,
we adopt uniform and Gaussian forms of stochasticity as our final randomness injection schedule.

Hyperparameter β. We further study the amount of stochasticity. Following Sec. 3.2, β controls
the growth rate of the amount of stochastic injections with qt. Fig. 4 demonstrates that there exists
a trade-off among perceptual distortion (LPIPS), statistical fidelity (FID), and non-reference metric
(CLIPIQA). The results of Gaussian and uniform curves are analogous, and we ultimately select
β = 0.075 as the final setting. More analysis on hyperparameters can be found in Appendix A.

4.3 COMPARISON WITH STATE-OF-THE-ART METHODS

Rate-distortion comparison. We evaluate the rate-distortion performance of our proposed models
by drawing the rate-distortion curves Fig. 2. As DIV2K (Agustsson & Timofte, 2017) is one of the
most commonly used benchmark datasets in the field of low-level vision, we mainly compare our
proposed network with the aforementioned SOTA methods on DIV2K dataset. Reference models
(VTM 23.9 and BPG) achieve the best PSNR scores, but display poor perceptual distortion and
statistical fidelity. GAN-based methods tend to obtain a better LPIPS metric, while, compared

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

Original Ours [0.304]CDC [0.371] ILLM [0.318]HiFiC [0.366]

Original Ours [0.341]CDC [0.440] ILLM [0.348]HiFiC [0.438]

Original Ours [0.328]CDC [0.567] ILLM [0.467]HiFiC [0.543]

Original Ours [0.357]CDC [0.469] ILLM [0.398]HiFiC [0.469]

Original Ours [0.346]CDC [0.372] ILLM [0.373]HiFiC [0.493]

Figure 3: Visualization of the reconstructed images (top to bottom: 0824, 0812, 0807, 0841, and
0846) from DIV2K dataset. The titles under the sub-figures are represented as “method [bpp]”.

to the diffusion-based SOTA method (CDC), ours achieves superior performance. For the non-
reference metrics (MUSIQ and CLIPIQA), our method is able to acquire a clear advantage over the
other models. In the context of rate-variable image compression, our method has uniformly better
statistical fidelity than CGIC as measured by FID and KID. Except for the lower bpp range (below
0.25), our method performs comparably to the fixed-rate SOTA model ILLM on FID metric, and
demonstrates better statistical fidelity evaluated by KID. We also investigate the effectiveness of our
method on the Kodak and CLIC2020 datasets, where the results are provided in our Appendices.

Visualization analysis. Thanks to our well-designed framework, our method achieves superior
restoration of fine image details. Fig. 3 presents five comparison sets against recent state-of-the-art
reconstruction models (Yang & Mandt, 2023; Mentzer et al., 2020; Muckley et al., 2023), with re-
sults generated at comparable bit rates on the DIV2K dataset. These visualizations demonstrate that
our method faithfully reconstructs image details aligned with the original content, rather than intro-
ducing artificial or irrelevant textures. More high-res visualizations can be found in Appendix D.

5 CONCLUSION

In this work, we propose a novel diffusion modeling framework for generative image compression.
We establish an organic integration of learned image compression and diffusion, building a complete
diffusion framework from the forward process to the reverse process with the help of SDE theory.
Our proposed method takes full advantage of the capacity of diffusion modeling, thus achieving
state-of-the-art performance on a range of perceptual metrics. Furthermore, we believe this work
will spark further innovations across a wide range of domains, especially by encouraging adaptations
of the core diffusion modeling framework to adapt to diverse research needs.

9
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A MODEL ANALYSIS

Table 1: Ablation study on FID of the impacts of various intermediate steps

q0

q1 0.10 0.11 0.12 0.13 0.14 0.15 0.16 0.17

1.20 9.1077 8.7461 8.6560 8.6548 8.7309 8.7588 8.7612 8.7976
0.90 6.7858 6.6079 6.5039 6.4759 6.5175 6.5420 6.5389 6.6190
0.70 5.6103 5.3801 5.2867 5.2914 5.2976 5.2772 5.2936 5.2851
0.45 4.2231 4.0386 4.0412 4.0366 4.0596 4.0765 4.1009 4.0976
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Deterministic ε ∼ N (0, I) ε ∼ U(−0.5, 0.5)/σU ε ∼ pEφ(ŷ)/σEφ

Figure 4: Evaluation of randomness injection schedules when the scale parameter q0 is set as 0.7
(i.e., bpp = 0.3024), test on DIV2K with LPIPS, FID, and CLIPIQA. The dashed red lines corre-
spond to deterministic sampling, equivalent to setting β = 0. The blue, orange, and green curves
correspond to drawing a noise from a standard normal distributionN , a uniform distribution U , and
a probability distribution pEϕ

estimated by the entropy model Eϕ, respectively. Note that the latter
two distributions are normalized by dividing the statistical deviations σ. The dots indicate the best
observed results.

For the selection of the intermediate step, we empirically selected a fixed value of q1 = 0.13 (q2 =
0) because the compressed decoding part and most of the restoration tasks are essentially the last
few steps of diffusion. Therefore, the intermediate value of the two-step decoding should also be set
close to the noise-free (in this paper, unquantized) state to ensure that the reverse process restores
more details and higher clarity. Moreover, we conduct an ablation study on FID (experiments are
conducted by the full model, on the DIV2K dataset). The table 1 demonstrates that the setting of
q1 = 0.13 achieves a great trade-off among the various inputs q0.

B DERIVATION OF DISCRETE ODE SOLVER

A discrete ODE solver is to use numerical methods to compute integration of ordinary differential
equations. In our framework, given xi at a compression ratio of qi, we aim to obtain xi+1 at qi+1.
Using the first-order Euler's solver is to exploit a differential approximation:

xt+∆t = xt +∆t · dx
dt

. (16)

Substitute Eq. 10 to Eq. 16:

xt+∆t = xt −∆t · dq(t)
dt
∇x log p(x; q(t)). (17)

We obtain ∇x log p(x; q(t)) through the neural network Dθ:

xt+∆t = xt −∆t · dq(t)
dt
· x̂0 − xt

q(t)
,

with x̂0 = Dθ(xt, q(t)).

(18)
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To obtain the same form as the main text, we define ti+1 = ti +∆t:

xi+1 = xi − (ti+1 − ti) ·
dq(t)

dt
· x̂0 − xi

q(ti)
. (19)

For simplicity and continuous sampling during training, we set q(t) := t:

xi+1 = xi +
q(ti)− q(ti+1)

q(ti)
(x̂0 − xi). (20)

C COMPRESSION LATENCY

Table 2: Comparison of coding latency evaluated on Kodak dataset. All the models are evaluated on
the same platform. The second line of Model describes the categories of the compared methods.

Model Ours CDC ILLM CGIC

Diffusion-based Diffusion-based GAN-based VQ-based

Enc. Time (ms) 123 23 60 85
Dec. Time (ms) 280 824 71 32
Tot. Time (ms) 403 847 131 117

We compare the coding efficiency of our methods with recent state-of-the-art methods (Yang &
Mandt, 2023; Muckley et al., 2023; Li et al., 2024). These methods are classified into diffusion-
based, GAN-based, and VQ-based approaches. As Table 2 shows, thanks to the minimal sam-
pling steps required for our method, we achieve coding efficiency superior to that of the most re-
cent diffusion-based SOTA work CDC. However, diffusion models generally exhibit slower coding
speeds than GAN-based and VQ-based methods. The reason for this is that GAN-based methods
only require a one-through transformation, whereas VQ-based methods abandon the entropy model
to estimate the probability distribution, which is replaced by transmitting the index of codebook.
How to further promote the inference latency of diffusion-based learned image compression meth-
ods is worth exploring in the future.

Table 3: Comparison of diffusion-based methods on coding latency evaluated on Kodak dataset. All
the models are evaluated on the same platform.

Model CDC-17 PerCo-5 PerCo-20 DiffEIC-20 DiffEIC-50 Ours-2

Enc. Time (ms) 23 80 80 128 128 123
Dec. Time (ms) 824 665 2551 1964 4574 280
Tot. Time (ms) 847 745 2631 2092 4702 403

We further report comparisons in terms of computational efficiency compared to more diffusion-
based methods as [method-#steps]. It should be noted that we sample fixed 2 steps at all bit-rates
so that the decoding time remains consistent with different levels of quantization. The computa-
tional complexity of our proposed method is #params: 173.457M, 201.479 GFLOPs. The compared
diffusion-based GIC approaches (except for CDC) typically call large visual models. Therefore, our
model is very advantageous in terms of parameter quantity and computing power.

D IMAGE RECONSTRUCTION VISUALIZATION

We compare the reconstruction results on 0854 (Fig. 5), 1c55 (Fig. 6), and 0884 (Fig. 7) of our
model with those of CDC (Yang & Mandt, 2023), HiFiC (Mentzer et al., 2020), ILLM (Muckley
et al., 2023) and hand-crafted method VVC (JVET, 2025).
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Original

CDC [0.447]

HiFiC [0.388]

VTM [0.411]

ILLM [0.466]

Ours [0.374]

Figure 5: Visualization of the reconstructed images (0854) from DIV2K dataset. The titles under
the sub-figures are represented as “method [bpp]”.

zoom in for better visualization
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Original

CDC [0.355]

HiFiC [0.309]

VTM [0.399]

ILLM [0.297]

Ours [0.296]

Figure 6: Visualization of the reconstructed images (1c55) from CLIC2020 dataset. The titles under
the sub-figures are represented as “method [bpp]”.

zoom in for better visualization
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Original

CDC [0.537]

HiFiC [0.435]

VTM [0.421]

ILLM [0.526]

Ours [0.405]

Figure 7: Visualization of the reconstructed images (0884) from DIV2K dataset. The titles under
the sub-figures are represented as “method [bpp]”.

zoom in for better visualization
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E FURTHER EXPERIMENTAL RESULTS

Additional comparisons on more datasets. We also compare our methods on the CLIC2020 and
Kodak datasets. For the Kodak dataset, because too few images are contained, the statistical fidelity
metrics (FID and KID) are invalid to evaluate the reconstructed results. The RD curves are revealed
in Fig. 8 and Fig. 9.
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Figure 8: Comparisons of methods across various metrics on the CLIC2020 dataset.
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Figure 9: Comparisons of methods across various metrics on the Kodak dataset.

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2026

Table 4: Further comparisons at ultra low bitrates, evaluated on DIV2K512, the same setting as the
DDCM paper.

Method BPP FID LPIPS PSNR
BPG 0.134 122.895 0.348 25.095

0.327 87.879 0.192 28.049

CRDR-D 0.152 89.766 0.203 26.618
0.274 69.466 0.118 28.762

CRDR-R 0.152 39.291 0.081 26.110
0.274 31.422 0.048 28.275

HiFiC 0.226 39.832 0.066 26.138

ILLM 0.104 42.591 0.107 24.579
0.187 34.103 0.069 26.206

PerCo (SD) 0.127 29.516 0.155 20.483

DDCM 0.149 28.011 0.132 22.107
0.309 26.756 0.114 22.867

Ours 0.126 39.709 0.104 25.739
0.302 19.191 0.066 27.418

Comparison at ultra-low bitrates. Ultra-low bitrate image compression is inherently closer to
image generation tasks, where the output often does not rely on reconstructing all pixel details but
instead leverages the model’s generative capabilities to synthesize visually plausible images based
on the limited high-level semantic information retained in the input. Such methods prioritize seman-
tic fidelity and perceptual plausibility over the accuracy of restoring the original image. In contrast,
perceptual image compression focuses on improving the perceptual quality of image compression
within conventional bitrate ranges (e.g., 0.1–1.0 bpp), emphasizing visual optimization while pre-
serving the original image’s structure and details. Therefore, the two approaches differ in their objec-
tives, difficulty, and applicable scenarios: the former aims for “foolproof” generative reconstruction,
while the latter represents a perceptual enhancement of traditional compression frameworks.

However, to prove that our approach achieves a good balance on the rate-perception-distortion trade-
off, we compared several ultra-low bitrate image compression methods (Careil et al., 2023; Ohayon
et al., 2025) and perceptual image compression methods that support ultra-low bitrate compres-
sion (Iwai et al., 2024; Muckley et al., 2023; Mentzer et al., 2020) with our method. The table 4
shows that our method maintains the relatively high FID generation metrics in conventional per-
ceptual compression while also demonstrating the advantage of our approach over ultra-low bitrate
methods in perceptual consistency through LPIPS and PSNR distortion metrics.

F MORE DETAILS OF THE ENTROPY MODEL

Modification to support multiple bit-rates. We simply borrowed the network structure from Han
et al. (2024) and modified the entropy model using the quantization scaling method described in our
background section 2.2. Specifically, to support multiple bit-rates, we changed the quantization of
ŷ = ⌈y⌋ in the original entropy model to ŷq = ⌈y/q⌋ · q and trained using rate-variable training,
i.e., sampling different q values during training.

Hyperparameter settings. We set the channel of latent representation y as 3, and that of hyper-
prior z is set as 64. We adopt the evenly grouped strategy to segment the latent representation into
3 slices. The number of stacked NAF-blocks is 4, and the channel number is 256.
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