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ABSTRACT

Efficient long-context inference remains a major challenge for large language
models (LLMs), as the cost of attention computation during auto-regressive de-
coding grows linearly with the context length. Recent sparse attention methods
attempt to reduce the computational burden by selecting a subset of tokens at
each step, while most rely on static importance scores that are repeatedly com-
puted over the entire cache, overlooking the relational dynamics of the decoding
process. In this work, we revisit sparse attention in LLMs and propose to model
token importance as a dynamic process that evolves over decoding steps and prop-
agates through model layers. To efficiently measure token importance, we propose
two lightweight mechanisms: (i) Cross-Layer Propagation, which leverages the
model’s intrinsic retrieval heads to compute query-aware indices and efficiently
propagate them across layers; and (ii) Cross-Step Accumulation, which incre-
mentally maintains long-term, query-agnostic importance via decayed accumula-
tion of sparse attention scores, avoiding recomputing the importance of decoded
tokens. Together, these mechanisms preserve both stable context memory and
adaptive query relevance while reduce redundant computation. We evaluate our
approach on PG-19, Needle-in-a-Haystack, and LongBench with models employ-
ing Multi-Head and Grouped-Query Attention. Under varying KV cache budgets,
our method consistently outperforms prior sparse attention baselines, approaches
full attention performance in most settings, and achieves speedups of up to 4.87×
for attention latency and 2.36× for end-to-end decoding. Anonymous code link.

1 INTRODUCTION

Large Language Models (LLMs) such as GPT (Achiam et al. (2023)), LLaMA (Grattafiori et al.
(2024)), and Gemini (Team et al. (2023)) have demonstrated remarkable capabilities in reasoning,
knowledge retrieval, and generation across a wide range of tasks (Bai et al. (2023); Shaham et al.
(2023); An et al. (2023); Zhang et al. (2024a)). A key factor enabling these abilities is the model’s
capacity to process long sequences of tokens. However, as context lengths grow, the computational
and memory demands of the attention mechanism scale quadratically in standard architectures, cre-
ating a substantial bottleneck for long-context modeling (Fu (2024)). The challenge is further ampli-
fied during auto-regressive decoding, where each new query token requires attending over the entire
preceding context.

Fortunately, LLMs exhibit a form of inherent sparsity (Deng et al. (2024)): only a subset of tokens
typically contributes meaningfully to attention outputs. Motivated by this, a range of decoding-
focused sparse attention techniques have been developed to reduce computation by selectively at-
tending to likely relevant tokens rather than the entire context. Representative examples include H2O
(Zhang et al. (2023)), which aggregates attention scores to surface critical tokens; StreamingLLM
(Xiao et al. (2023)), which diagnoses the “attention sink” phenomenon to prioritize computation;
Quest (Tang et al. (2024)), which performs query-aware, block-level evaluations during decoding.
These approaches demonstrate that carefully designed sparsity can substantially lower decoding
cost while preserving most useful context. Despite their differences, many of these methods still
face common limitations. In particular, selection is often treated as a largely stateless, from-scratch
operation at each step, without effectively leveraging signals across layers or across time—a lim-
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Figure 1: Pipeline overview comparing standard sparse attention with EvoSparse. Standard methods
select tokens independently at each step and layer, incurring extra computation and limited selec-
tion quality. EvoSparse instead reuses query-aware indices and accumulates long-term importance
across the network, leveraging cross-layer and cross-step signals to improve both effectiveness and
efficiency.

itation we visualize in Figure 1. This lack of cross-layer or cross-step continuity can reduce the
effectiveness of token selection, while repeated selection procedures introduce additional efficiency
overheads. As a result, there remains considerable room to improve the trade-off between perfor-
mance and efficiency.

Based on this observation, we propose EvoSparse, a framework that models token importance as a
continuously evolving process (Figure 1, right). Our approach is instantiated through two comple-
mentary and efficient mechanisms: (1) Cross-Layer Propagation: We design a Retrieval mecha-
nism that explicitly computes query-aware indices at a few retrieval heads (Wu et al. (2024)) and
propagates these indices to non-retrieval heads in subsequent layers. This propagation guides non-
retrieval heads to focus on query-aware retrieval signals while reusing the same indices, thereby
reducing the computational overhead of repeated selection. (2) Cross-Step Accumulation: We
introduce a Heat mechanism that captures long-term, query-agnostic importance. It performs a
temporal decay accumulation on the sparse attention scores that are already being computed, incre-
mentally updating a long-term relevance signal. Together, these mechanisms convert token selection
into a dynamic, evolving process that improves the effectiveness of selected tokens while reducing
redundant computation, yielding a better performance–efficiency trade-off.

We conduct a comprehensive evaluation on diverse long-context benchmarks (Perplexity on PG-19
(Rae et al. (2019)), Needle-in-a-Haystack (Kamradt (2023)), and LongBench (Bai et al. (2023)))
with both Multi-Head Attention (Vaswani et al. (2017)) and Grouped-Query Attention (Ainslie et al.
(2023)) Model. Our method achieves the best balance between performance and efficiency: it con-
sistently outperforms existing sparse attention baselines while recovering or closely matching full
attention performance under constrained KV cache budgets. Moreover, our optimized implementa-
tion delivers substantial speedups, with attention latency improved by up to 4.87× and end-to-end
latency by up to 2.36×.

2 RELATED WORK

Long-Context LLMs Efficiently handling long-context inputs is a critical challenge for modern
large language models (LLMs). As context lengths grow, the memory and computation required for
attention scale rapidly, creating significant bottlenecks in both training and inference. To address
this, prior work has explored several complementary strategies. One approach focuses on training
and fine-tuning with long-text corpora, enabling models to better capture dependencies across ex-
tended (Chen et al. (2023); Xiong et al. (2023); Fu et al. (2024)). Another line of work investigates
positional encoding schemes, such as rotary positional embeddings (Su et al. (2024)) and its vari-
ants (Zhang et al. (2024b); Ding et al. (2024); Peng et al. (2023)), to support longer effective context
lengths. Additionally, external memory and retrieval-augmented architectures have been proposed
to provide LLMs with access to relevant long-range information without overloading the KV cache
(Tworkowski et al. (2023); Mohtashami & Jaggi (2023); Xu et al. (2023)). Despite these advances,
processing very long contexts remains computationally intensive, motivating more targeted methods
for reducing attention cost.
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Figure 2: Effect of propagating retrieval indices to non-retrieval heads on NIHA (Kamradt (2023))
tasks with a token budget of 512. We follow Wu et al. (2024) to select the 15 heads with the highest
retrieval scores as retrieval heads. Index-only Propagation substantially improves performance over
Independent Selection.

Sparse Attention Sparse attention techniques reduce the computational cost of long-context
LLMs by selecting the most relevant tokens at each decoding step. They generally fall into two
categories: eviction-based methods, which remove less important tokens from the KV cache at the
risk of losing information, and selection-based methods, which retain the full KV cache but dy-
namically focus attention on tokens most likely to influence the current output. Recent methods
within this framework, including H2O (Zhang et al. (2023)), StreamingLLM (Xiao et al. (2023)),
Quest (Tang et al. (2024)), Sparq Attention (Ribar et al. (2023)), Loki (Singhania et al. (2024))
and DuoAttention (Xiao et al. (2024)), introduce mechanisms such as attention score accumulation,
query-aware evaluation, low-rank selection, and retrieval head to further improve efficiency while
preserving essential context.

Among selection-based methods, TidalDecode (Yang et al. (2024)) employs two designated layers
(selection and re-selection) to identify tokens whose indices are propagated forward, motivated by
the observation of Position Persistent Sparse Attention (PPSA). While this resembles our Cross-
Layer Propagation in reusing token indices, two key differences remain. First, TidalDecode exploits
PPSA, whereas our method leverages retrieval heads to guide non-retrieval heads toward query-
aware tokens. Second, our approach depends on inherent model signals rather than manually tuned
layer-specific hyperparameters, making it more naturally integrated with existing attention structures
while efficiently capturing query-aware information.

Collectively, these approaches demonstrate that decoding-phase sparsity can balance efficiency and
performance, motivating our modeling of token importance as a process that accumulates over steps
and propagates across layers.

3 METHOD

Our method is driven by two core hypotheses designed to maximize information reuse. First, we
posit that retrieval indices are a transferable resource. While retrieval heads are essential for identify-
ing query-relevant tokens from a long context (Wu et al. (2024); (Xiao et al. (2024))), the positional
indices they compute are valuable in their own right. We hypothesize that the retrieval indices com-
puted by retrieval heads can directly guide non-retrieval heads, maintaining access to query-relevant
tokens across layers. To verify this, we conduct a preliminary experiment (Figure 2) comparing
three configurations:

• Independent Selection: Retrieval heads are fully disabled. They neither provide indices
nor perform attention. Each non-retrieval head independently selects its own top-k tokens
and attends only to those tokens.

• Index-only Propagation: Retrieval heads first compute the top-k retrieval indices, which
are then passed to non-retrieval heads in the same layer and in subsequent layers, while the
retrieval heads themselves mask out their own attention.

• Full Propagation: Retrieval heads propagate their top-k indices to non-retrieval heads, but
do not mask their own attention.
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Figure 3: Overview of EvoSparse. The framework integrates two key mechanisms: (1) Cross-
Step Accumulation, which aggregates token importance signals over time to capture long-term con-
text; and (2) Cross-Layer Propagation, which reuses retrieval indices to guide non-retrieval heads,
thereby enhancing their focus while maintaining efficiency.

Results show that Index-only Propagation substantially outperforms Independent Selection, though
it does not fully match the performance of Full Retrieval Propagation. This demonstrates that prop-
agating retrieval indices across layers is a powerful mechanism for maintaining focus on query-
relevant information in non-retrieval heads.

Second, prior work such as H2O (Zhang et al. (2023)) suggests that token salience may exhibit
temporal continuity: accumulating full attention scores can reveal query-agnostic importance maps,
indicating that attention to certain tokens can persist over time. However, this approach requires
access to all token attention scores, which is infeasible under sparse attention. This raises the ques-
tion of whether accumulating only the sparse attention scores available at each step can similarly
capture long-term token importance. We hypothesize that such step-wise accumulation may form a
lightweight, persistent memory of globally salient tokens, serving as a query-agnostic prior to guide
attention in subsequent steps.

3.1 CROSS-LAYER PROPAGATION: EXPLOITING TRANSFERABLE INDICES

To investigate whether retrieval indices can serve as a transferable resource, we introduce a Cross-
Layer Propagation mechanism (Figure 3, right). This technique allows the query-aware contextual
cues identified by a few retrieval heads in one layer to be efficiently shared with non-retrieval heads
in subsequent layers.

The process begins in a layer l containing H retrieval heads. For a given query ql, we compute its
dot-product similarity against all keys kl in the sequence to get pre-softmax scores:

alj =
ql(klj)

⊤
√
d

, j = 1, . . . , H. (1)

Instead of every head performing this costly operation, the retrieval heads identify the indices of the
top-kr keys with the highest scores. This creates a compact set of query-aware candidate indices:

Il
retrieval = TopK

({
alj
}H

j=1
, kr

)
. (2)

These valuable indices are then passed down the network. A subsequent layer l + 1 inherits these
indices directly if it does not contain its own retrieval heads. This cascading behavior is defined as:

Il+1
retrieval =

{
Il
retrieval if layer l + 1 has no retrieval head,

TopK((ql+1)(Kl+1)⊤, kr) if otherwise.
. (3)

This propagation strategy ensures that most layers receive high-quality, query-relevant indices with-
out incurring the computational cost of a full attention score calculation, effectively democratizing
the insights of the specialized retrieval heads.

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2026

3.2 CROSS-STEP ACCUMULATION: CAPTURING TEMPORAL SALIENCE

To explore whether token salience can be maintained over time under sparse attention, we introduce
a lightweight Cross-Step Accumulation mechanism (Figure 3, left). This counters the query-aware
nature of retrieval by building a persistent, query-agnostic map of token importance over the entire
decoding process.

We maintain a score for each token, which we term its “Heat”. At each decoding step t, the Heat
value ht

i for every token i is updated using the newly computed sparse attention scores. Let It
sparse

be the set of indices attended to at step t, and {sti}i∈It
sparse

their corresponding post-softmax attention
scores. The Heat is updated via an exponential moving average:

ht
i = λ · ht−1

i + sti, ∀i ∈ {1, . . . , N} , (4)

where N denotes the sequence length. Here, λ ∈ (0, 1) is a decay factor that gracefully reduces
the influence of older scores, preventing early tokens from dominating indefinitely. For any token
i /∈ It

sparse its score sti is treated as zero for the update. This accumulated Heat provides a robust,
long-term signal of a token’s overall importance. From this, we select a candidate set of historically
salient tokens:

It
heat = TopK

({
ht
i

}N

i=1
, kh

)
, (5)

where kh denotes the number of top-scoring tokens retained by the heat mechanism. This mecha-
nism provides a stable, global view of the context with minimal computational overhead, comple-
menting the immediate, query-aware view from Cross-Layer Propagation.

3.3 UNIFIED SPARSE ATTENTION

At any decoding step t and layer l, our two mechanisms produce complementary sets of indices.
The final sparse attention pattern is computed over the union of these sets, along with standard sink
tokens Isink and local tokens Ilocal:

It,l = Isink ∪ Il
retrieval ∪ It

heat ∪ Ilocal. (6)

The attention function is then applied exclusively to the keys and values corresponding to this unified
index set It,l:

Attn(ql,Kl, V l) = softmax

(
ql(Kl[It,l])⊤√

d

)
V l[It,l]. (7)

This composite strategy creates a powerful synergy. Cross-Layer Propagation injects immediate,
query-aware relevance, while Cross-Step Accumulation provides long-term stability and coherence.
Together, they enable the model to perform efficient and effective attention over long contexts, pre-
serving performance while reducing computational requirements

4 EXPERIMENTS

4.1 SETUPS

Tasks, Models and Baselines We evaluate our EvoSparse on three representative long-context
benchmarks: PG-19 (Rae et al. (2019)) for long-text language modeling, Needle-in-a-Haystack
(NIHA) (Kamradt (2023)) for factual retrieval accuracy, and 10 tasks from LongBench (Bai et al.
(2023)), including multi-document QA, single-document QA, summarization, few-shot tasks, syn-
thetic tasks, and code-related tasks. Experiments are conducted on two large language models
with distinct attention mechanisms: Llama-2-7B-32K-Instruct with standard Multi-Head Atten-
tion (Vaswani et al. (2017)), and Llama-3-8B-Instruct-Gradient-1048k (Pekelis et al. (2024)) with
Grouped-Query Attention (Ainslie et al. (2023)). We compare against several training-free sparse
attention baselines, including Quest (Tang et al. (2024)), TidalDecode (Yang et al. (2024)), and
StreamingLLM (Xiao et al. (2023)), with Full Attention included as an upper bound.

Implementation Details Retrieval heads are detected following Wu et al. (2024) with a maximum
sequence length of 5,000 on NIHA. For all sparse attention baselines, the first two layers remain full
attention, and sparsity is applied only to subsequent layers, following Quest and TidalDecode.
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Figure 4: Perplexity of different methods across varying context lengths from 0 to 32k tokens.
The results illustrate how each method scales with context length, highlighting the effectiveness of
EvoSparse in maintaining low perplexity for long inputs.
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Figure 5: Performance on Needle-in-a-Haystac (NIHA) tasks across different context lengths.
Llama-2 results are shown up to 32k tokens, while Llama-3 results extend to 128k tokens, illus-
trating how EvoSparse maintains strong retrieval accuracy in long-context scenarios.

4.2 PERFORMANCE EVALUATION

4.2.1 LANGUAGE MODELING ON PG-19

Perplexity (PPL) measures a model’s ability to predict the next token, with lower values indicat-
ing stronger language modeling. As shown in Figure 4, EvoSparse achieves PPL comparable to
Full Attention across models and token budgets, preserving performance under constrained condi-
tions. In contrast, baselines exhibit limitations: Quest retrieves across all heads, introducing noise
from ineffective ones; TidalDecode is sensitive to re-selection layer, performing well on LLaMA-3
but dropping on LLaMA-2 when layers mismatch; StreamingLLM drops tokens indiscriminately,
causing consistent PPL degradation.

4.2.2 FACTUAL RETRIEVAL ON NEEDLE-IN-A-HAYSTACK

Needle-in-a-Haystack (NIHA) (Kamradt (2023)) evaluates a model’s ability to retrieve relevant to-
kens from extremely long contexts under limited token budgets. As shown in Figure 5, baseline
methods exhibit various limitations: StreamingLLM degrades due to fixed token eviction; Quest
struggles under small budgets as retrieval across all heads introduces noise, with only 1–5% of heads
being effective retrieval heads (Wu et al. (2024)). TidalDecode performs reasonably well on Llama-
3, but its performance drops markedly on Llama-2. We note that TidalDecode is highly sensitive to
the choice of re-selection layer, which requires manual tuning per model. While prior work reports
the optimal layer to be Layer 13 for Llama-3, we follow their setting on Yarn-Llama-2-7B-128K

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2026

25
6

51
2

10
24

20
48

40
96

15
20
25
30
35

Token Budget vs Average

25
6

51
2

10
24

20
48

40
96

10
15
20
25
30

MultiFieldQA­EN

25
6

51
2

10
24

20
48

40
96

4
6
8

10
12

Qasper

25
6

51
2

10
24

20
48

40
96

10

12

14

16
2WikiMultihopQA

25
6

51
2

10
24

20
48

40
96

6

9

12

15

HotpotQA

25
6

51
2

10
24

20
48

40
96

6

12

18

24

30
GovReport

0.5 1.0 1.5 2.0
FLOPs (G)

15
20
25
30
35

FLOPs vs Average

25
6

51
2

10
24

20
48

40
96

12

15

18

21
QMSum

25
6

51
2

10
24

20
48

40
96

30

45

60

75

TriviaQA

25
6

51
2

10
24

20
48

40
96

0
10
20
30
40

PassageRetrieval­EN

25
6

51
2

10
24

20
48

40
96

32

40

48

56

RepoBench­P

25
6

51
2

10
24

20
48

40
96

40
45
50
55
60

LCC

25
6

51
2

10
24

20
48

40
96

20

25

30

35

Token Budget vs Average
25

6
51

2
10

24

20
48

40
96

16
20
24
28
32

MultiFieldQA­EN

25
6

51
2

10
24

20
48

40
96

6

9

12

15
Qasper

25
6

51
2

10
24

20
48

40
96

10

12

14

2WikiMultihopQA

25
6

51
2

10
24

20
48

40
96

8

10

12

14
HotpotQA

25
6

51
2

10
24

20
48

40
96

20

25

30

35
GovReport

0.5 1.0 1.5 2.0
FLOPs (G)

20

25

30

35

FLOPs vs Average

25
6

51
2

10
24

20
48

40
96

16

18

20

QMSum
25

6
51

2
10

24

20
48

40
96

30

45

60

75

90
TriviaQA

25
6

51
2

10
24

20
48

40
96

20

40

60

80
PassageRetrieval­EN

25
6

51
2

10
24

20
48

40
96

44
46
48
50
52

RepoBench­P

25
6

51
2

10
24

20
48

40
96

45

48

51

LCC

Ll
am

a­
2­

7B
Ll

am
a­

3­
8B

Token Budget

Full Quest TidalDecode StreamingLLM EvoSparse

Figure 6: Evaluation on 10 LongBench tasks under varying token budgets {256, 512, 1024, 2048,
4096}. For each task, individual performance scores are reported, along with the average score
across all tasks at each budget. We additionally analyze the relationship between average score and
attention FLOPs, highlighting the efficiency-performance trade-off of different methods.

(Peng et al. (2023)) and adopt Layer 7 for Llama-2. This mismatch partly explains the performance
degradation observed on Llama-2. By contrast, our method achieves nearly identical retrieval ac-
curacy to full attention across, under both 256 and 512 token budgets. This demonstrates that our
approach robustly preserves retrieval capability without requiring model-specific or layer-specific
tuning, consistently outperforming all baselines.

4.2.3 GENERAL LONG-CONTEXT CAPABILITIES ON LONGBENCH

LongBench (Bai et al. (2023)) is a diverse suite of long-context benchmarks spanning multiple
domains, designed to evaluate a model’s ability to handle extended inputs across retrieval, question
answering, and summarization. We report results on 10 representative LongBench tasks, as shown
in Figure 6. In addition to per-task scores, we provide averaged performance under different token
budgets, as well as the attention computation cost per forward pass at the average sequence length
of these tasks, measured in terms of matrix multiplications within the attention module (excluding
the Q/K/V/O projections).

From an overall perspective, our method achieves the best average performance across both mod-
els compared to StreamingLLM, TidalDecode, and Quest. At higher token budgets, our method
attains accuracy on par with full attention, while at lower token budgets, it surpasses all baselines.
StreamingLLM suffers from its fixed token dropping strategy, Quest is less effective under small
budgets due to noisy retrieval across all heads, and TidalDecode performs relatively well on Llama-
3 but falls behind on Llama-2 because of its reliance on manually tuned re-selection layers. In
contrast, our approach maintains strong retrieval accuracy while reducing attention computation,
showing robustness across architectures and budget regimes.

4.3 EFFICIENCY EVALUATION

4.3.1 THEORETICAL FLOPS ANALYSIS

We analyze the theoretical FLOPs of different attention mechanisms under the decoding setting. Let
N denote the sequence length in the KV cache, d the hidden dimension per head, k the number of
tokens selected by sparse attention, and B the block size in block-based strategies.
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Figure 7: Attention latency of EvoSparse components under different token budgets {1024, 2048,
4096} across context lengths from 40k to 100k tokens. The results illustrate the contribution of each
component to overall latency and demonstrate the scalability of EvoSparse in long-context scenarios.
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Figure 8: End-to-end latency of EvoSparse under varying token budgets {256, 512, 1024, 2048,
4096} across context lengths from 20k to 100k tokens. The results demonstrate how overall infer-
ence time scales with both token budget and context length, highlighting the efficiency of EvoSparse
in long-context scenarios.

Full Attention Each head requires 4dN FLOPs to compute (QK⊤)V .

Quest (Tang et al. (2024)) Each head consumes 4dk + 3d⌈N/B⌉ FLOPs, as it performs retrieval
across all heads irrespective of their contribution, which results in overhead under small token bud-
gets.

TidalDecode (Yang et al. (2024)) Non-retrieval head cost 4dk FLOPs, while heads in the selection
layer incur 4dN FLOPs.

StreamingLLM (Xiao et al. (2023)) Each head requires 4dk FLOPs.

EvoSparse Non-retrieval heads incur 4dk FLOPs, while retrieval heads require 4dk+2dN FLOPs.
In addition, heat computation and update introduce 2N − ⌈N/B⌉ FLOPs operations per layer.

By considering model depth, head dimension, number of heads, and average sequence lengths in
LongBench, we estimate the attention FLOPs for a single forward pass of each method. As shown
in Figure 6, EvoSparse achieves the best trade-off between attention FLOPs and average score,
reflecting the effect of extensive reuse of information across steps and layers.

4.3.2 EMPIRICAL LATENCY EVALUATION

We further benchmark the empirical efficiency of EvoSparse on Llama-3-8B-Instruct-Gradient-
1048k (Pekelis et al. (2024)) using an RTX 5090 GPU with BF16 precision. We report the results
for two aspects of latency under varying context lengths and token budgets: the attention latency
alone (Figure 7) and the end-to-end decoding latency for generating a single token (Figure 8).

In particular, under a 100K context with a 2048-token budget, EvoSparse accelerates the attention
computation by up to 4.87× relative to Full Attention. This improvement directly translates to
end-to-end decoding: EvoSparse yields up to 2.36× speedup under the same setting.
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Figure 9: Ablation study on NIHA tasks using Llama-2-7B-32K-Instruct. The results highlight the
contribution of each component to retrieval accuracy.
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Figure 10: Ablation study on both LongBench tasks and Perplexity using Llama-3-8B-Instruct-
Gradient-1048k. The results highlight the contribution of each component across language modeling
and long-context comprehensive benchmarks.

4.4 ABLATION STUDY

To quantify the contribution of EvoSparse’s components, we perform ablation experiments on PG-
19 Perplexity, NIHA, and 10 tasks from LongBench. EvoSparse consists of a sink & local streaming
backbone, a heat mechanism preserving long-term token importance, and an explicit retrieval mech-
anism reusing selected retrieval tokens. We compare the full model against two ablations (EvoSparse
w/o Heat & EvoSparse w/o Retrieval) and the Sink & Local backbone as a baseline.

Effect of the retrieval mechanism Removing retrieval causes a clear accuracy drop on NIAH (Fig-
ure 9) and LongBench (Figure 10, left), but only moderately affects PG-19 perplexity (Figure 10,
right). This reflects that explicit retrieval is essential for locating sparse, task-relevant evidence,
whereas heat alone cannot fully recover such information.

Effect of the heat mechanism Removing heat leads to the largest drop in PG-19 perplexity (Figure
10, right), while having only a moderate impact on NIAH (Figure 9) and LongBench (Figure 10,
left). This indicates that heat primarily supports language-modeling quality by maintaining globally
relevant context, partially compensating for the lack of explicit retrieval.

Sink & Local backbone The streaming backbone without heat or retrieval performs worst, showing
that both mechanisms provide complementary gains for long-context modeling.

5 CONCLUSION

We presented EvoSparse, a simple yet effective sparse attention framework that reuses information
across layers and decoding steps. By propagating transferable retrieval indices and accumulating
sparse attention score, EvoSparse achieves a synergy of query-aware relevance and long-term sta-
bility. Experiments across PG-19, NIHA, and LongBench demonstrate that EvoSparse matches full
attention under generous budgets while substantially outperforming prior sparse methods under con-
strained settings. In addition, EvoSparse delivers up to 4.9× faster attention computation and 2.4×
faster end-to-end decoding, offering a strong efficiency-performance trade-off for long-context LLM
decoding.
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Figure 1: Ablation study on both Perplexity and LongBench tasks using Llama-3-8B-Instruct-
Gradient-1048k, examining the impact of varying block sizes.
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Figure 2: Ablation study on NIHA tasks using Llama-2-7B-32K-Instruct, examining the impact of
varying block sizes.

A APPENDIX

A.1 STATEMENT ON THE USE OF LARGE LANGUAGE MODELS

In the preparation of this manuscript, we used large language models (LLMs), such as ChatGPT,
solely for language polishing and improving the clarity and readability of the text. All scientific
content, experimental design, data analysis, and conclusions were independently developed by the
authors. The LLM was not involved in any scientific decision-making or data processing.

A.2 ADDITIONAL ABLATION STUDIES

To further validate the design choices and robustness of EvoSparse, we conduct additional ablation
studies on key hyperparameters and design decisions.

A.2.1 ABLATION ON BLOCK SIZE

Since EvoSparse operates at a block level, the choice of block size is an important hyperparame-
ter. We experiment with block sizes of 16, 32, and 64. The default block size used in our main
experiments is 16. The experiments are conducted on the PG-19 (Rae et al. (2019)) (Perplexity),
Needle-in-a-Haystack (NIHA) (Kamradt (2023)), and LongBench (Bai et al. (2023)) benchmarks.
The results are presented in Figure 1 and Figure 2.

PG-19 Perplexity We observe no significant difference in perplexity across the three block size
(Figure 1, right). This demonstrates the robustness of EvoSparse on language modeling tasks, where
performance is not highly sensitive to the granularity of token selection.

LongBench Interestingly, on the diverse tasks within LongBench, block sizes of 32 and 64 often
perform on par with or even slightly better than the default block size of 16 (Figure 1, left). The
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Figure 3: Ablation study on Perplexity task using Llama-3-8B-Instruct-Gradient-1048k,examining
the impact of varying decay hyperparameters.

only notable exception is a slight performance drop for the 64-block size under the tightest 256-token
budget. Overall, these results highlight the stability of EvoSparse across different block configura-
tions. To ensure a fair and direct comparison with prior work like Quest (Tang et al. (2024)), which
uses a block size of 16, we retain this value for all experiments reported in the main paper.

Needle-in-a-Haystack The NIHA task appears to be moderately more sensitive to block size (Fig-
ure 2). The performance with a block size of 32 is nearly identical to that of 16, but we observe a
slight degradation with a block size of 64. This suggests that for retrieval tasks like NIHA, a smaller
block size might be more effective at precisely isolating the “needle” token.

A.2.2 ABLATION ON DECAY FACTOR λ

The Cross-Step Accumulation mechanism relies on a decay factor, λ, to balance the influence of
past and present attention scores. We analyze the sensitivity of our model to this hyperparameter.
We conduct this ablation on the PG-19 perplexity task, varying λ across a range of values.

Our experiments reveal that the model’s performance is highly robust to the choice of λ, with nearly
identical perplexity scores for all tested values except for λ=1.0 (Figure 3). The poor performance
at λ=1.0 (i.e., no decay) is expected and aligns with our analysis in Section 3.2 of the main paper.
Without decay, the accumulation of sparse attention scores is susceptible to the “Matthew effect”:
tokens selected in early decoding steps will have their scores perpetually increased, making them
more likely to be selected again. This process effectively prevents other potentially relevant tokens
from ever being considered, leading to a significant degradation in modeling quality. The stability
across other λ values demonstrates that EvoSparse does not require extensive tuning of this hyper-
parameter.

A.3 DISCUSSION

A.3.1 FURTHER DETAILS ON EFFICIENCY OPTIMIZATIONTHE

The significant speed improvements of EvoSparse reported in the main paper stem from several key
implementation optimizations beyond the reduction in theoretical FLOPs.

Block-wise KV Cache Handling We process the KV cache in blocks, which yields two primary
benefits. First, it helps maintain the memory contiguity of the large KV cache tensor, which is
crucial for efficient memory access on modern hardware. Second, our block-wise gather strategy is
more efficient for loading the selected blocks into compute units compared to gathering individually
selected tokens from scattered memory locations.
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Optimized repeat kv for GQA Grouped-Query Attention architectures require repeating the Key
and Value heads to match the number of Query heads before the attention computation. In a naive
implementation for long contexts, this repeat operation on the entire KV cache introduces a non-
negligible latency bottleneck. Our implementation mitigates this by applying the repeat operation
only to the selected, important blocks of the KV cache after they have been gathered. This dramat-
ically reduces the size of the tensor being repeated, significantly lowering the overhead associated
with this step and contributing to the overall end-to-end latency reduction.

Notably, our current implementation does not rely on specialized kernel frameworks such as Tri-
ton (Tillet et al. (2019)) or custom CUDA kernels. Despite being implemented purely in PyTorch,
EvoSparse already achieves substantial inference speedups over full attention. We expect that lever-
aging high-performance kernel frameworks in future work could further accelerate our method and
amplify these gains.
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