
Published in Transactions on Machine Learning Research (07/2025)

Emergent Symbol-like Number Variables in Artificial Neural
Networks

Satchel Grant grantsrb@stanford.edu
Departments of Psychology and Computer Science
Stanford University

Noah D. Goodman ngoodman@stanford.edu
Departments of Psychology and Computer Science
Stanford University

James L. McClelland jlmcc@stanford.edu
Departments of Psychology and Computer Science
Stanford University

Reviewed on OpenReview: https: // openreview. net/ forum? id= YPnYpiru5W

Abstract

What types of numeric representations emerge in neural systems, and what would a satisfying
answer to this question look like? In this work, we interpret Neural Network (NN) solutions
to sequence based number tasks through a variety of methods to understand how well we
can interpret them through the lens of interpretable Symbolic Algorithms (SAs)—precise
algorithms describable by rules operating on typed, mutable variables. We use GRUs, LSTMs,
and Transformers trained using Next Token Prediction (NTP) on tasks where the correct
tokens depend on numeric information only latent in the task structure. We show through
multiple causal and theoretical methods that we can interpret raw NN activity through
the lens of simplified SAs when we frame the neural activity in terms of neural subspaces
rather than individual neurons. Using Distributed Alignment Search (DAS), we find that,
depending on network architecture, dimensionality, and task specifications, alignments with
SA’s can be very high, while other times they can be only approximate, or fail altogether.
We extend our analytic toolkit to address the failure cases by expanding the DAS framework
to a broader class of alignment functions that more flexibly capture NN activity in terms
of interpretable variables from SAs, and we provide theoretic and empirical explorations of
Linear Alignment Functions (LAFs) in contrast to the preexisting Orthogonal Alignment
Functions (OAFs). Through analyses of specific cases we confirm the usefulness of causal
interventions on neural subspaces for NN interpretability, and we show that recurrent models
can develop graded, symbol-like number variables within their neural activity. We further
show that shallow Transformers learn very different solutions than recurrent networks, and
we prove that such models must use anti-Markovian solutions—solutions that do not rely on
cumulative, Markovian hidden states—in the absence of sufficient attention layers.

1 Introduction

We can see examples of the modeling power of Neural Networks (NNs) in both biological NNs (BNNs) from
the impressive capabilities of human cognition, and in artificial NNs (ANNs) where recent advances have had
such great success that ANNs have been crowned the “gold standard” in many machine learning communities
(Alzubaidi et al., 2021). The inner workings of NNs, however, are still often opaque. This is, in part, due to
their representations being highly distributed. Individual neurons can play multiple roles within a network
in what’s called population encoding. In these cases, human-interpretable information is encoded across
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Figure 1: Different architecture’s solutions achieving the same accuracy on a numeric equivalence task.
The rectangles represent tokens for a task in which the model must produce the same number of R tokens
ending with the EOS token as it observed D tokens. The T token indicates the end of the D tokens (see
Methods 3.1). The thought bubbles represent the values of causally discovered neural variables encoded
within the models’ representations. The recurrent models encode a single count variable that increments
up before the T token and down after the T token, with 0 indicating the end of the task. Transformers
learn a solution in which they recompute the task relevant information from the input tokens at each step in
the sequence. All NoPE transformers align with the displayed Transformer solution. RoPE transformers
can partially rely on positional information unless they are trained on a variant of the task that breaks
number-position correlations.

populations of neurons rather than within any individual unit (Hinton et al., 1986; Smolensky, 1988; Olah
et al., 2017; 2020; Elhage et al., 2022; Scherlis et al., 2023; Olah, 2023).

Symbolic Algorithms (SAs), in contrast, defined as processes that manipulate distinct, typed entities according
to explicit rules and relations, can have the benefit of consistency, transparency, and generalization when
compared to their neural counterparts. A concrete example of an SA is a computer program, where the
variables are distinct, typed, mutable entities, able to represent many different values, processed by well defined
functions. There are many existing theories that posit the necessity of algorithmic, symbolic, processing for
higher level cognition (Do & Hasselmo, 2021; Fodor & Pylyshyn, 1988; Fodor, 1975; 1987; Newell, 1980; 1982;
Pylyshyn, 1980; Marcus, 2018; Lake et al., 2017). Human designed symbolic cognitive systems, however, can
lack the expressivity and performance of NNs. This is apparent in the field of natural language processing
where neural architectures trained on vast amounts of data (Vaswani et al., 2017; Brown et al., 2020; Kaplan
et al., 2020) have swept the field, surpassing the pre-existing symbolic approaches. Despite the differences
between NNs and SAs, it might be argued that NNs actually implement simplified SAs; or, they may
approximate them well enough that seeking neural analogies to these simplified SAs would be a powerful
step toward an interpretable, unified understanding of complex neural behavior. In one sense, this pursuit is
trivial for ANNs, in that ANNs are, by definition, aligned to the computer program that defines them. The
algorithms they acquire through training, however, are not so trivial to understand, and their complexity can
be so great that simplified SAs become useful for explaining, predicting, and controlling their behavior. This
approach of seeking to characterize NNs (either biological or artificial) in terms of simplified, interpretable
SAs is one way of construing the goal of many research programs in cognitive science, neuroscience, and
mechanistic interpretability.

In this work, we narrow our focus to numeric cognition and ask, how can we understand neural implementations
of numeric values at the level of SAs? Numeric reasoning has the advantage of being well studied in humans
of different ages and experience levels, which provides a powerful domain for comparisons between BNNs and
ANNs (Di Nuovo & Jay, 2019). And numeric domains provide the benefit of tasks built upon well defined
variables. We focus on a numeric equivalence task that was used to test the numeric abilities of humans
whose language lacks explicit number words (Gordon, 2004). The task is formulated as a sequence of tokens,
requiring the subject to produce the same number of response tokens as a quantity of demonstration tokens
initially observed at the beginning of the task. This task is interesting for computational settings because the
training labels vary in both identity and sequence length, and quantities are never explicitly labeled. Similar
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versions of this task have also been used in previous theoretical and computational work (El-Naggar et al.,
2023; Weiss et al., 2018; Behrens et al., 2024), providing a platform to expand our understanding of seemingly
disparate modeling systems in unified ways.

What sorts of representations do ANNs use to solve such a task and how do they arrive at these representations?
Do the networks represent numbers in a shared system, or do they use different systems for different situations?
Is it propitious to think about their representations as though they are discrete variables in an SA, or would
it be better to think of their neural activity on a graded continuum? Do the answers to these questions
change over the course of training, and do the answers vary based on task and architectural details? How
can we unify the way we understand NN solutions in satisfying ways for cognitive scientists, neuroscientists,
and computer scientists alike? We set out to understand NN neural activity through the lens of simplified,
interpretable SAs using causal interventions to support our interpretations.

In this work, we pursue these questions by training Gated Recurrent Units (GRUs)(Cho et al., 2014),
Long Short-Term Memory cells (LSTMs) (Hochreiter & Schmidhuber, 1997), and Transformers on numeric
equivalence tasks using Next Token Prediction (NTP). We then provide causal, correlational, and theoretical
analyses such as activation patching, Principal Component Analysis (PCA), attention visualizations, and
Distributed Alignment Search (DAS) (Geiger et al., 2021; 2023) to understand the networks’ representations
and solutions, and we introduce the notion of an Alignment Function to the DAS framework which we use to
frame neural activity in terms of functions of interpretable variables. We summarize our contributions as
follows:

1. We show through causal interventions the emergence of graded symbol-like neural variables in RNNs,
where neural variables are defined as representational subspaces that causally align with a variable from
an SA, and they are "graded" or "symbol-like" when they exhibit signatures of a continuum rather than
being fully discrete.

2. We show that seemingly insignificant task variations can drastically affect the NN’s alignment to the
SAs, motivating us to extend the DAS framework to a broader class of alignment functions, including
linear alignment functions (LAFs). We show that LAFs can be used to control NN behavior through their
neural activity aligned to interpretable SAs, and we provide a theoretical analysis of LAFs and Orthogonal
Alignment Functions (OAFs) to better understand their properties.

3. We show empirically that shallow Transformers use an anti-Markovian solution to the numeric tasks, and
we show theoretically that Transformers must use anti-Markovian solutions in all tasks in the absence of
sufficient attention layers.

4. Through our specific analyses, we confirm the utility of interpreting NNs at the level of neural subspaces
and using causal interventions to make claims about NN solutions.

We use our results to encourage the use of multiple causal interpretability tools for any representational
analysis, to highlight functional differences that might emerge from architectural/task constraints, and to
demonstrate the nuances of interpreting neural activity at the level of SAs.

2 Related Work

Many prior works have attempted to describe ANNs through SAs. Some relevant examples include Lindner
et al. (2023) who built a system to compile human written code into transformer models and Michaud et al.
(2024) who perform linear and symbolic regression on simplified NN representations to generate programs
that perform like the NNs. Both of these cases focus on generating sufficient SAs for network behavior rather
than relating the internal mechanisms of an existing NN to the resulting SAs. Another prominent example
is the work of Nanda et al. (2023) who showed that small transformers trained on modular addition use
discrete Fourier transforms combined with trig identities to solve the task. Nanda et al. used a combination
of examinations and ablations to defend their claims.

We wish to highlight the importance of using causal manipulations for interpreting NN solutions rather
than relying on correlational analyses. Causal inference broadly refers to processes that isolate causal effects
of individual components within a larger system (Pearl, 2010). An abundance of causal interpretability
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variants have been used to determine what functions are being performed by NN models’ activations and
circuits (Olah et al., 2018; 2020; Wang et al., 2022; Geva et al., 2023; Merrill et al., 2023; Bhaskar et al.,
2024; Wu et al., 2024). Vig et al. (2020) provides an integrative review of the rationale for and utility of
causal mediation in NN analyses. We rely and build upon DAS for many of our analyses. DAS can be
thought of as a specific type of activation patching (also referred to as causal tracing) (Meng et al., 2023; Vig
et al., 2020; Heimersheim & Nanda, 2024). In section 3.4, we introduce the notion of generalized alignment
functions which can be thought of as a specific class of mapping models from Ivanova et al. (2022) where the
mapping model in our case defines an invertible, causal relationship between neural subspaces from an NN and
interpretable variables from an SA; the success of the relationship is measured through NN behavior. Other
works such as Williams et al. (2021) have explored differences between orthogonal and linear relationships
between distributed representations where they largely focused their analyses on formally defining metrics on
representational dissimilarity.

Many publications explore ANNs’ abilities to perform counting tasks (Di Nuovo & McClelland, 2019; Fang
et al., 2018; Sabathiel et al., 2020; Kondapaneni & Perona, 2020; Nasr et al., 2019; Zhang et al., 2018; Trott
et al., 2018) and closely related tasks (Csordás et al., 2024). Our tasks and modeling paradigms differ from
many of these publications in that numbers are only latent in the structure of our tasks without explicit
teaching of distinct symbols for distinct numeric values. El-Naggar et al. (2023) provided a theoretical
treatment of Recurrent Neural Network (RNN) solutions to a parentheses closing task, and Weiss et al. (2018)
explored Long Short-Term Memory RNNs (LSTMs) (Hochreiter & Schmidhuber, 1997) and Gated Recurrent
Units (GRUs) (Cho et al., 2014) in a similar numeric equivalence task looking at the activations. These
works showed correlates of a magnitude scaling solution in both theoretical and practically trained ANNs.
Our work builds on their findings by using causal methods for our analyses, expanding the models considered,
and introducing new theoretical and empirical analyses. Behrens et al. (2024) explored transformer counting
solutions in a task similar to ours. Our work extends beyond theirs by exploring positional encodings,
avoiding explicit labels of the numeric concepts, using causal analyses, and providing a theoretical focus on
anti-Markovian solutions.

3 Methods

3.1 Numeric Equivalence Tasks

Each task we consider is defined by a Next-Token Prediction (NTP) task over sequences, as in the example
shown in Figure 1. The goal of the task is to reproduce the same number of response tokens as demonstration
tokens observed before the Trigger (T) token. Each sequence starts with a Beginning of Sequence (BOS)
token and ends with an End of Sequence (EOS) token. Each sequence is generated by first uniformly sampling
an object quantity from the inclusive range of 1 to 20 where 20 was chosen to match the human experiments
of Pitt et al. (2022). The sequence is then constructed as the combination of two phases. The first phase,
called the demonstration phase (demo phase), starts with the BOS token and continues with a series of
demo tokens equal in quantity to the sampled object quantity. The end of the demo phase is indicated by the
trigger token after the demo tokens. This also marks the beginning of the response phase (resp phase). The
resp phase consists of a series of resp tokens equal in number to the demo tokens. After the resp tokens, the
end of the sequence is denoted by the EOS token.

During the teacher forced, NTP model training, we include all tokens in the NTP loss. During model
evaluation and DAS trainings, we only consider tokens in the resp phase—which are fully determined by
the demo phase. During model trainings, we hold out the object quantities 4, 9, 14, and 17 as a way to
examine generalization. We chose 4, 9, 14, and 17 to semi-uniformly cover the space of possible numbers
while including even, odd, and prime numbers and ensuring that training covered 3 examples at both ends
of the training range. A trial is considered correct when all resp tokens and the EOS token are correctly
predicted by the model after the trigger. We include three variants of this task differing only in their demo
and resp token instances.

Multi-Object Task: there are 3 demo token instances {D1, D2, D3} with a single response token instance,
R. The demo tokens are uniformly sampled from the 3 possible instances. An example input sequence with
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an object quantity of 2 could be: "BOS D3 D1 T", with a ground truth response of "R R EOS". All possible
tokens are contained in the set {BOS, D1, D2, D3, T, R, EOS}.

Single-Object Task: there is a single demo token instance, D, and a single response token instance, R. An
example of the input sequence with an object quantity of 2 is: "BOS D D T", with a ground truth response
of "R R EOS". All possible tokens are contained in the set {BOS, D, T, R, EOS}.

Same-Object Task: there is a single token instance, C, used for both the demo and resp tokens. An
example of the input sequence with an object quantity of 2 is: "BOS C C T", with a ground truth response of
"C C EOS". All possible tokens are contained in the set {BOS, C, T, EOS}.

For some transformer trainings, we include Variable-Length (VL) variants of each task to break count-
position correlations. In these variants, each token in the demo phase has a 0.2 probability of being sampled
as a unique "void" token type, V, that should be ignored when determining the object quantity of the sequence.
The number of demo tokens will still be equal to the object quantity when the trigger token is presented. As
an example, consider the possible sequence with an object quantity of 2: "BOS V D V V D T R R EOS".

3.2 Model Architectures

The recurrent models in this paper consist of Gated Recurrent Units (GRUs) (Cho et al., 2014), and Long
Short-Term Memory networks (LSTMs) (Hochreiter & Schmidhuber, 1997). These architectures both have a
Markovian, hidden state vector that bottlenecks all predictive computations following the structure:

ht+1 = f(ht, xt) (1)

x̂t+1 = g(ht+1) (2)
Where ht is the hidden state vector at step t, xt is the input token at step t, f is the recurrent function
(either a GRU or LSTM cell), and g is a multi-layer perceptron (MLP) used to make a prediction, denoted
x̂t+1, of the token at step t + 1.

We contrast the recurrent architectures against transformer architectures (Vaswani et al., 2017; Touvron
et al., 2023; Su et al., 2023) in that the transformers use a history of input tokens, Xt = [x1, x2, ..., xt], at
each time step, t, to make a prediction:

x̂t+1 = f(Xt) (3)
Where f now represents the transformer architecture. We show results from 2 layer, single attention head
transformers that use No Positional Encodings (NoPE) (Haviv et al., 2022) and Rotary Positional Encodings
(RoPE) (Su et al., 2023). Refer to Supplemental Figure 5 for more model and architectural details. We also
consider one-layer transformers with No Positional Encodings (NoPE) in Results section 4.2.2. For all of
our analyses except the training curves in Figure 3, we first train the models to > 99% accuracy on their
respective tasks before performing analyses. The models are evaluated on 15 sampled sequences of each of
the 16 trained and 4 held out object quantities. We train 5 model seeds for each training condition. One seed
from the transformer models in both the Variable-Length Multi-Object and Variable-Length Same-Object
tasks were dropped without replacement due to their low accuracy.

3.3 Symbolic Algorithms (SAs)

In this work, we examine the alignment of 3 different SAs to the models’ distributed representations.

Up-Down Program: uses a single numeric variable, called the Count, to track the difference between the
number of demo tokens and resp tokens at each step in the sequence. It also contains a Phase variable to
determine whether it is in the demo or resp phase. The program ends when the Count is equal to 0 during
the resp phase.

Up-Up Program: uses two numeric variables—the Demo Count and Resp Count—to track quantities
at each step in the sequence. It uses a Phase variable to track which phase it is in. This program increments
the Demo Count during the demo phase and increments the Resp Count during the resp phase. It ends when
the Demo Count is equal to the Resp Count during the resp phase.
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Context Distributed (Ctx-Distr) Program: queries a history of inputs at each step in the sequence,
assigns a numeric value to each, and sums their values to determine when to stop (contrasted against encoding
a cumulative, Markovian quantity variable). More specifically, this program uses an Input Value variable
for each input token, and assigns the Input Value a value of 1 for demo tokens and -1 for resp tokens and
computes the sum of the Input Values at each step in the sequence to determine the count. This program
outputs the EOS token when the sum is 0 and the sequence contains the T token.

We include Algorithms 1, 2, and 3 in the supplement which show the pseudocode used to implement the
Up-Down, Up-Up, and Ctx-Distr programs in simulations. Refer to Figure 1 for an illustration of the
Up-Down strategy and the Ctx-Distr strategy that is observed in some transformers.

It is important to note that there are an infinite number of causally equivalent implementations of these SAs.
For example, the Up-Down program could immediately add and subtract 1 from the Count at every step of
the task in addition to carrying out the rest of the program as previously described. We do not discriminate
between programs that are causally indistinct from one another in this work.

3.4 Distributed Alignment Search (DAS)

DAS measures the degree of alignment between a representational subspace from an NN and a symbolic
variable from a symbolic algorithm (SA) by testing the assumption that the model hidden state h ∈ Rdm

can be written as an orthogonal rotation z = Qh, where Q ∈ Rdm×dm is orthonormal, z ∈ Rdm consists of
contiguous subspaces encoding high-level variables from SAs, and dm is the size of the hidden state. The
benefit of this alignment is that it allows us to understand the NN’s activity through interpretable variables
and it allows us to manipulate the value of these variables without affecting other information.

Concretely, DAS performed on the Up-Down program tests the hypothesis that z is composed of subspaces
z⃗count encoding the Count, z⃗phase encoding the Phase, and z⃗extra encoding extraneous, irrelevant activity.

z =

z⃗count
z⃗phase
z⃗extra

 (4)

Each z⃗var ∈ Rdvar is a column vector of potentially different lengths satisfying the relation dcount + dphase +
dextra = dm. Under this assumption, the value of a high-level variable encoded in h can be freely exchanged
through causal interventions using:

hv = Q−1((1−Dvar)Qhtrg + DvarQhsrc) (5)

Where Dvar ∈ Rdm×dm is a manually chosen, diagonal, binary matrix with dvar non-zero elements used to
isolate the dimensions that make up z⃗var, hsrc is the source vector from which the subspace activity is
harvested, htrg is the target vector into which activity is substituted, and hv is the resulting intervention
vector that we then use to replace htrg in the model’s processing, allowing the model to make predictions
based on a replaced value of variable var following the intervention.

DAS relies on the notion of counterfactual behavior to create intervention data to train and evaluate Q. For
a given SA, we know what the SA’s behavior will be after performing a causal intervention on one of its
variables. The resulting behavior from the SA after intervening on a specific variable and keeping everything
else in the algorithm and task constant is the counterfactual behavior. This counterfactual behavior can be
used as a training signal for Q using next-token prediction. Q can equivalently learn any row permutation of
the subspaces in z, thus we can restrict our searches to values of Dvar that have contiguous non-zero entries.
We can then brute-force search over independent trainings with different values of dvar, selecting the (Q,Dvar)
pair with the best results. Unless otherwise stated, we try values of dvar equal to either 16 or half of dm and
take the better performing of the two. See Supplemental Figure 8 for a closer examination of how dvar affects
results.

We perform our causal interventions on individual time steps in the sequence. We run the model up to an
independently sampled timestep t in the target sequence, taking its latent representation at that point as
the target vector, htrg

t . We do the same for the source vector, hsrc
u , at timestep u from a separate source
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sequence. We then construct hv
t using Equation 5, and continue the model’s predictions starting from time t,

using hv
t in place of htrg

t .

For the LSTM architecture, we perform DAS on a concatenation of the h and c recurrent state vectors
(Hochreiter & Schmidhuber, 1997). In the GRUs, we operate on the recurrent hidden state. In the transformers,
we operate on the residual stream following the first transformer layer (referred to as the Layer 1 Hidden
States in Supplementary Figure 5) or the input embedding layer. We use 10,000 intervention samples for
training and 1,000 samples for validation and testing. For all data, we uniformly sample trial object quantities,
and unless otherwise stated, we uniformly sample intervention time points, t and u, from sequence positions
containing demo tokens or response tokens (excluding BOS, trigger, and EOS tokens). We orthogonalize the
rotation matrix using PyTorch’s orthogonal parameterization with default settings. We train Q with a batch
size of 512 until convergence, selecting the checkpoint with the best validation performance for analysis. We
use a learning rate of 0.001 and an Adam optimizer. See more detail in Supplement A.4.

DAS Evaluation: Once our rotation matrix has converged, we can evaluate the quality of the alignment
using the accuracy of the model’s predictions on the counterfactual outputs on held out intervention data.
We consider a trial correct when all deterministic tokens are predicted correctly using the argmax over logits.
We report the proportion of trials correct as the Interchange Intervention Accuracy (IIA) (as used in previous
work (Geiger et al., 2023)).

DAS Alignment Functions: In an effort to understand the solutions employed by the Same-Object RNNs,
we introduce relaxations of the orthogonal rotation matrix used in DAS. We do this by substituting the
orthogonal matrix Q with a general invertible function f(h). We name this class of invertible DAS functions
alignment functions due to their potential to "align" or encode the relationship between the neural activity
and the specified interpretable variables. Formally, we can write the model’s aligned representation, z, in
terms of an invertible function, f , where z = f(h). In this work, we only extend DAS to linear cases of f
of the form f(h) = X(h + b) where X ∈ Rdm×dm is an invertible symmetric matrix and b ∈ Rdm is a bias
vector. Using ϕ ∈ {trg, src} to denote that the same alignment function is applied to both the target and
source vectors before the intervention, we reformulate Equation 5 in terms of f :

zϕ = f(hϕ) = X(hϕ + b) (6)
hv

t = X−1((1−Dvar)ztrg
t + Dvarz

src
u )− b (7)

With this formulation, we are able to train X and b using the same counterfactual sequences used to train
Q in Equation 5. We refer to the original DAS analyses as using an Orthogonal Alignment Function
(OAF) and the linear formulation from Equations 6 and 7 as the Linear Alignment Function (LAF). In
our experiments, we construct X = (MM⊤ + ϵI)S where M ∈ Rdm×dm is a matrix of learned parameters
initially sampled from a centered gaussian distribution with a standard deviation of 1

dm
, I ∈ Rdm×dm is the

identity matrix, ϵ = 0.1 to prevent singular values equal to 0, and S ∈ Rdm×dm is a diagonal matrix to learn
a sign for each column of X using diagonal values si,i = Tanh(ai) + ϵ(sign(Tanh(ai))) where each ai is a
learned parameter and ϵ = 0.1 to prevent 0 values.

3.4.1 Activation Substitutions

RNN Individual Activation Substitutions: We explore direct substitutions of individual neurons in the
Multi-Object trained RNN models to demonstrate the relative ineffectiveness of individual neuron patching
compared to the rotated subspace patches used in DAS. In these experiments, we attempt to transfer the
Count in accordance with the Up-Down program by directly replacing the activation value of a single neuron
(A.K.A. dimension) in the RNN’s hidden state vector at time step t with the activation value of the same
neuron at time step u from a different sequence. This is equivalent to Equation 5 using an identity rotation
with a single, non-zero value in D corresponding to the index of the specified neuron. We perform these
interventions individually for every model neuron and evaluate the model’s IIA using the expected behavior
from the Count interventions.

Transformer Hidden State Substitutions: A sufficient experiment to determine whether a Transformer
is using Markovian states is to examine its behavior after replacing all activations in its most recent hidden
state vector from time t from a target sequence with a hidden state vector from time u from a different
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source sequence. If the post-intervention behavior matches that of the source sequence after time u, then the
state has encoded all behaviorally relevant information in its activation vector and we can conclude that the
intervened transformer state is Markovian. If the post-intervention behavior ignores the substitution and
matches the target sequence after time t, then we can conclude that the states are anti-Markovian. In the
two-layer transformers used in this work, we only need to perform this intervention on the output (A.K.A
residual stream or hidden states) of the first transformer layer, as the output of the second layer can no longer
transmit information between token positions (see Supplement A.5 for more details). See Supplement A.4.6
for specific intervention data examples.

Multi-Object
Linear Alignment

Same-Object Multi-Object Same-Object
Orthogonal Alignment

Same-ObjectSame-ObjectMulti-Object Multi-Object
Orthogonal Alignment Linear Alignment

LSTMLSTMGRU GRU

Figure 2: The Interchange intervention accuracy (IIA) for variables from different SAs for different tasks and
architectures. The displayed IIA for the Count and Phase variables comes from the Up-Down program. The
IIAs for the Demo Count and Resp Count variables come from the Up-Up program. IIA measurements show
the proportion of trials where the model correctly predicts all counterfactual R and EOS tokens following a
causal intervention. The DAS alignment function is displayed below each panel.

4 Results

4.1 Recurrent Neural Networks

4.1.1 Numeric Neural Variables

The left side of Figure 2 shows the DAS alignments using the orthogonal alignment function for RNNs trained
on the Multi-Object and Same-Object tasks. In the Multi-Object recurrent models, we see that the most
aligned SA is the Up-Down program from the higher IIA in the Count and Phase variables compared to the
Demo Count and Resp Count variables from the Up-Up program. We use this as supporting evidence for
the claim that the Multi-Object GRUs and LSTMs possess neural variables for the Count and Phase of the
task and use a solution that is causally consistent with the Up-Down program. A visualization of the first
two principal components of the solution found by a Multi-Object GRU in Supplemental Figure 16 further
supports this interpretation. During the demonstration phase the projected states take steps in one direction
along a line; at the trigger token, the trajectory jumps in a direction perpendicular to this line; and during the
response phase the states travel parallel to the demonstration phase trajectory, albeit in the reverse direction.

The existence of these numeric neural variables stands as a proof of principle that neural systems do not
require explicit exposure to discrete numeric symbols, nor do they need built-in counting principles to develop
symbol-like representations of numbers. Such variables can emerge in these architectures simply from learning
to perform an exact quantity matching task.

We now focus on the Same-Object task where the demo tokens and resp tokens share a single token id within
the task. We see from Figure 2 that each of the Same-Object GRU OAF alignments have relatively low IIA.
To aid in understanding how the model solves this task variant, we show the first two principal components
of the hidden states of a Same-Object GRU in Supplemental Figure 17. As before, the states progress along
a line in one direction during the demonstration phase, and they jump to a line paralleling the first when
transitioning to the response phase. In this case, however, the jump returns back to the start of the parallel
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line and then proceeds along this line in the same direction as in the demonstration phase; furthermore, the
rate of progress and the stopping point in the response phase both depend on the object count of the trial.
Thus, the main PCs of this model cannot be simply described in terms of either the Up-Down or Up-Up SAs.
We include an additional DAS analysis in Supplement A.3 in which we introduce a new SA that more closely
describes our observations from the PCA in Figure 17. These additional alignments, however, also have a
relatively low IIA of 58.1% using an OAF.

We considered whether the state spaces of the Same-Object models could be aligned to an SA using an
LAF instead of the OAF. We see in Figure 2 that the LAF IIA for the Same-Object GRUs reaches very
high accuracy (>95%) for the Count and Phase variables of the Up-Down program. In accordance with the
OAF IIA and what we observed in Figure 17, we do not conclude that the model has distinct Count and
Phase variables in the same way as the Multi-Object models. It does mean, however, that such variables are
recoverable from its state space via an invertible linear mapping, and can be causally intervened upon after
such recovery, before being mapped back into the state space of the model to produce desired, predictable
behavior.

We also see in Figure 2 that the GRU LAF alignments reach very high IIA (>95%) for the Demo Count and
Resp Count variables of the Up-Up program. It appears that the flexibility of the LAFs allows the states of
networks to be aligned with conceptually distinct programs. In this case, it is possible to compose the Count
variable of the Up-Down program using the difference between the Demo Count and Resp Count variables
from the Up-Up program. This perhaps explains why both LAF alignments result in high IIA for both the
Multi- and Same-Object tasks as shown on the right side of Figure 2. We show in Supplemental Section A.3
that LAFs do not achieve high IIA for all possible SAs, where the LAF IIA only reaches 72.2% and 89.4% for
the Multi-Object and Same-Object GRUs respectively.

In sum, LAFs can allow for causal interventions of high accuracy under a wider range of circumstances than
OAFs, though, this measure alone is perhaps less diagnostic of the specific SA that best aligns with the
NN’s learned solution. We return to LAFs in Sections 4.1.5 and 4.1.6 to better explore their theoretic and
empirical properties.

4.1.2 Individual Activation Substitutions

We performed direct substitutions of individual activation values in recurrent models’ hidden state vectors to
demonstrate the importance of operating on a subspace of the neural population rather than on individual
neurons. We turn our attention to the raw activation traces in the topmost panel (b) of Figure 4, and note
that neurons 12 and 18 (shown in blue and black) have a high correlation with the Count of the sequence.
These traces came from an LSTM with dm = 20. In this model, we attempted interchange interventions
that transferred the raw activity from both neurons 12 and 18 in an attempt to transfer the value of the
Count. These interventions achieved an IIA of 0.399 on the behavior generated from the Up-Down program.
Furthermore, we observed no consistent pattern of behavior (i.e. off by one errors) following the interventions.
We include this result as a cautionary demonstration that interpreting correlations without interventions
can be problematic; and the interventions appear to suggest that interpreting raw NN activations can be
misleading.

4.1.3 Graded Neural Variables

By increasing the granularity of our analyses, we uncovered a graded effect of the content of the values
involved in the interchange interventions. We can see this in Figure 3 (c) and (d). We see a gradience in the
IIA, where the interventions have a relatively smooth decrease in IIA when the quantities involved in the
intervention are large and when the intervention quantities have a greater absolute difference. This indicates
that the neural variables have some level of graded continuity despite the task using fully discrete numeric
values. We refer to such neural variables as graded or symbol-like. This notion of graded, symbol-like variables
can be contrasted against cases where the errors are uniformly distributed, independently of the values used
in the interventions. It is notable that human behavior in many numeric tasks exhibits similar graded effects,
called the size and the distance effect (Moyer & Landauer, 1967). Some researchers note that differential
experience may account for these effects (and showed this in neural network simulations) (Verguts et al.,
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Target Count Intervention Count Distance(a) (b) (c) (d)Hidden SizeTraining Epoch

Figure 3: In all panels, the IIA comes from DAS using an Orthogonal Alignment trained on the Count
variable in the Up-Down program. The models are all Multi-Object GRUs. (a) Shows task accuracy and
IIA over the course of training for architectures with different sizes of the recurrent state h. We note the
correlation between IIA and accuracy, with relatively little change as training continues. (b) Shows the final
IIA for the GRUs as a function of increasing hidden state sizes. (c) Shows the IIA from the 128d GRU as a
function of the Count value from the source hsrc

u (denoted by color) and the Count before the intervention in
the target htrg

t (shown on the x-axis). The cyan, dashed line represents the mean IIA over all interventions
for a given target count—highlighting the unequal distribution over target source pairs. (d) DAS IIA from
the 128d GRU as a function of the absolute difference between the target and source counts. The colors
indicate the Phase of hsrc on the left and htrg on the right. Panels (c) and (d) show that the value of the
variable during the interventions somewhat smoothly affect the resulting IIA. See Supplemental Section A.4.7
for detail on the data used in panels (c) and (d).

2005). In our experiments, the task training data provides more experience with smaller numbers, as the
models necessarily interact with smaller quantities every time they interact with larger quantities. This is
perhaps a causal factor for the greater intervention error at larger numbers, but we do not explore this further.
The DAS training data suffers from a similar issue due to the fact that we use a uniform sampling procedure
for the object quantities that define the training sequences and we uniformly sample the intervention indices
from appropriate tokens in these sequences. This results in a disproportionately large number of training
interventions containing smaller values.

The graded neural variables raise the question of how best to interpret neural networks. We remind ourselves
that the ANN is built on a symbolic computer program, and thus, this program will always align perfectly
with the ANN by definition. The non-trivial goal of our work is to find SAs that characterize the computations
such programs learn such that we can predict and control the NNs’ activity in unified, interpretable ways.
The symbolic gradience that we observe in our models serves as partial motivation for the LAFs examined in
Section 4.1.5.

4.1.4 Model Width and Developmental Trajectories

Model Width: We see in Figure 3(a) that although many model widths can solve the Multi-Object task,
increasing the number of dimensions in the hidden states of the GRUs seems to improve the IIA of the
Up-Down alignment. We can also see from Figure 3 (b) that the larger models tend to have better IIA.
Although our results are for RNNs on linear tasks, an interesting related phenomenon in the LLM literature
is the effect of model scale on performance (Brown et al., 2020; Kaplan et al., 2020). We do not concretely
explore why increasing dimensionality improves IIA, but we speculate that with greater dimensionality comes
a greater likelihood that any two variable subspaces will be orthogonal to one another.

Developmental Trajectories: Turning our attention to the learning trajectories in Figure 3, we can see
that the models’ task accuracy and IIA begin to transition away from 0% at similar epochs and plateau
at similar epochs. This finding can be contrasted with an alternative result in which the alignment curves
significantly lag behind the task performance of the models. Alternatively, there could have been a stronger
upward slope of the IIA following the initial performance jump and plateau. In these hypothetical cases, a
possible interpretation could have been that the network first develops more complex solutions, or it could
have developed unique solutions for many different input-output pairs and subsequently unified them with
further training. The pattern we observe instead is consistent with the idea that the networks are biased
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towards simple, unified strategies early in training. Perhaps our result is expected from works like Saxe et al.
(2019) and Saxe et al. (2022) which show an inherent tendency for NNs trained via gradient descent to find
solutions that share network pathways. This would provide a driving force towards the demo and resp phases
sharing the same representation of a Count variable.

4.1.5 Understanding Alignment Functions

In this section, we ask why Linear Alignment Functions (LAFs) improve IIA? To answer this, we reformulate
the model’s neural activity, h, in terms of activity component vectors ui ∈ Rdm : h = X−1z − b = Uz − b =∑dm

i=1 ziui − b, where X and b make up the LAF, U = X−1 for notational ease, z is a vector composed of
interpretable subspaces from Equation 4, and zi refers to the value of the ith dimension of z. The interchange
intervention in Equation 7 is equivalent to exchanging weighted activity components ziui:

hv = U(Dvarz
src + (1−Dvar)ztrg)− b = −b +

dm∑
i=1

1{i≤dvar}zsrc
i ui +

dm∑
i=1

1{i>dvar}ztrg
i ui (8)

hv = −b +
dvar∑
i=1

zsrc
i ui +

dm∑
i=1+dvar

ztrg
i ui = −b +

dvar∑
i=1

zsrc
i uvar,i +

dm∑
i=1+dvar

ztrg
i u��var,i (9)

Where uvar,i indicates that the activity corresponds to the intervened variable subspace and u��var,i is all
other activity. If U is orthogonal, then by definition, each inner product ⟨ui, uj⟩ = 0 when i ̸= j. Thus
⟨ziui, zjuj⟩ = zizj⟨ui, uj⟩ = 0 too. If U is orthogonal, then so is its inverse, and thus ⟨U−1ziui, U−1zjuj⟩ = 0
when i ̸= j due to orthogonal matrices preserving inner products. Thus when using an orthogonal alignment
function, the intervened subspaces are also orthogonal in the original neural space. This is not necessarily the
case, however, for LAFs, where U is a linear invertible matrix because ⟨U−1ziui, U−1zjuj⟩ need not be equal

(a) (b)

Figure 4: (a) The top panel shows values of h for different trials and input token types projected onto the
aligned dimension of a 1D linear alignment, equal to DX(h + b), for the Phase variable. The bottom panel
shows the same for the Count variable. The h vectors are collected from 15 trials for each object count
ranging from 1-20 from a single Multi-Object LSTM of size 20 (size chosen for relative simplicity of raw
activity). The IIA for the Phase was 84.7% and the Count was 82.6%. The connecting lines trace the states
from individual trials with object counts of 2, 8, and 16. Dot colors redundantly encode token type. (b)
These panels show neural variables in the models’ original neural space and show the importance of causal
analysis. Each panel shows the activation for individual neurons averaged over 15 trials each with an object
count 15. The x-axis shows steps in the trials. The topmost panel shows the raw values. We label two specific
neurons (index 12 and 18 within the h ∈ R20 vector) that have a visibly high correlation with the Count
of the sequence. We show in Section 4.1.2 that these two neurons are insufficient to causally transfer the
Count between representations. The middle and bottom panels show the Phase and Count neural variables
projected back into the original neural space by inverting the aligned activity using X−1(DX(h + b))− b.
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to 0. This means that the LAF can allow the intervened subspaces to be non-orthogonal in the original neural
space, thus allowing the LAF to formulate each variable from the SA in linear terms of the other variables.

We demonstrate this by first writing h as a combination of alignment vectors corresponding to each variable.
Using the Count and Phase variables as an example, we decompose h as follows:

h = Ucountz⃗count + Uphasez⃗phase + Uextraz⃗extra − b (10)

where z⃗var ∈ Rdvar and Uvar ∈ Rdm×dvar . We can now solve for z⃗count by rearranging Equation 10:

Ucountz⃗count = h− Uphasez⃗phase − Uextraz⃗extra + b (11)

In the case where U is orthogonal, then U−1
count = U⊤

count and U⊤
countUphase = U⊤

countUextra = 0, meaning that
z⃗count must be defined independently of z⃗phase. This is not the case, however, for a non-orthogonal U , which
means that each z⃗var can be written in linear terms of the other variables in the SA when using LAFs.

4.1.6 Visualization of symbolic algorithm variables with alignment functions

While IIA alone may not be fully diagnostic of the SA that best characterizes the computations performed by
an NN, further analysis based on a successful alignment can potentially shed further light on the algorithm a
network is using, and it can aid in understanding how neural variables are encoded in the raw neural activity.
We provide Figure 4 (a) and (b) to illustrate these points. The Figures were obtained using an LAF with
dvar = 1 aligned to a Multi-Object LSTM with a hidden dimensionality of 20 (dm = 20). We chose dvar = 1
and dm = 20 for visualization purposes, and we use an LAF for its improved IIA when using dvar = 1 relative
to an OAF on the smaller model size.

Figure 4(a) shows a set of h vectors projected into the 1-dimensional, aligned Phase and Count subspaces
taken from the LSTM at many different time steps and trials; we illustrate trajectories in each subspace for
individual trials with object counts of 2, 8, and 16. The vertical axis in each panel is used to facilitate the
visualization of individual trajectories and their relation to specific token types. One can see in the top panel
of (a) how the Phase variable has a value of -1 with slight jitter independent of the demonstration token
instance. The Phase then transitions to a positive value at the T token, and stays positive throughout the
response phase, though, with some contamination by the Count. Similarly, one can see in the bottom panel
of 4(a) how the Count variable progresses from right to left in integer-like steps during the demonstration
phase, takes one step further left at the T token, then jumps back 2 steps to the right at the first R token
to correctly represent the decremented value of the Count after the first response token. Lastly, it steps
rightward until the Count reaches 0, after which the EOS is produced.

Figure 4(b) shows the raw neural activity in the top panel for all 20 of the neurons in the model averaged
over 15 sampled trials with object counts of 15, and the bottom two panels show the inverse of only the
aligned activity for each individual variable, equal to zphaseuphase − b in the middle panel and zcountucount − b
in the bottom. We provide this figure as a demonstration of how to view the causally relevant neural activity
in the NN’s original neural space through the lens of the aligned variables. We can see that many of the raw
neurons can play a causal role in both the Phase and Count neural coding, confirming notions of distributed
coding from prior work (Rumelhart et al., 1986; Smolensky, 1988; Elhage et al., 2022; Olah, 2023).

4.2 Transformers

In this section, we demonstrate through empirical and theoretical means that shallow transformers solve
the task by recomputing the solution to the task at each step in the sequence. We refer to this class of
solutions as anti-Markovian, named for their inductive bias against cumulative, Markovian states. We begin by
demonstrating that using the previous transformer layer’s outputs as the inputs to the attention mechanism in
the next layer restricts transformers from using Markovian solutions that use more steps than attention layers.
We then demonstrate a theoretical solution for simplified versions of the Single-Object and Multi-Object
numeric equivalence tasks in one layer NoPE transformer architectures, and we causally verify that such a
solution emerges empirically. Lastly, we show through causal interventions that similar solutions can emerge
in two layer RoPE transformers.
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4.2.1 Anti-Markovian States

In this section, we demonstrate why Transformer solutions that use Markovian states in the residual stream
require a new attention layer for every new step in the sequence. To show this, we focus on a simplified
transformer architecture that only includes an embedding layer and the self-attention mechanism within
each layer. To justify this simplification, we note that the attention mechanism is the only mechanism in
the transformer that provides an opportunity to transmit state information between token positions in the
sequence. With this simplification, we can write the output of a single transformer layer as:[

hℓ
0 hℓ

1 ... hℓ
t

]
=

[
hℓ−1

0 hℓ−1
1 ... hℓ−1

t

]
+ attnℓ(

[
hℓ−1

0 hℓ−1
1 ... hℓ−1

t

]
) (12)

where hℓ
t ∈ Rd are column vectors from the transformer residual stream, ℓ denotes the attention layer where

ℓ = 0 is the output of the embedding layer, t refers to the positional index in the sequence, and attnℓ(x)
refers to the attention mechanism. We denote a cumulative state at step m in a Markov chain as sm, and we
denote the encoded state in a residual stream vector as h

ℓ,(sm)
t . We assume that the attn function can only

produce and encode sm+1 at time t if sm is already encoded at time < t, and we assume that s0 is produced
in the embedding layer. Then the cumulative state gets updated with each transformer layer as follows:[

h
0,(s0)
0 h0

1 h0
2 ... h0

t

]
= Embedding(x0, x1, x2, ..., xt)[

h
1,(s0)
0 h

1,(s1)
1 h1

2 ... h1
t

]
=

[
h

0,(s0)
0 h0

1 h0
2 ... h0

t

]
+

attn1(
[
h

0,(s0)
0 h0

1 h0
2 ... h0

t

]
)[

h
2,(s0)
0 h

2,(s1)
1 h

2,(s2)
2 ... h2

t

]
=

[
h

1,(s0)
0 h

1,(s1)
1 h1

2 ... h1
t

]
+

attn2(
[
h

1,(s0)
0 h

1,(s1)
1 h1

2 ... h1
t

]
)[

h
t,(s0)
0 h

t,(s1)
1 h

t,(s2)
2 ... h

t,(st)
t

]
=

[
h

t−1,(s0)
0 h

t−1,(s1)
1 h

t−1,(s2)
2 ... ht−1

t

]
+

attnt(
[
h

t−1,(s0)
0 h

t−1,(s1)
1 h

t−1,(s2)
2 ... ht−1

t

]
)

Where xt denotes the input token id at time t. We can see that in the best case scenario, the cumulative state
can only be transmitted and updated one layer at a time (we provide a more formal proof in Supplement A.7).
Thus the two layer transformers in our work are architecturally insufficient for using a solution that involves
Markovian states.

We experimentally verify that the two layer RoPE transformers used in this work use anti-Markovian states
by performing Transformer Hidden State Substitutions as outlined in Methods Section 3.4.1. Indeed, these
substitutions leave the NNs’ behavior largely unaffected with an IIA of 0.964 on the original behavior in the
Multi-Object RoPE transformers and 0.949 for the Variable-Length Multi-Object RoPE transformers.

We note that generative techniques like scratch pad (Nye et al., 2021) and Chain-of-Thought (CoT) (Wei
et al., 2023) allow for transformers to track a cumulative state in the form of self-generated input embeddings.
We might expect recurrent models to benefit less from CoT in this respect.

4.2.2 Simplified NoPE Transformers

To better understand how a transformer could impement an anti-Markovian solution to the Multi-Object
task, we include a theoretical treatment of a single-layer NoPE Transformer that is trained on a simplified
version of the Multi-Object task: it excludes the BOS and T tokens from the sequences and only has one
possible demo token instance D that is different from the resp token instance R (i.e. an object count of 2
would result in the sequence "D D R R E"). The self-attention calculation for a single query qr ∈ Rd from a
response token, denoted by the subscript r, is as follows:

Attention(qr, K, V ) = V
(
softmax(K⊤qr√

d
)
)

=
n∑

i=1

e
q⊤

r ki√
d∑n

j=1 e
q⊤

r kj√
d

vi =
n∑

i=1

sr
i∑n

j=1 sr
j

vi = 1∑n
j=1 sr

j

n∑
i=1

sr
i vi (13)
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Where d is the dimensionality of the model, n is the sequence length, K ∈ Rd×n is a matrix of column vector

keys, V ∈ Rd×n is a matrix of column vectors vi, and sr
i = e

q⊤
r ki√

d , using i to denote the positional index of
the key and the superscript r to denote that the q came from a response token. We refer to sr

i vi as the
strength-value of the ith token for the query qr.

In the first layer following the embeddings in a NoPE transformer, each of the queries for the response
tokens will produce equal strength-values for a given key-value pair regardless of the position from which the
response token and demo tokens originated. This is because NoPE does not add positional information to the
embeddings. Thus, assuming that the attention mechanism is performing a sum of the count contributions
from each token in the sequence, we should be able to use the sr

i vi to increment and decrement the model’s
decision to produce the EOS token from any given response token in the following way:

IncrementedAttention(qr, K, V ) = 1
sr

r +
∑n

j=1 sr
j

(
sr

rvr +
n∑

i=1
sivi

)
(14)

Where the subscript r in the strength sr and value vr denotes that the originating token for the key-value
pair is a response token. We can decrement the count using a key-value pair from a demonstration token. To
verify our theoretical treatment, we performed a simulation using a single-layer NoPE transformer trained on
the simplified Single-Object task. Using the strength-value additions outlined in Equation 14, we were able
to change the position at which the transformer produced the EOS token with 100% accuracy. We include
results for other transformer architecture variants in Supplemental Figure 6 (c).

4.2.3 RoPE Transformers

To determine how the RoPE transformers perform the tasks, we first looked at the attention weights for both
of its two layers (see Supplemental Figure 11). The R and EOS queries give surprisingly little attention to
the R tokens. In Supplemental Figure 6, we show DAS results on the Input Value variable from the Ctx-Distr
SA where a numeric value is assigned to each token and the values of all previous tokens are summed at each
step in the sequence. The Multi-Object transformers achieved an IIA of 0.800 for this alignment. We took
this to mean that the Multi-Object transformers were at least partially using a positional readout to solve
the task. To understand transformer solutions that rely less on a positional readout, we also examined a set
of transformers trained on the Variable-Length variant of the Multi-Object task that disrupts count-position
correlations. These transformers achieved a higher IIA of 0.935 for the same DAS alignment. The lower IIA
of the original Multi-Object transformers is consistent with the notion that they rely, in part, on a positional
readout, rather than a summing operation, to solve the task.

5 Conclusion

In this work we used both causal and correlational methods to interpret emergent representations of numbers
in several types of NNs. We used these methods to discover and characterize graded, symbol-like number
variables within the representations of two types of RNNs; we introduced an extension of DAS that adds
flexibility our ability characterize neural activity in terms of functions of interpretable symbolic variables; we
explored theoretical and empirical transformer solutions to the tasks; and we showed that transformers must
use anti-Markovian solutions in the absence of sufficient layers.

As we have noted before in this article, ANNs are by definition symbolic programs, but the algorithms they
learn are latent in their connection weights and are not directly observable by inspection of the ANN code.
Our goal in aligning NNs and SAs is to find predictive, interpretable, and controllable ways of understanding
the learned neural activity. Because NNs are example-driven, gradient-based learners, their learned solutions
do not necessarily need to match interpretable SAs exactly. Under idealized conditions, they can come to
conform more and more precisely to such algorithms, but they generally do so gradually through training.
We believe these points characterize many aspects of the algorithms humans and animals learn through
experience, making NNs good models of many aspects of human cognition and development.

When networks learn to conform to simple SAs, they tend to do so in narrow task settings, disconnected
from the richness and complexity of real experience Servan-Schreiber et al. (1991). This situation applies to
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our models, whose experience is extremely narrow, limited to correct instances of a sequence-based numeric
equivalence task. In more complex cases, such as natural language, debate has raged for decades about
whether NNs are adequate for extracting the symbolic rules that many argue underlie human language abilities.
In our view McClelland (2015), such rules are often useful characterizations for the goals of interpretability,
but should not be embraced as the complete story without skepticism. Nevertheless, we strongly encourage
work that seeks to understand the computations of neural systems through their alignment with SAs.

6 Acknowledgments

Thank you to the PDP Lab for thoughtful discussion and the Stanford Psychology department for funding.
Thank you to the ICLR and TMLR reviewers for greatly improving the paper. And huge thank you to Zen Wu
for great discussions and assisting with numerous questions about DAS early in the project’s development.

References
Laith Alzubaidi, Jinglan Zhang, Amjad J Humaidi, Ayad Al-Dujaili, Ye Duan, Omran Al-Shamma, J Santa-

maría, Mohammed A Fadhel, Muthana Al-Amidie, and Laith Farhan. Review of deep learning: concepts,
CNN architectures, challenges, applications, future directions. Journal of Big Data, 8(1):53, 2021. ISSN
2196-1115. doi: 10.1186/s40537-021-00444-8. URL https://doi.org/10.1186/s40537-021-00444-8.

Jimmy Lei Ba, Jamie Ryan Kiros, and Geoffrey E. Hinton. Layer normalization, 2016. URL https:
//arxiv.org/abs/1607.06450.

Freya Behrens, Luca Biggio, and Lenka Zdeborová. Counting in small transformers: The delicate interplay
between attention and feed-forward layers, 2024. URL https://arxiv.org/abs/2407.11542.

Adithya Bhaskar, Dan Friedman, and Danqi Chen. The heuristic core: Understanding subnetwork generaliza-
tion in pretrained language models, 2024. URL https://arxiv.org/abs/2403.03942.

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel Herbert-Voss, Gretchen
Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel M. Ziegler, Jeffrey Wu, Clemens Winter,
Christopher Hesse, Mark Chen, Eric Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess, Jack Clark,
Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever, and Dario Amodei. Language models
are few-shot learners, 2020.

Kyunghyun Cho, Bart van Merrienboer, Çaglar Gülçehre, Fethi Bougares, Holger Schwenk, and Yoshua
Bengio. Learning phrase representations using RNN encoder-decoder for statistical machine translation.
CoRR, abs/1406.1078, 2014. URL http://arxiv.org/abs/1406.1078.

Róbert Csordás, Christopher Potts, Christopher D. Manning, and Atticus Geiger. Recurrent neural networks
learn to store and generate sequences using non-linear representations, 2024. URL https://arxiv.org/
abs/2408.10920.

Alessandro Di Nuovo and Tim Jay. Development of numerical cognition in children and artificial systems:
a review of the current knowledge and proposals for multi-disciplinary research. Cognitive Computation
and Systems, 1(1):2–11, 2019. doi: https://doi.org/10.1049/ccs.2018.0004. URL https://ietresearch.
onlinelibrary.wiley.com/doi/abs/10.1049/ccs.2018.0004.

Alessandro Di Nuovo and James L. McClelland. Developing the knowledge of number digits in a child-like
robot. Nature Machine Intelligence, 1(12):594–605, 2019. ISSN 2522-5839. doi: 10.1038/s42256-019-0123-3.
URL http://dx.doi.org/10.1038/s42256-019-0123-3.

Quan Do and Michael E. Hasselmo. Neural Circuits and Symbolic Processing. Neurobiology of learning
and memory, 186:107552, December 2021. ISSN 1074-7427. doi: 10.1016/j.nlm.2021.107552. URL
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10121157/.

15

https://doi.org/10.1186/s40537-021-00444-8
https://arxiv.org/abs/1607.06450
https://arxiv.org/abs/1607.06450
https://arxiv.org/abs/2407.11542
https://arxiv.org/abs/2403.03942
http://arxiv.org/abs/1406.1078
https://arxiv.org/abs/2408.10920
https://arxiv.org/abs/2408.10920
https://ietresearch.onlinelibrary.wiley.com/doi/abs/10.1049/ccs.2018.0004
https://ietresearch.onlinelibrary.wiley.com/doi/abs/10.1049/ccs.2018.0004
http://dx.doi.org/10.1038/s42256-019-0123-3
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10121157/


Published in Transactions on Machine Learning Research (07/2025)

Nadine El-Naggar, Andrew Ryzhikov, Laure Daviaud, Pranava Madhyastha, and Tillman Weyde. Formal
and empirical studies of counting behaviour in relu rnns. In François Coste, Faissal Ouardi, and Guillaume
Rabusseau (eds.), Proceedings of 16th edition of the International Conference on Grammatical Inference,
volume 217 of Proceedings of Machine Learning Research, pp. 199–222. PMLR, 10–13 Jul 2023. URL
https://proceedings.mlr.press/v217/el-naggar23a.html.

Nelson Elhage, Tristan Hume, Catherine Olsson, Nicholas Schiefer, Tom Henighan, Shauna Kravec, Zac
Hatfield-Dodds, Robert Lasenby, Dawn Drain, Carol Chen, Roger Grosse, Sam McCandlish, Jared Kaplan,
Dario Amodei, Martin Wattenberg, and Christopher Olah. Toy models of superposition. Transformer
Circuits Thread, 2022. https://transformer-circuits.pub/2022/toy_model/index.html.

M. Fang, Z. Zhou, S. Chen, and J. L. McClelland. Can a recurrent neural network learn to count things?
Proceedings of the 40th Annual Conference of the Cognitive Science Society, pp. 360–365, 2018.

Jerry A. Fodor. The Language of Thought. Harvard University Press, 1975. ISBN 978-0-674-51030-2.
Google-Books-ID: XZwGLBYLbg4C.

Jerry A. Fodor. Psychosemantics: The Problem of Meaning in the Philosophy of Mind. MIT Press, 1987.

Jerry A. Fodor and Zenon W. Pylyshyn. Connectionism and cognitive architecture: A critical analysis.
Cognition, 28(1):3–71, March 1988. ISSN 0010-0277. doi: 10.1016/0010-0277(88)90031-5. URL https:
//www.sciencedirect.com/science/article/pii/0010027788900315.

Atticus Geiger, Hanson Lu, Thomas Icard, and Christopher Potts. Causal abstractions of neural networks.
CoRR, abs/2106.02997, 2021. URL https://arxiv.org/abs/2106.02997.

Atticus Geiger, Zhengxuan Wu, Christopher Potts, Thomas Icard, and Noah D. Goodman. Finding alignments
between interpretable causal variables and distributed neural representations, 2023.

Mor Geva, Jasmijn Bastings, Katja Filippova, and Amir Globerson. Dissecting recall of factual associations
in auto-regressive language models, 2023. URL https://arxiv.org/abs/2304.14767.

Peter Gordon. Numerical cognition without words: Evidence from Amazonia. Science, 306(5695):496–499,
2004. ISSN 00368075. doi: 10.1126/science.1094492.

Adi Haviv, Ori Ram, Ofir Press, Peter Izsak, and Omer Levy. Transformer language models without positional
encodings still learn positional information, 2022. URL https://arxiv.org/abs/2203.16634.

Stefan Heimersheim and Neel Nanda. How to use and interpret activation patching, 2024. URL https:
//arxiv.org/abs/2404.15255.

G. E. Hinton, J. L. McClelland, and D. E. Rumelhart. Distributed representations. In D. E. Rumelhart and
J. L. McClelland (eds.), Parallel distributed processing: explorations in the microstructure of cognition, vol.
1: foundations, pp. 77–109. MIT Press, 1986.

Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural Comput., 9(8):1735–1780, nov
1997. ISSN 0899-7667. doi: 10.1162/neco.1997.9.8.1735. URL https://doi.org/10.1162/neco.1997.9.
8.1735.

Anna A Ivanova, Martin Schrimpf, Stefano Anzellotti, Noga Zaslavsky, Evelina Fedorenko, and Leyla Isik.
Beyond linear regression: mapping models in cognitive neuroscience should align with research goals. arXiv
preprint arXiv:2208.10668, 2022.

Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B. Brown, Benjamin Chess, Rewon Child, Scott Gray,
Alec Radford, Jeffrey Wu, and Dario Amodei. Scaling laws for neural language models, 2020.

Neehar Kondapaneni and Pietro Perona. A Number Sense as an Emergent Property of the Manipulating
Brain. arXiv, pp. 1–23, 2020. URL http://arxiv.org/abs/2012.04132.

16

https://proceedings.mlr.press/v217/el-naggar23a.html
https://www.sciencedirect.com/science/article/pii/0010027788900315
https://www.sciencedirect.com/science/article/pii/0010027788900315
https://arxiv.org/abs/2106.02997
https://arxiv.org/abs/2304.14767
https://arxiv.org/abs/2203.16634
https://arxiv.org/abs/2404.15255
https://arxiv.org/abs/2404.15255
https://doi.org/10.1162/neco.1997.9.8.1735
https://doi.org/10.1162/neco.1997.9.8.1735
http://arxiv.org/abs/2012.04132


Published in Transactions on Machine Learning Research (07/2025)

Brenden M. Lake, Tomer D. Ullman, Joshua B. Tenenbaum, and Samuel J. Gershman. Build-
ing machines that learn and think like people. Behavioral and Brain Sciences, 40:e253,
January 2017. ISSN 0140-525X, 1469-1825. doi: 10.1017/S0140525X16001837. URL
https://www.cambridge.org/core/journals/behavioral-and-brain-sciences/article/
building-machines-that-learn-and-think-like-people/A9535B1D745A0377E16C590E14B94993.

David Lindner, János Kramár, Sebastian Farquhar, Matthew Rahtz, Thomas McGrath, and Vladimir Mikulik.
Tracr: Compiled transformers as a laboratory for interpretability, 2023. URL https://arxiv.org/abs/
2301.05062.

Gary Marcus. Deep learning: A critical appraisal, 2018. URL https://arxiv.org/abs/1801.00631.

James L McClelland. Capturing gradience, continuous change, and quasi-regularity in sound, word, phrase,
and meaning. In The handbook of language emergence, pp. 53–80. Wiley Online Library, 2015.

Kevin Meng, David Bau, Alex Andonian, and Yonatan Belinkov. Locating and editing factual associations in
gpt, 2023. URL https://arxiv.org/abs/2202.05262.

William Merrill, Nikolaos Tsilivis, and Aman Shukla. A tale of two circuits: Grokking as competition of
sparse and dense subnetworks, 2023. URL https://arxiv.org/abs/2303.11873.

Eric J. Michaud, Isaac Liao, Vedang Lad, Ziming Liu, Anish Mudide, Chloe Loughridge, Zifan Carl Guo,
Tara Rezaei Kheirkhah, Mateja Vukelić, and Max Tegmark. Opening the ai black box: program synthesis
via mechanistic interpretability, 2024. URL https://arxiv.org/abs/2402.05110.

Robert S. Moyer and Thomas K. Landauer. Time required for judgements of numerical inequality. Nature,
215:1519–1520, 1967. URL https://api.semanticscholar.org/CorpusID:4298073.

Neel Nanda, Lawrence Chan, Tom Lieberum, Jess Smith, and Jacob Steinhardt. Progress measures for
grokking via mechanistic interpretability, 2023. URL https://arxiv.org/abs/2301.05217.

Khaled Nasr, Pooja Viswanathan, and Andreas Nieder. Number detectors spontaneously emerge in a deep
neural network designed for visual object recognition. Science Advances, 5(5):1–11, 2019. ISSN 23752548.
doi: 10.1126/sciadv.aav7903.

Allen Newell. Physical symbol systems. Cognitive Science, 4(2):135–183, April 1980. ISSN 0364-0213.
doi: 10.1016/S0364-0213(80)80015-2. URL https://www.sciencedirect.com/science/article/pii/
S0364021380800152.

Allen Newell. The knowledge level. Artificial Intelligence, 18(1):87–127, January 1982. ISSN 0004-3702.
doi: 10.1016/0004-3702(82)90012-1. URL https://www.sciencedirect.com/science/article/pii/
0004370282900121.

Maxwell Nye, Anders Johan Andreassen, Guy Gur-Ari, Henryk Michalewski, Jacob Austin, David Bieber,
David Dohan, Aitor Lewkowycz, Maarten Bosma, David Luan, Charles Sutton, and Augustus Odena.
Show your work: Scratchpads for intermediate computation with language models, 2021. URL https:
//arxiv.org/abs/2112.00114.

Chris Olah. Distributed representations: Composition & superposition. https://transformer-circuits.
pub/2023/superposition-composition, 2023.

Chris Olah, Alexander Mordvintsev, and Ludwig Schubert. Feature visualization. Distill, 2017. doi:
10.23915/distill.00007. https://distill.pub/2017/feature-visualization.

Chris Olah, Arvind Satyanarayan, Ian Johnson, Shan Carter, Ludwig Schubert, Katherine Ye, and Alexan-
der Mordvintsev. The building blocks of interpretability. Distill, 2018. doi: 10.23915/distill.00010.
https://distill.pub/2018/building-blocks.

17

https://www.cambridge.org/core/journals/behavioral-and-brain-sciences/article/building-machines-that-learn-and-think-like-people/A9535B1D745A0377E16C590E14B94993
https://www.cambridge.org/core/journals/behavioral-and-brain-sciences/article/building-machines-that-learn-and-think-like-people/A9535B1D745A0377E16C590E14B94993
https://arxiv.org/abs/2301.05062
https://arxiv.org/abs/2301.05062
https://arxiv.org/abs/1801.00631
https://arxiv.org/abs/2202.05262
https://arxiv.org/abs/2303.11873
https://arxiv.org/abs/2402.05110
https://api.semanticscholar.org/CorpusID:4298073
https://arxiv.org/abs/2301.05217
https://www.sciencedirect.com/science/article/pii/S0364021380800152
https://www.sciencedirect.com/science/article/pii/S0364021380800152
https://www.sciencedirect.com/science/article/pii/0004370282900121
https://www.sciencedirect.com/science/article/pii/0004370282900121
https://arxiv.org/abs/2112.00114
https://arxiv.org/abs/2112.00114
https://transformer-circuits.pub/2023/superposition-composition
https://transformer-circuits.pub/2023/superposition-composition


Published in Transactions on Machine Learning Research (07/2025)

Chris Olah, Nick Cammarata, Ludwig Schubert, Gabriel Goh, Michael Petrov, and Shan Carter.
Zoom in: An introduction to circuits. Distill, 2020. doi: 10.23915/distill.00024.001.
https://distill.pub/2020/circuits/zoom-in.

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen,
Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Köpf, Edward Z. Yang, Zach
DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai,
and Soumith Chintala. Pytorch: An imperative style, high-performance deep learning library. CoRR,
abs/1912.01703, 2019. URL http://arxiv.org/abs/1912.01703.

Judea Pearl. An Introduction to Causal Inference. The International Journal of Biostatistics, 6(2):7,
February 2010. ISSN 1557-4679. doi: 10.2202/1557-4679.1203. URL https://www.ncbi.nlm.nih.gov/
pmc/articles/PMC2836213/.

Benjamin Pitt, Edward Gibson, and Steven T. Piantadosi. Exact number concepts are limited to the
verbal count range. Psychological Science, 33(3):371–381, 2022. doi: 10.1177/09567976211034502. URL
https://doi.org/10.1177/09567976211034502. PMID: 35132893.

Zenon W. Pylyshyn. Computation and cognition: Issues in the foundations of cognitive science. Behavioral
and Brain Sciences, 3(1):111–169, 1980. ISSN 1469-1825. doi: 10.1017/S0140525X00002053. Place: United
Kingdom Publisher: Cambridge University Press.

D. E. Rumelhart, J. L. McClelland, and PDP Research Group (eds.). Parallel Distributed Processing. Volume
1: Foundations. MIT Press, Cambridge, MA, 1986.

Silvester Sabathiel, James L. McClelland, and Trygve Solstad. Emerging Representations for Counting in a
Neural Network Agent Interacting with a Multimodal Environment. Artificial Life Conference Proceedings,
ALIFE 2020: The 2020 Conference on Artificial Life:736–743, 07 2020. doi: 10.1162/isal_a_00333. URL
https://doi.org/10.1162/isal_a_00333.

Andrew M. Saxe, James L. McClelland, and Surya Ganguli. A mathematical theory of semantic development
in deep neural networks. Proceedings of the National Academy of Sciences, 116(23):11537–11546, May 2019.
ISSN 1091-6490. doi: 10.1073/pnas.1820226116. URL http://dx.doi.org/10.1073/pnas.1820226116.

Andrew M. Saxe, Shagun Sodhani, and Sam Lewallen. The neural race reduction: Dynamics of abstraction
in gated networks. 2022.

Adam Scherlis, Kshitij Sachan, Adam S. Jermyn, Joe Benton, and Buck Shlegeris. Polysemanticity and
capacity in neural networks, 2023. URL https://arxiv.org/abs/2210.01892.

David Servan-Schreiber, Axel Cleeremans, and James L McClelland. Graded state machines: The representa-
tion of temporal contingencies in simple recurrent networks. Machine Learning, 7:161–193, 1991.

Paul Smolensky. On the proper treatment of connectionism. 1988.

Jianlin Su, Yu Lu, Shengfeng Pan, Ahmed Murtadha, Bo Wen, and Yunfeng Liu. Roformer: Enhanced
transformer with rotary position embedding, 2023.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, Aurelien Rodriguez, Armand Joulin, Edouard
Grave, and Guillaume Lample. Llama: Open and efficient foundation language models, 2023.

Alexander Trott, Caiming Xiong, and Richard Socher. Interpretable counting for visual question answering.
6th International Conference on Learning Representations, ICLR 2018 - Conference Track Proceedings, pp.
1–18, 2018.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. Attention is all you need. CoRR, abs/1706.03762, 2017. URL http:
//arxiv.org/abs/1706.03762.

18

http://arxiv.org/abs/1912.01703
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2836213/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2836213/
https://doi.org/10.1177/09567976211034502
https://doi.org/10.1162/isal_a_00333
http://dx.doi.org/10.1073/pnas.1820226116
https://arxiv.org/abs/2210.01892
http://arxiv.org/abs/1706.03762
http://arxiv.org/abs/1706.03762


Published in Transactions on Machine Learning Research (07/2025)

Tom Verguts, Wim Fias, and Michaël Stevens. A model of exact small-number representation. Psychonomic
Bulletin & Review, 12(1):66–80, February 2005. ISSN 1069-9384. doi: 10.3758/bf03196349.

Jesse Vig, Sebastian Gehrmann, Yonatan Belinkov, Sharon Qian, Daniel Nevo, Simas Sakenis, Jason Huang,
Yaron Singer, and Stuart Shieber. Causal mediation analysis for interpreting neural nlp: The case of gender
bias, 2020. URL https://arxiv.org/abs/2004.12265.

Kevin Wang, Alexandre Variengien, Arthur Conmy, Buck Shlegeris, and Jacob Steinhardt. Interpretability in
the wild: a circuit for indirect object identification in gpt-2 small, 2022. URL https://arxiv.org/abs/
2211.00593.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc Le,
and Denny Zhou. Chain-of-thought prompting elicits reasoning in large language models, 2023. URL
https://arxiv.org/abs/2201.11903.

Gail Weiss, Yoav Goldberg, and Eran Yahav. On the practical computational power of finite precision rnns
for language recognition, 2018. URL https://arxiv.org/abs/1805.04908.

Alex H Williams, Erin Kunz, Simon Kornblith, and Scott Linderman. Generalized shape metrics on neural
representations. Advances in Neural Information Processing Systems, 34:4738–4750, 2021.

Zhengxuan Wu, Atticus Geiger, Thomas Icard, Christopher Potts, and Noah D. Goodman. Interpretability
at scale: Identifying causal mechanisms in alpaca, 2024. URL https://arxiv.org/abs/2305.08809.

Yan Zhang, Jonathon Hare, and Adam Prügel-Bennett. Learning to count objects in natural images for visual
question answering. 6th International Conference on Learning Representations, ICLR 2018 - Conference
Track Proceedings, pp. 1–17, 2018.

19

https://arxiv.org/abs/2004.12265
https://arxiv.org/abs/2211.00593
https://arxiv.org/abs/2211.00593
https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/1805.04908
https://arxiv.org/abs/2305.08809


Published in Transactions on Machine Learning Research (07/2025)

A Appendix / supplemental material

A.1 Additional Figures
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Figure 5: Diagram of the main transformer architecture used in this work. The white rectangles represent
activation vectors. The arrows represent model operations. All normalizations are Layer Norms (Ba et al.,
2016). The majority of the DAS interchange interventions are performed on Hidden State activation vectors
from Layer 1 at individual time-steps. We offer further granularity in the Input Value interventions by
performing DAS on the embeddings that are projected into the key and value vectors for the Layer 1
self-attention.
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Table 1: The DAS results for each model and task variant. Each alignment function was trained on a single
causal variable with a dvar (subspace size) of the better performing out of 16 or 64 dimensions. Performance
values are reported as IIA under the task name.

Model Alignment Algorithm Variable Multi-Object Same-Object Single-Object

GRU Orthogonal Up, Down Count 0.9464 0.3698 0.908
GRU Orthogonal Up, Down Phase 0.9368 0.373 0.889
GRU Orthogonal Up, Up Demo Count 0.4807 0.2503 0.606
GRU Orthogonal Up, Up Resp Count 0.4173 0.4024 0.477
GRU Linear Up, Down Count 0.9906 0.991 0.995
GRU Linear Up, Down Phase 0.9884 0.9922 0.991
GRU Linear Up, Up Demo Count 0.9174 0.9744 0.984
GRU Linear Up, Up Resp Count 0.9223 0.9808 0.989

LSTM Orthogonal Up, Down Count 0.993 0.958 0.989
LSTM Orthogonal Up, Down Phase 0.991 0.95 0.991
LSTM Orthogonal Up, Up Demo Count 0.5416 0.86 0.409
LSTM Orthogonal Up, Up Resp Count 0.5374 0.8007 0.439
LSTM Linear Up, Down Count 0.9928 0.9922 0.992
LSTM Linear Up, Down Phase 0.9914 0.9912 0.99
LSTM Linear Up, Up Demo Count 0.9846 0.9846 0.990
LSTM Linear Up, Up Resp Count 0.9862 0.9697 0.991

Table 2: The DAS results for each model and task variant using a linear alignment function with a dvar = 1
(subspace size). Each alignment function was trained on a single causal variable. Performance values are
reported as IIA under the task name.

Model Alignment Algorithm Variable dvar Multi-Object Same-Object

GRU Linear Count Up, Count Down Count 1 0.9436 0.68
GRU Linear Count Up, Count Down Phase 1 0.8568 0.870
GRU Linear Count Up, Count Up Demo Count 1 0.758 0.507
GRU Linear Count Up, Count Up Resp Count 1 0.8339 0.890

LSTM Linear Count Up, Count Down Count 1 0.9236 0.864
LSTM Linear Count Up, Count Down Phase 1 0.955 0.86
LSTM Linear Count Up, Count Up Demo Count 1 0.912 0.775
LSTM Linear Count Up, Count Up Resp Count 1 0.9494 0.900

Table 3: The DAS results for the transformers. Each DAS training was performed on a single causal variable
with a dvar (subspace size) of the better performing out of 24 or 64 dimensions. Performance values are
reported as IIA under the task name.

Model Alignment Algorithm Variable Multi-Object Same-Object

NoPE Transformer Orthogonal Context Distributed Input Value 0.882 0.982
NoPE Transformer Orthogonal Count Up, Count Down Count 0.1112 0.110
RoPE Transformer Orthogonal Context Distributed Input Value 0.8004 0.935
RoPE Transformer Orthogonal Count Up, Count Down Count 0.1274 0.124
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(a) (b) (c)

Figure 6: (a) and (b) show the interchange intervention accuracy (IIA) on the Count from the Up-Down
program and the Input Value from the Ctx-Distr program aligned to the Transformer architectures using
DAS with an Orthogonal alignment function. VL denotes models trained on the Variable-Length version of
the task. The Input Value encodes an assigned value (+1, -1, or 0) to each incoming token that is used to
recalculate the count at each step in the sequence. The DAS analysis is applied to the model embeddings for
the Input Value, and the residual stream after the first transformer layer for the Count. We can see that
the Variable-Length transformers have stronger alignment to the Input Value variable—consistent with an
interpretation in which the Multi-Object transformers can rely, to some degree, on positional information. (c)
IIA for strength-value interventions described in Section 4.2.2. These interventions add and subtract from
the count using the strength-value within an attention computation. Strength-values are computed from the
last response query, key, and value in the sequence from the layer in which interventions are performed. The
displayed IIA is taken from the better performing of the possible attention layers.

(a) (b) (c)

Figure 7: (a) RNN task performance measured as the proportion of trials correct. Object quantity refers to the
number of demo tokens in a sequence preceding the trigger token. The evaluation data consists of 15 sampled
sequences (even when only one configuration exists for that object quantity). (b) Transformer performance
on the Multi-Object task. VL indicates the Variable-Length version of the task. One model seed was dropped
from each the NoPE and RoPE models trained on the Variable-Length Multi-Object task due to lower than
99% accuracy. (c) Transformer performance on the Same-Object task. VL indicates the Variable-Length
version of the task. All NoPE model seeds performed below 99% accuracy on the Same-Object task.
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Figure 8: An exploration of the performance of the orthogonal DAS alignment as a function of the size of the
interchange subspace for a randomly selected Multi-Object LSTM model seed on the Count variable. The x
axis shows dcount while the y axis shows IIA. This is the number of dimensions substituted in the intervention.
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Figure 9: An exploration of the performance of the orthogonal DAS alignment as a function of the size of the
interchange subspace for a randomly selected Multi-Object GRU model seed on the Count variable. The x
axis shows dcount while the y axis shows IIA. This is the number of dimensions substituted in the intervention.
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(a) (b)

Figure 10: (a) An exploration of the DAS IIA on the y-axis using the Linear Alignment function with varying
sizes of dvar (the size of the intervention subspace) on the x-axis for the LSTM models. (b) An exploration of
the DAS IIA on the y-axis using the Linear Alignment function with varying sizes of dvar (the size of the
intervention subspace) on the x-axis for the GRU models.
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Figure 11: Attention weights for a single transformer with two layers using rotary positional encodings trained
on the Multi-Object Task. Queries are displayed on the vertical axis in order of their appearance starting at
the top. Keys are displayed on the horizontal axis starting from the left. Queries are only able to attend to
themselves and preceding keys.
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Figure 12: Attention weights for a single transformer with two layers using rotary positional encodings trained
on the Variable-Length variant of the Multi-Object Task. Queries are displayed on the vertical axis in order
of their appearance starting at the top. Keys are displayed on the horizontal axis starting from the left.
Queries are only able to attend to themselves and preceding keys.
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Figure 13: Attention weights for a single transformer model seed with two layers and no positional encodings
(NoPE) trained on the Multi-Object Task. Queries are displayed on the vertical axis in order of their
appearance starting at the top. Keys are displayed on the horizontal axis starting from the left. Queries are
only able to attend to themselves and preceding keys.
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Figure 14: Attention weights for a single transformer with two layers using no positional encodings (NoPE)
trained on the Variable-Length variant of the Multi-Object Task. Queries are displayed on the vertical axis
in order of their appearance starting at the top. Keys are displayed on the horizontal axis starting from the
left. Queries are only able to attend to themselves and preceding keys.
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A.2 Model Details

All artificial neural network models were implemented and trained using PyTorch (Paszke et al., 2019) on
Nvidia Titan X GPUs. Unless otherwise stated, all models used an embedding and hidden state size of 128
dimensions. To make the token predictions, each model used a two layer multi-layer perceptron (MLP) with
GELU nonlinearities, with a hidden layer size of 4 times the hidden state dimensionality with 50% dropout
on the hidden layer. The GRU and LSTM model variants each consisted of a single recurrent cell followed by
the output MLP. Unless otherwise stated, the transformer architecture consisted of two layers using Rotary
positional encodings (Su et al., 2023). Each model variant used the same learning rate scheduler, which
consisted of the original transformer (Vaswani et al., 2017) scheduling of warmup followed by decay. We used
100 warmup steps, a maximum learning rate of 0.0001 , a minimum of 1e-7, and a decay rate of 0.5. We used
a batch size of 128, which caused each epoch to consist of 8 gradient update steps.

A.3 Increment-Up Symbolic Algorithm

In this section we explore an additional SA that we name the Increment-Up Program. This SA was
in part inspired by the PCA shown in Figure 17. This SA has 3 variables: the Phase, Progress, and the
Increment. The algorithm uses the Progress variable to track progress along a fixed interval from 0 to the
maximum count which is a preset constant. We refer to the maximum count as the Interval. To solve the
numeric equivalence tasks, the algorithm increments the Progress according to an increment size which is
defined by the Increment variable. During the demonstration phase, the algorithm initializes the Increment to

1
Interval . In our case the Interval constant is 20, but we refer to it as the Interval variable for generality. The
algorithm progressively adds this increment multiplied by the Interval to the Progress with each successive
demonstration token: Progress = Progress + Increment ∗ Interval. Upon reaching the trigger token at
the end of the demonstration phase, the Increment is set to 1

P rogress and Progress is subsequently reset to 0.
The algorithm then increments the Progress by the new value of Increment (still multiplied by the Interval)
until the Progress reaches a value greater than or equal to the Interval. At this point, the SA returns the
EOS token. See Algorithm 4 for more details.

We compare the Increment-Up and Up-Down alignments to Multi-Object and Same-Object GRUs in Figure 15.
This figure was made from the same model seed used to produce Figure 17. We see that IIA for the Increment-
Up SA is relatively low for all considered models in the OAF case. IIA is better in the LAF case, but still
does not achieve the strong accuracy of the Up-Down SA. We use this result to demonstrate that LAFs
cannot find good alignments with all SAs.

MultiObject SameObject
Orthogonal Alignment

0.0

0.5

1.0

IIA

Up-Down (Count)
Incr. Progress

MultiObject SameObject
Linear Alignment

0.0

0.5

1.0

IIA

Figure 15: The Interchange intervention accuracy (IIA) for variables from the Up-Down and Increment-Up
SAs using different alignment functions for a single model seed for each of the Multi-Object and Same-Object
GRUs. The model seed is the same as that used for Figure 17. The displayed IIA is for the Count variable from
the Up-Down SA (Up-Down Count) and the Progress variable from the Increment-Up SA (Incr. Progress).
We see that even though the LAF raises IIA for both SAs, it does not achieve comparable accuracies. We use
the Increment-Up SA as a negative baseline experiment to demonstrate the non-triviality of high LAF IIA.
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A.4 DAS Training Details

A.4.1 Rotation Matrix Training

To train the DAS rotation matrices, we applied PyTorch’s default orthogonal parametrization to a square
matrix of the same size as the model’s state dimensionality. PyTorch creates the orthogonal matrix as the
exponential of a skew symmetric matrix. In all experiments, we selected the number of dimensions to intervene
upon as half of the dimensionality of the state. We chose this value after an initial hyperparameter search
that showed the number of dimensions had little impact on performance (see Figure 8). We sample 10,000
sequence pairs for the intervention training dataset. See Supplement A.4.3 for more details on intervention
data construction and examples. We use a learning rate of 0.001 and a batch size of 512. We removed models
with performance below 99% to limit our DAS results to perfectly performing models thus simplifying our
interpretations of the results. We chose 99% accuracy instead of 100% due to slight numerical underflow in
accuracy calculations and due the fact that half of the Variable-Length Same-Object models would have been
dropped due to low performance.

A.4.2 Symbolic Program Algorithms

Algorithm 1 One sequence step of the Up-Down Program
q ← Count
p← Phase
y ← input token
if y == BOS then ▷ BOS is beginning of sequence token

q ← 0, p← 0
return sample(D) ▷ sample a demo token

else if y ∈ D then ▷ D is set of demo tokens
q ← q + 1
return sample(D)

else if y == T then ▷ T is trigger token
p← 1

else if y == R then ▷ R is response token
q ← q − 1

end if
if (q == 0) & (p == 1) then

return EOS ▷ EOS is end of sequence token
end if
return R
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Algorithm 2 One sequence step of the Up-Up Program
d← Demo Count
r ← Resp Count
p← Phase
y ← input token
if y == BOS then ▷ BOS is beginning of sequence token

d← 0, r ← 0, p← 0
return sample(D) ▷ sample a demo token

else if y ∈ D then ▷ D is set of demo tokens
d← d + 1
return sample(D)

else if y == T then ▷ T is trigger token
p← 1

else if y == R then ▷ R is response token
r ← r + 1

end if
if (d == r) & (p == 1) then

return EOS ▷ EOS is end of sequence token
end if
return R

Algorithm 3 One sequence step of the specific Ctx-Distr Program
v ← list of previous values excluding the most recent step
ℓ← Input Value ▷ The value of the most recent token
p← Phase ▷ 0 indicates the demo phase, 1 is the response phase
y ← input token

v.append(ℓ)
s← SUM(v)
if y == BOS then ▷ BOS is beginning of sequence token

ℓ← 0, p← 0
return sample(D) ▷ sample a demo token

else if s ≤ 0 and p == 1 then ▷ Sum is 0 or less in the response phase
return EOS ▷ EOS is end of sequence token

else if y == T or y == R then ▷ T is trigger token, R is response token
p← 1
ℓ← −1
return R

else if y ∈ D then ▷ D is set of demo tokens
ℓ← 1

end if

if p == 1 then
return R

else
return sample(D)

end if
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Algorithm 4 One sequence step of the Increment-Up Program
m← Interval
q ← Progress
p← Phase
i← Increment
y ← input token
if y == BOS then ▷ BOS is beginning of sequence token

q ← 0, p← 0, i← 1
m

return sample(D) ▷ sample a demo token
else if (y ∈ D or y == R) and q < m then

q ← q + i ∗m
else if y == T then ▷ T is trigger token

p← 1
i← 1

q
q ← 0

end if
if (q ≥ m) and (p == 1) then

return EOS ▷ EOS is end of sequence token
else if q ≥ m and p == 0 then

return T
else if p == 0 then

return sample(D)
else

return R
end if

A.4.3 DAS Intervention Data

Here we expand upon the intervention data used to train and test the DAS rotation matrices. We organize
this section into programs, variables, and tasks. For each DAS training, we train a single orthonormal matrix
and only create interventions that depend on a single variable from the corresponding program. To construct
an intervention sample, we first sample a target sequence and a source squence and a positional index from
each sequence. We limit positional indices to the demo and resp tokens. We then compute the values of
each of the variables using the symbolic algorithm up to the positional index for both the target and source.
The value of the variable of focus is then transferred from the source into the the target variable. We then
continue the target sequence based on the new value. When the target sequence’s counterfactual sequence
begins in the demo phase, we uniformly sample the number of demo sequence steps before placing the trigger
token such that the Count (or Demo Count ) does not exceed the maximum count used in the task. We
note that this makes the samples not strictly counterfactual in the definition used in the causal inference
literature, but the desired effect is the same as the true counterfactual comes from the same distribution.

A.4.4 Up-Down Program Examples

Count Variable: Interventions attempt to transfer the representation corresponding to the difference
between the number of resp tokens and demo tokens. Interventions are only performed at positional indices
corresponding to demo or resp tokens.
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Multi-Object Examples 1 2 3 4
Source Sequence BOS D1 BOS D2 D1 D1 BOS D2 D1 T R BOS D1 D3 T R R
Target Sequence BOS D3 D2 BOS D2 T R BOS D1 D2 D1 T R BOS D2
Original Labels D2 D3 T R R R R EOS EOS R R EOS D2 T R R EOS
Counterfactual D2 D3 T R R R EOS R R R EOS R EOS D2 T R EOS

Single-Object Examples 1 2 3 4
Source Sequence BOS D BOS D D D BOS D D T R BOS D D T R R
Target Sequence BOS D D BOS D T R BOS D D D T R BOS D
Original Labels D D T R R R R EOS EOS R R EOS D T R R EOS
Counterfactual D D T R R R EOS R R R EOS R EOS D T R EOS

Same-Object Examples 1 2 3 4
Source Sequence BOS C BOS C C C BOS C C T C BOS C C T C C
Target Sequence BOS C C BOS C T C BOS C C C T C BOS C
Original Labels C C T C C C C EOS EOS C C EOS C T C C EOS
Counterfactual C C T C C C EOS C C C EOS C EOS C T C EOS

Phase Variable: Interventions transfer the representation corresponding to the Phase of the sequence
(whether it is counting up or counting down). Interventions are only performed at positional indices
corresponding to demo or resp tokens.

Multi-Object Examples 1 2 3 4
Source Sequence BOS D1 BOS D3 D1 D2 BOS D2 D1 T R BOS D2 D3 T R R
Target Sequence BOS D2 D1 BOS D3 T R BOS D1 D3 D1 T R BOS D2
Original Labels D3 D1 T R R R R EOS EOS R R EOS D1 T R R EOS
Counterfactual D3 D1 T R R R R EOS D2 T R EOS R R EOS R EOS

Single-Object Examples 1 2 3 4
Source Sequence BOS D BOS D D D BOS D D T R BOS D D T R R
Target Sequence BOS D D BOS D T R BOS D D D T R BOS D
Original Labels D D T R R R R EOS EOS R R EOS D T R R EOS
Counterfactual D D T R R R R EOS D T R EOS R R EOS R EOS

Same-Object Examples 1 2 3 4
Source Sequence BOS C BOS C C C BOS C C T C BOS C C T C C
Target Sequence BOS C C BOS C T C BOS C C C T C BOS C
Original Labels C C T C C C C EOS EOS C C EOS C T C C EOS
Counterfactual C C T C C C C EOS C T C EOS C C EOS C EOS
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A.4.5 Up-Up Program Examples

Demo Count Variable: Interventions attempt to transfer the representation corresponding to the number
of demo tokens in the sequence. Interventions are only performed at positional indices corresponding to demo
or resp tokens. We remove training and evaluation samples in which the Demo Count is less than the Resp
Count .

Multi-Object Examples 1 2 3 4
Source Sequence BOS D1 BOS D2 D3 D3 BOS D2 D1 T R R BOS D1 D3 T R R
Target Sequence BOS D3 D2 BOS D2 D2 D3 T R R BOS D1 D2 D1 T R BOS D2
Original Labels T R R EOS R EOS R R EOS D2 T R R EOS
Counterfactual T R EOS R EOS R EOS D2 T R R R EOS

Single-Object Examples 1 2 3 4
Source Sequence BOS D BOS D D D BOS D D T R R BOS D D T R R
Target Sequence BOS D D BOS D D D T R R BOS D D D T R BOS D
Original Labels T R R EOS R EOS R R EOS D T R R EOS
Counterfactual T R EOS R EOS R EOS D T R R R EOS

Same-Object Examples 1 2 3 4
Source Sequence BOS C BOS C C C BOS C C T C C BOS C C T C C
Target Sequence BOS C C BOS C C C T C C BOS C C C T C BOS C
Original Labels T C C EOS C EOS C C EOS C T C C EOS
Counterfactual T C EOS C EOS C EOS C T C C C EOS

Resp Count Variable: Interventions attempt to transfer the representation corresponding to the number
of response tokens in the sequence. Interventions are only performed at positional indices corresponding to
demo or resp tokens. We remove samples from the training and evaluation sets that transfer a Resp Count
greater than the Demo Count into the response phase.

Multi-Object Examples 1 2 3 4
Source Sequence BOS D1 D3 D3 BOS D2 BOS D2 D1 T R R BOS D1 D3 D3 T R R R
Target Sequence BOS D3 D2 BOS D2 D2 D3 T R R BOS D1 D2 D1 T R BOS D2
Original Labels T R R EOS R EOS R R EOS D2 T R R EOS
Counterfactual T R R EOS R R R EOS R EOS D2 T EOS

Single-Object Examples 1 2 3 4
Source Sequence BOS D D D BOS D BOS D D T R R BOS D D D T R R R
Target Sequence BOS D D BOS D D D T R R BOS D D D T R BOS D
Original Labels T R R EOS R EOS R R EOS D T R R EOS
Counterfactual T R R EOS R R R EOS R EOS D T EOS

Same-Object Examples 1 2 3 4
Source Sequence BOS C C C BOS C BOS C C T C C BOS C C C T C C C
Target Sequence BOS C C BOS C C C T C C BOS C C C T C BOS C
Original Labels T C C EOS C EOS C C EOS C T C C EOS
Counterfactual T C C EOS C C C EOS C EOS C T EOS
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A.4.6 Ctx-Distr Program Examples

Anti-Markovian States: We perform these interventions directly by substituting the source hidden state
into the target hidden state without using DAS. Each intervention examines whether the state encodes
sufficient information to transfer the NN’s behavior from the source sequence into the target sequence. If the
NN uses a Markovian hidden state, then transferring the hidden state from one position to another should
result in a corresponding transfer of behavior. In the case that the NN uses anti-Markovian states, then we
would expect the model’s behavior to be unchanged at token positions that did not receive interventions.
Higher accuracies correspond to no behavioral transfer. Interventions are only performed at positional indices
corresponding to non-terminal response tokens.

Multi-Object Examples 1 2 3 4
Source Sequence BOS D1 D3 T R R BOS D2 T R BOS D2 D1 T R BOS D1 D3 D3 T R R
Target Sequence BOS D3 D2 T R BOS D2 D2 D3 T R BOS D1 D2 T R R BOS D2 D1 D2 T R
Original Label R R EOS R R R EOS EOS R R EOS
Counterfactual R R EOS R R R EOS EOS R R EOS

Single-Object Examples 1 2 3 4
Source Sequence BOS D D T R R BOS DT R BOS D D D T R BOS D D D T R R
Target Sequence BOS D D T R BOS D D D T R BOS D D T R R BOS D D D T R
Original Label R R EOS R R R EOS EOS R R EOS
Counterfactual R R EOS R R R EOS EOS R R EOS

Same-Object Examples 1 2 3 4
Source Sequence BOS C C T C C BOS CT C BOS C C C T C BOS C C C T C C
Target Sequence BOS C C T C BOS C C C T C BOS C C T C C BOS C C C T C
Original Label C C EOS C C C EOS EOS C C EOS
Counterfactual C C EOS C C C EOS EOS C C EOS

Input Value Variable: These interventions attempt to transfer the representation corresponding to the
value with which the tokens contribute to the cumulative difference between the demo and resp tokens. A
value of +1 is assigned to demo tokens, a value of -1 is assigned to resp tokens, and the algorithm stops
when the sum of the values is equal to 0 in the resp phase. Interventions are only performed at positional
indices corresponding to demo or resp tokens, and we restrict the number of demo tokens to be at least 2
when intervening on the demo phase. This latter restriction is to avoid cases where the cumulative value is
negative.
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Multi-Object Examples 1 2 3 4
Source Sequence BOS D1 BOS D2 BOS D2 D1 T R R BOS D1 D3 D3 T R R R
Target Sequence BOS D3 D2 BOS D2 D2 D3 T R R BOS D1 D2 D1 T R BOS D2 D1
Original Labels T R R EOS R EOS R R EOS D2 T R R R EOS
Counterfactual T R R EOS R R R EOS R R EOS D2 T R EOS

Single-Object Examples 1 2 3 4
Source Sequence BOS D BOS D BOS D D T R R BOS D D D T R R R
Target Sequence BOS D D BOS D D D T R R BOS D D D T R BOS D D
Original Labels T R R EOS R EOS R R EOS D T R R R EOS
Counterfactual T R R EOS R R R EOS R R EOS D T R EOS

Same-Object Examples 1 2 3 4
Source Sequence BOS C BOS C BOS C C T C C BOS C C C T C C C
Target Sequence BOS C C BOS C C C T C C BOS C C C T C BOS C C
Original Labels T C C EOS C EOS C C EOS C T C C C EOS
Counterfactual T C C EOS C C C EOS C C EOS C T C EOS

A.4.7 DAS Gradience Evaluation Data

The data used for Figures 3 (c) and (d) was constructed by sampling a single target sequence for every object
count ranging from 1-20, and source sequences with object counts incrementing by 4 for each target sequence.
Interventions were then constructed for each target count, source count pair within each sequence pair. This
procedure was repeated for three times, each with a different number of steps in the demo phase before
providing the trigger token. The number of continued demo steps was 1, 4, and 12 respectively.

A.5 Context Distributed Interventions

We detail in this section why our Ctx-Distr interchange interventions are sufficient to demonstrate that the
transformers use a solution that re-references/recomputes the relevant information to solve the tasks at each
step in the sequence. The hidden states in Layer 1 are a bottleneck at which a cumulative counting variable
must exist if it were to use a strategy like the Up-Down or Up-Up programs. This is because the Attention
Outputs of Layer 1 are the first activations that have had an opportunity to communicate across token
positions. This means that the representations between the Residual Stream 1 of Layer 1 up to the Residual
Stream 0 of Layer 2 cannot have read a cumulative state from the previous token position other than reading
off the positional information from the previous positional encodings. The 2-layer architecture is then limited
in that it has only one more opportunity to transfer information between positions—the attention mechanism
in Layer 2. Thus, if a hidden state at time t were to have encoded a cumulative representation of the count
that will be used by the model at time t + 1, that cumulative representation must exist in the activation
vectors between the Residual Stream 1 in Layer 1 and the Residual Stream 0 of Layer 2. If it is using such a
cumulative representation, then when we perform a full activation swap in the Layer 1 hidden states then the
resulting predictions should be influenced by the swap.

A.6 Variable-Length Task Variants

Here we include additional tasks to prevent the transformers with positional encodings from learning a
solution that relies on reading out positional information. We introduce Variable-Length variants of each of
the Multi-Object, Single-Object, and Same-Object tasks. In the Variable-Length versions, each token in the
demo phase has a 0.2 probability of being sampled as a unique "void" token type, V, that should be ignored
when determining the object quantity of the sequence. The number of demo tokens will still be equal to the
object quantity when the trigger token is presented. We include these void tokens as a way to vary the length
of the demo phase for a given object quantity, thus breaking correlations between positional information and
object quantities. As an example, consider the possible sequence with a object quantity of 2: "BOS V D V V
D T R R EOS".
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A.7 Anti-Markovian Proof

Notation. We use the following symbols throughout the theorem and proof:

• xi: the input token ID at position i in the sequence.

• Embed(xi): the embedding of token xi; this is taken to be the “residual stream” output of layer
ℓ = 0.

• ℓ: the layer index. We number layers so that ℓ = 0 is the embedding layer, and ℓ = 1, 2, . . . are the
successive self-attention layers.

• t: the final position in the sequence whose cumulative state st we wish to encode.

• hℓ
i ∈ Rd: the residual-stream vector at layer ℓ and position i. In particular,

h0
i =

{
s0, i = 0,

Embed(xi), i ≥ 1,

and for ℓ ≥ 1,
hℓ

i = hℓ−1
i + attnℓ

(
hℓ−1

0 , . . . , hℓ−1
i

)
.

• attnℓ(·): the causal self-attention update at layer ℓ, which may attend only to token-wise linear
functions of positions ≤ i when computing hℓ

i .

• si: the “Markovian” cumulative state after seeing tokens up to position i. By hypothesis,

si = g
(
si−1, xi

)
, s0 = g( · , x0) ,

and we require hℓ
i = si exactly when ℓ ≥ i.

• g: the state-update function g : (previous state, current token) 7→ new state.

• #layers: the total number of self-attention layers in the Transformer (excluding the embedding layer).

Theorem: In a Transformer with causal self-attention, suppose that after ℓ layers, position i in the residual
stream carries the full Markovian state

si = g(si−1, xi)
if and only if ℓ ≥ i. Then to encode st at position t one must have

#layers ≥ t.

We proceed by induction on the number of layers ℓ.

Base case (ℓ = 0). Layer 0 is just the embedding layer:

h0
0 = s0 = g( · , x0), h0

i = Embed(xi) (i ≥ 1).

Thus only position 0 carries the cumulative state, and for any t ≥ 1, ℓ = 0 < t is insufficient to encode st.

Inductive step. Assume that after ℓ layers,{
hℓ

i = si, i ≤ ℓ,

hℓ
i ̸= si, i > ℓ.

Consider layer ℓ + 1. For each position i,

hℓ+1
i = hℓ

i + attnℓ+1
(
hℓ

0, . . . , hℓ
i

)
.
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• If i = ℓ+1, then by causality the attention may attend only to positions 0, . . . , ℓ+1. By the inductive
hypothesis, for j ≤ ℓ we have hℓ

j = sj , and hℓ
ℓ+1 = f(xℓ+1) where f is some function that has not

seen or produced sℓ+1. Hence the attention head can compute

sℓ+1 = g
(
sℓ, xℓ+1

)
and add it to its residual stream, yielding hℓ+1

ℓ+1 = sℓ+1.

• If i > ℓ + 1, then no information can traverse more than one new position per layer, so position i still
does not have si.

Therefore after ℓ + 1 layers exactly positions 0, . . . , ℓ + 1 carry the states s0, . . . , sℓ+1. This completes the
induction.

Hence to encode the state st at position t, the Transformer must have at least t layers.

A.8 Principle Components Analysis

Start

End

Figure 16: Top 2 Principal Components (PCs) of the hidden states of a single Multi-Object GRU model
seed where representations are taken from 15 sampled trials for each object quantity from 1 to 20 in the
Multi-Object task variant. Each dot represents a hidden state representation projected into the first 2 PCs.
We plot select trial trajectories to exemplify how the states change for a given trial. Green points indicate
the start of a plotted trajectory, black points indicate an intermediate step, and red points indicate the end
of a plotted trajectory. The blue line plots a single trajectory from start to finish with a object quantity of 2.
Similarly, the pink and green lines follow single trajectories of 8 and 16 respectively.
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Start

End

Figure 17: Top 2 Principal Components (PCs) of the hidden states of a single Same-Object GRU model
seed where representations are taken from 15 sampled trials for each object quantity from 1 to 20 in the
Same-Object task variant. Each dot represents a hidden state representation projected into the first 2 PCs.
We plot select trial trajectories to exemplify how the states change for a given trial. Green points indicate
the start of a plotted trajectory, black points indicate an intermediate step, and red points indicate the end
of a plotted trajectory. The blue line plots a single trajectory from start to finish with a object quantity of 2.
Similarly, the pink and green lines follow single trajectories of 8 and 16 respectively.
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