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Cyber warfare is almost certainly the first domain in which fully autonomous machine intelligence combatants 

will be deployed. This is because cyber warfare occurs in a “constrained” domain, unlike the physical domains 

of land, air, maritime and space. A Machine Intelligence Cyber Agent (MICA) would not need to be embodied 

with a comprehensive set of perceptual functions to understand the battlespace. This is because computer 

network information is already processed in a machine-readable format. Thus, a machine intelligence combatant 

is already ‘native’ to the cyber domain. In this paper, we first characterise both the incentives to build MICAs 

and the current state of the art before articulating five key priorities that researchers and practitioners should 

pursue now to reduce the risk of MICAs causing catastrophic harm. 

 

1. Machine intelligence is already widely used in cyber operations 

Many discrete tasks within cyber operations are already being automated though machine intelligence, 

including: reconnaissance [1], weaponisation [2, 3, 4], delivery [5], exploitation [6, 7], installation [8], and 

command and control [9]. There has also been some initial success in getting machine intelligence penetration 

testers to solve cybersecurity “capture the flag” challenges [10]. The technical hurdle for a fully autonomous 

MICA is its “Actions on Objective.” This is how a cyber actor decides to use their access. Will they steal money, 

ransomware a network, or blow up a power station? Developing this decision-making capability is still a 

formidable challenge. However, thanks to the constrained nature of cyberspace, a fully autonomous MICA is 

still a much closer possibility than fully autonomous combatants in other domains. 

 

2. MICAs present a warfighting advantage, but also a risk to the global internet 

Two major “push” factors incentivise militaries to field MICAs. First, the search for decision advantage. 

Militaries are looking to remove human operators to speed up bringing cyber effects to bear against adversary 

networks. Some state actors already apply machine intelligence to achieve these goals [11]. The second factor is 

the deterrence factor of the “cyber dead hand.” This is driven by the contested idea that cyber effects can be 

effectively used as a tool for deterrence [12, 13, 14, 15]. MICAs could be deployed to attack critical 

infrastructure and networks if their state sponsor is attacked, forming a “dead hand” that could strike back even 

if the state is overwhelmed or decapitated [16]. 

However, the early and untested deployment of MICAs poses a real threat to global critical infrastructure and 

networks. Militaries already deploy cyber weapons against targets like telecommunications and electrical grids 

[17, 18, 19, 20, 21, 22, 23], so they would likely attempt to employ MICAs in such operations. But the danger of 

deploying cyber tools that operate autonomously is demonstrated through highly public cyber incidents like 

WannaCry [24] and NotPetya [25], where destructive ransomware-like worms wreaked billions of dollars of 

damage across the globe. And even a defensive autonomous MICA could cause severe network outages and 

financial damages, as demonstrated by the impact the CrowdStrike software fault caused [26]. 

In the worst-case scenario, a “breakout” event could see a rogue MICA escaping into the wild. Here, an 

algorithm selected for stealth, persistence and survivability would penetrate deep and wide across the global 

internet, potentially secreting away portions or replicas of its entire model in a distributed and obfuscated 

manner, resurfacing and attacking targets according to its unconstrained logic [27, 28]. This would 

fundamentally break the internet in a way that defies simple remediation, requiring an almost complete air- 

gapped rebuild to ensure the MICA didn’t repropagate onto the new internet. Thus, we must consider how we 
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can constrain MICAs from these more destructive outcomes and prevent their proliferation to rogue states, 

cybercriminals and terrorists who will exploit such technologies without constraint. 

3. MICAs require constraints, counterproliferation, and a defensive orientation. 

The global discussion of autonomous weapons systems has focused on campaigning for a ban on ‘killer robots’, 

often based on contentious and slippery arguments about the intrinsic wrongness of delegating life and death 

decisions to a machine (a practice that is in fact rather common). MICAs have attracted much less attention, and 

are extremely unlikely to be the object of an international ban. And yet, due to the unconstrained nature of the 

environment in which they operate, as well as our collective dependence on digital infrastructure, they 

potentially pose a much higher risk of causing catastrophic harm. Urgent focus to mitigate the risks of MICAs is 

necessary from researchers, practitioners, and regulators. In this paper, we identify the following priorities. 

First, with respect to practitioners and national governments considering the development of MICAs, we argue 

for the following constraints. 

State actors should not engage in hack-and-leak operations against MICA models. In such operations, state 

actors seek to gain an advantage by publicising stolen adversary cyber tools. But as seen in Shadow Brokers 

affair, where likely Russian cyber actors leaked US cyber tools on the internet, would proliferate MICAs to 

cyber criminals, terrorists and activists. As seen following the Shadow Broker leaks, lower-skill actors from 

both state and non-state groups widely and indiscriminately used these tools, resulting in mass harm [29, 30]. 

Unlike other potential machine intelligence combatants, a MICA could relatively easily be deployed from the 

model alone, opening the potential for criminal and nihilistic actors to deploy their own weaponised AI. 

In addition, States should not use MICAs autonomously for cyber-attacks against critical infrastructure that 

result in kinetic effects (i.e. power stations blowing up, pipelines exploding). Machine Intelligence shows great 

promise in both attacking and defending critical infrastructure [31, 32]. But, there is no effective way to ensure 

that MICAs abide by proportionality and necessity in such targeting, with a significant potential for unintended 

escalation and widespread civilian suffering [33]. Thus, MICAs should only be incorporated and deployed 

incrementally into cyber warfare plans. 

Second, we identify the following research priorities for researchers whose work could potentially be deployed 

in the development of MICAs. 

We must ensure that MICAs cannot replicate themselves outside their secure environment. Although the model 

will need access to the Internet to fulfil its duties, it should not have access to its source-code repository: its 

internal workings must be opaque to the MICA. Such “self-transparency” is dangerous if the system recreates 

itself outside a controlled environment, driven by rational self-preservation [34]. 

In addition, MICAs need an override function, like a kill switch. This could be a logical control, for instance, 

something like the sinkhole used against WannaCry but more sophisticated [35]. It could also be sensible 

physical control, like cutting power to the MICA system. Fortunately, unlike a fully embodied machine 

intelligence combatant, this should not be a risky manoeuvre. However, the physical location and storage 

devices used to house the MICA should be analogue or air-gapped from the internet to prevent the MICA from 

interfering with human override [36, 37, 38]. 

Finally, significant investment needs to be made into developing defensive MICAs capable of unmasking and 

countering offensive MICAs. In the long run, rogue states, cybercriminals and terrorists will probably create or 

reverse engineer some MICA capability, and they will not be deterred by the potentially world-shaking 

implications of a breakout event or misuse of MICAs to target critical infrastructure. Thus, only better and more 

effective defensive MICAs will likely be able to protect our networks and infrastructure as machine intelligence 

technologies progress [39, 40]. 
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