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Abstract

The chromatin folding and the spatial arrangement of chromosomes in the cell play
a crucial role in DNA replication and genes expression. An improper chromatin
folding could lead to malfunctions and, over time, diseases. For eukaryotes,
centromeres are essential for proper chromosome segregation and folding. Despite
extensive research using de novo sequencing of genomes and annotation analysis,
centromere locations in yeasts remain difficult to infer and are still unknown in
most species. Recently, genome-wide chromosome conformation capture coupled
with next-generation sequencing (Hi-C) has become one of the leading methods
to investigate chromosome structures. Some recent studies have used Hi-C data
to give a point estimate of each centromere, but those approaches highly rely
on a good pre-localization. Here, we present a novel approach that infers in a
stochastic manner the locations of all centromeres in budding yeast based on both
the experimental Hi-C map and simulated contact maps.

1 Introduction

Hi-C maps have become one of the main assets in understanding DNA folding, notably through the
study of chromatin loops or topologically associated domains (TADs) in mammalian cells [6, 20].
These maps capture the contact counts between fragments of chromosomes among a population of
DNA into a 2D squared and symmetric matrix made of cis- and trans- blocks of interactions.

Beside chromatin loops or TADs, centromeres are also of great interest to genome structure investiga-
tion due to their essential role in many biological processes: they facilitate chromosome segregation
through the formation of the kinetochore [2] during mitosis and meiosis, and act as key regulators
of genome stability via the prevention of chromosome breakage. In yeasts, centromeres are highly
compact regions spanning about 125 base pairs (bp) [4] and tend to cluster near the spindle pole
body within the nucleus. This clustering results in a distinct peak in the trans-contact counts Hi-C
matrices, centered at the position of each centromere pair. Many studies have attempted to annotate
yeast centromeres, usually through Fluorescent In Situ Hybridization (FISH) [14] or chromatin
immunoprecipitation (ChIP) [12]. However, these approaches often remain imprecise and may even
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fail to infer centromeres for some species [7]. To bypass these limitations, newer methods have been
proposed, which use Hi-C contact maps [13, 18]. Working directly with a Hi-C contact map or with
the corresponding Pearson correlation matrix, they fit a Gaussian to each interaction peak to precisely
infer centromere locations. Beyond the optimization of a non-convex function, these methods highly
rely on good pre-localization of the centromeres to be precise and output only a point estimate of
each centromere whereas it is actually a whole segment of chromosome.

We propose a novel approach to infer centromere positions that differs from existing methods in
two key aspects. Firstly, we adopt a stochastic approach by quantifying the uncertainties about the
centromere candidates we infer. Secondly, the inference processes are not only based on a reference
Hi-C matrix (denoted Cref) but also on simulated contacts maps (denoted C). We adopt a Bayesian
approach where centromere positions (denoted θ) are sampled from a prior distribution and the
contact maps C are generated from a custom-designed simplified simulator. We estimate the posterior
distribution p(θ|Cref), which amounts to solving the following inverse problem:

Given contact map Cref , what are the most probable centromere positions θ to have generated it?

2 Methods

2.1 Framework

Setting. We work with the budding yeast Saccharomyces cerevisiae for which the positions of its
16 centromeres and length of each chromosome (in base pairs) are known. We used data from Duan
et al. [5] to construct the reference Hi-C contact map. Centromere candidates θ = (θ1, . . . , θ16)
are sampled from a prior distribution p(θ) that is poorly informative, e.g. a multivariate uniform
distribution where the interval is the length of each chromosome in each dimension. To simulate
contact maps, we designed a simplified simulator (described below) that takes θ as input and directly
outputs realistic C without simulating any DNA folding. Other studies have used simulators to
do Bayesian inference of biological elements [1], but those biological simulators try to simulate
the 3D folding of the chromatin in the nucleus before computing the corresponding contact map.
This renders them too slow and unnecessarily complex if we want to have many contact maps in a
reasonable time.

Contact maps and data normalization. The contact map C projects the information contained
in a population of 3D chromatin foldings into a 2D squared and symmetric matrix made of cis-
(or intra-chromosomal) and trans- (or inter-chromosomal) blocks of interactions between pairs of
chromosomes. To construct it, we cut each chromosome into genomic windows of a given length
(called resolution), e.g. 32 kilobases (kb). Each matrix entry is then a non-negative number, called
the contact count, representing the number of times a given window was in contact with another one
over the population (see Appendix A and Figure 3 for more details).

During inference, we use a reference Hi-C map Cref and simulate synthetic contact maps C. Hi-C
contact maps have many biases due to sequencing and mapping errors or to the inherent structure
of the chromatin [10]. Therefore, Cref is actually a normalized Hi-C map, where the normalization
corrects those biases, iteratively forcing all rows and columns to sum up to one [10]. The quality of
the contact map depends on the chosen resolution and the signal-to-noise ratio gets smaller if we
work at higher resolution. We thus choose to set the contact maps at resolution 32 kb. In yeasts,
the main informative part about centromeres rely on the upper trans-contact blocks: the matrix of
contacts between chromosomes i and j contains an enrichment of interactions at the location of both
centromeres (θi, θj).

Simulator. We exploit the structure of yeast contact maps to design a very efficient simulator that
directly creates the upper trans-contact blocks given its centromeres positions θ. At the centromere
positions, the chromatin has a brush-like organization: chromosomal regions near the centromeres
often enter in contact over the population whereas the further we move away from the centromeres,
the rarer the contacts become. To mimic this effect, we simulate a Gaussian spot at the position
(θi, θj) for each trans-contact block. Between chromosomes, we also observe rare interactions over
the population that we reproduce by adding Gaussian noise to all the trans-contacts blocks up to 10%
of the maximal contact count (see Appendix B with Algorithm 1 and Figure 4 for more details).
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2.2 Simulation-based inference

Our goal is to infer θ from Cref using a probabilistic framework based on simulations. The usual
way for doing so would be to search for the most appropriate θ for a given Cref by maximizing the
likelihood:

θ̂ = argmax
θ∈Ω

log p(Cref|θ) .

However, as the simulator is often very complex (e.g. biological simulators that try to mimic a 3D
folding of the DNA given a set of constraints), the likelihood p(C|θ) may be intractable. As such, we
directly target the posterior density p(θ|Cref) using data from the joint model (θ, C) ∼ p(θ)p(C|θ),
either via approximate Bayesian computation (Sequential Monte-Carlo ABC: SMC-ABC) or by
estimating the posterior density with a conditional normalizing flow (Sequential neural posterior
estimation: SNPE) [15, 8] .

SMC-ABC. We use a variant of ABC coupled with sequential Monte-Carlo (SMC) [17]. It consists
of multiple rounds of ABC where, at each round, relevant {θk,∗}k are selected from the training
set {(θn, Cn)}n depending on a closeness criterion between C and Cref. We then associate weights
{wk}k to those selected {θk,∗}k, and use the set {(θk,∗, wk)}k to create the next population of
{θn}n for the next round of ABC. This sequential approach enables us to refine the relevant θ at each
round. However, we need to define a metric for discriminating (θn, θm) based on their associated
observations (Cn, Cm).

Metric 1 : Pearson correlation – ABC-Pearson. To measure the closeness between C and Cref,
the Pearson correlation is commonly used [16, 13, 18]. We find that the vector-based Pearson
correlation averaged over all trans-contacts blocks is the most discriminative metric: each trans-
contacts block of C and Cref is vectorized and the Pearson correlation is computed between both.
We then average all the correlations over the trans-contacts blocks (see Algorithm 2 in Appendix
C.1). However, this metric is fine-tuned to this specific inference task.
Metric 2 : Data-driven summary statistic – ABC-CNN. Instead of looking for a specific metric
to compare C to Cref, we choose to use the classical l2-norm. For this, we need a summary
statistic S that will extract the main features of C and project it into a low-dimensional vector.
One relevant candidate for a summary statistic is E [θ|C] because with this one:

E [θ | ∥S(C)− S(Cref)∥ ≤ ϵ] →
ϵ→0

E [θ|Cref] ,

where ϵ is the ABC-threshold.
When ϵ → 0, we don’t lose any first-order information when summarizing C [11]. Moreover,
E [θ|C] is the analytical solution of the regression of θ on C i.e.

E [θ|C] = argmin
S∈F

E
[
∥S(C)− θ∥22

]
, (1)

where F is the set of square integrable functions. As this statistic is unavailable, we learn it via a
(deep) neural network (DNN) Sϕ with parameters ϕ [11]. The DNN encoding Sϕ is composed of
a convolutional neural network (CNN) followed by a multi-layer perceptron (MLP). Using Monte
Carlo estimator of (1) with N samples (θn, Cn) ∼ p(θ)p(C|θ), the DNN loss to be minimized in
ϕ is then

L̂DNN(ϕ) =
1

N

∑
1≤n≤N

∥Sϕ(Cn)− θn∥22 .

For large N , we expect Sϕ(C) ≈ E [θ|C]. This approach has two phases: first learn Sϕ by
minimizing L̂DNN(ϕ), then run sequential ABC with this summary statistic and the l2-norm as
discriminative criterion (see Algorithm 3 in Appendix C.2).

SNPE – SBI-CNN. SMC-ABC yields only samples from the target posterior distribution p(θ|Cref),
but evaluating log-probabilities can be useful for downstream tasks. In contrast, a conditional
normalizing flow pψ(.|.) [15, 8] used to estimate the posterior distribution can both easily sample
from the posterior and return the values of its log-probabilities. To ensure that pψ(θ|Cref) is close to
p(θ|Cref), we minimize their Kullback–Leibler divergence (DKL) averaged over the observations C
as per

EC
[
DKL

(
p(·|C)∥pψ(·|C)

)]
.
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a b Figure 1: Inference using ABC-
Pearson, ABC-CNN, and SBI-
CNN (a). Color shades increase
from lightest to darkest across
rounds. Densities are estimated
with the 5% best θ according
to the ABC criterion or sampled
from the flow. We also report the
mean Euclidean distance between
θ and θref, computed over the 5%
best-performing samples in the
top right corner (b). The horizon-
tal dashed line stands for the reso-
lution of the contact map Cref (in
bp) in the top right figure. Results
with SBI-CNN are uniformly bet-
ter and both approaches based
on data-driven summary statistics
have errors smaller than the reso-
lution of the contact maps.

After simplifications and using a Monte Carlo estimator, the flow is trained to minimize

L̂NPE(ψ) = −
1

N

∑
n

log(pψ(θ
n|Cn)) , (θn, Cn) ∼ p(θ)p(C|θ).

Once trained, we obtain an amortized estimator of the posterior densities p(θ|C) valid for any C.
We just have to plug in Cref to get the estimated posterior density pψ(.|Cref) (see Algorithm 4 in
Appendix D). Since we are actually interested in the posterior at Cref, parameters θ with very low
posterior density may not be useful for learning ψ. Thus, we consider a sequential approach with
several rounds of NPE to get an iterative refinement of the posterior estimate [8]. From the second
round, θn are sampled from the latest estimated posterior found instead of the prior. This way,
training samples are more informative about Cref, gradually improving the learning of ψ. When the
observations C are high-dimensional (e.g. 2D-matrices), we encode them in a summary statistic S
using a convolutional neural network.

3 Numerical experiments

We showcase our methodology on two settings involving the genome of the yeast S. cerevisiae, for
which we have access to the true position of all its centromeres: firstly, we run our inference pipeline
on only S. cerevisiae’s first three chromosomes, secondly on its whole genome (16 chromosomes).
We assess the performance of different inference methods by comparing their approximate posterior
distributions to a ground-truth distribution consisting of Diracs on each dimension located at the true
centromere positions. All experiments can be run on the CPU of a laptop, requiring ∼ 1 h for the
small genome and ∼ 5 h for the entire genome.

3.1 Study case – small genome (3 chromosomes)

In low-dimensional settings, we can jointly infer θ given the entire contact map Cref. For each
inference method, we consider 11 rounds, each with a training dataset {(θn, Cn)}n of size 103. The
summary statistic Sϕ is pre-trained using a different training set of size 5× 103 with the optimizer
Adam and a fixed learning rate 5 × 10−4. For SNPE, we use a masked autoregressive flow (MAF)
and the version SNPE-C [8] from the Python package sbi [3] (see Appendix E for more details).

3.2 High dimensional problem – whole genome (16 chromosomes)

When extending the analysis to the entire genome, we end up facing the curse of dimensionality:
the space of parameters θ becomes too large to cover with few simulations and the contact maps
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Figure 2: Inference using ABC-
Pearson, ABC-CNN, and SBI-
CNN. Color shades increase from
lightest to darkest across rounds.
Densities are estimated with the
5% best θ according to the ABC
criterion or sampled from the flow.
In some dimensions, the densi-
ties are very peaky and centered
around θi (e.g. chromosome 4,
13, 15) but in others, the infer-
ence is not precise (e.g. chromo-
some 1, 6, 10). Data-driven sum-
mary statistics approaches do not
outperform Pearson correlation-
based method.

C are too big. As such, the resulting neural network encoding Sϕ has too many parameters to be
optimized. To reduce the dimension of the problem, we run 16 parallel inferences (one per dimension
of θ) extracting each time only the informative part of the contact maps. With this approach, the
space of θ is cut into several chromosome-length 1D intervals reducing the train set size. Let Ci and
Cref,i be the ith lines of blocks of matrices C and Cref, respectively. To infer θi with ABC-Pearson,
we compute the vector-based Pearson correlation averaged over all blocks between Ci and Cref,i.
Concerning the data-driven summary statistic approaches ABC-CNN and SBI-CNN, the summary
statistic Sϕi

also tries to project Ci to θi.

Using the redundancy of the data between rows of blocks, and to minimize the number of parameters
of {Sϕi

}i, we consider a shared architecture where the CNN parameters are shared between chromo-
somes and the MLP ones are chromosome-specific. For SBI-CNN, we learn 16 normalizing flows
pψi

(θi|Sϕi
(Cref,i)) (see Appendix F for more details and results).

4 Discussion

We present a novel methodology to infer the positions of the centromeres of the yeast S. cerevisiae
using Hi-C contact maps. The probabilistic framework that we use allows us to quantify the
uncertainty about the centromere candidates. Our entire inference pipeline is based on a large number
of simulations relating centromere positions and contact maps. To mitigate computing bottlenecks,
we have designed a simplified but efficient simulator that yields very convincing results when coupled
with inferences on real experimental data.

In the case of a small genome, we obtained accurate inference of the centromere positions (Figure 1).
The estimated densities for the summary statistic-based methods (ABC-CNN and SBI-CNN) are not
very biased and peaky around the ground truth. In each dimension, θ is estimated at a precision under
the resolution of the contact map Cref (Figure 6a) and the Euclidean distance to θref is also under
the resolution (Figure 1b). Moreover, SBI-CNN outperforms ABC-CNN that itself outperforms
ABC-Pearson, reinforcing the use of a summary statistic and the flexibility of the normalizing flows.
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In the case of the whole genome, our approaches are not as accurate and could be improved. In
some dimensions, θ is estimated at a precision under the resolution (Figure 7b), and we obtain peaky
densities but in others the inference is not precise (Figure 2).

An advantage of our method is that we do not rely on any initialization or pre-localization: instead,
we use an uninformative prior, setting each centromere randomly in the range of its corresponding
chromosome. Also, our approach is naturally scalable: the pre-trained summary statistic could
be reused for inference on centromeres of others yeasts without any re-training. To improve our
approach, we will focus our efforts in developing a summary statistic independent of the size of the
genome via notably the use of transformer architectures [19].
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A Contact maps

A contact map summarizes all the chromatin contacts observed over a population of DNA configura-
tions. To construct it, we define the resolution of the map (the length of the chromosome fragment
that will represent one pixel in the map). Each chromosome is then cut into fragments and each entry
of the map represents the contact counts of any fragment with another over the population of DNA.
This creates a matrix by blocks of interactions between chromosomes. Usually, we represent them by
a heatmap.

chr. I chr. II

fragment

,

chr. I chr. II

ch
r.

 I
ch

r.
 II

… …

…
…

Figure 3: Process to construct a contact map in the case of 2 chromosomes.

B The simulator

The goal of the simulator is to create the upper trans-contact blocks of a contact map C rapidly given
the centromere positions θ. We want to mimic the peak of interaction that appears in those blocks, as
well as some rare interactions that can occur among the population of DNA.
Given the L chromosome lengths in bp {li}1≤i≤L, the centromere positions θ are sampled from the
prior U(

∏
1≤i≤L

[1, li − 1]). To create each contact map C, the process is described in Algorithm 1.

Algorithm 1 Simulator of contact maps
Input: L chromosome lengths in bp {li}1≤i≤L, resolution of the contact map in bp r (e.g. r = 32
kb), centromere positions θ
Return: the upper trans-contact blocks of a simulated contact map C at the resolution r bp.

choose the size of the peaks of interaction: sample σ2 from U(0.1, 10)
choose the intensity of interaction α to simulate the DNA population size: sample α from
U(J1, 1000K)
for each chromosome pair (i, j) do

define a block of interaction Cij of size ( lir ,
lj
r )

define the center of the peak (θi, θj)
apply Gaussian density N ((θi/r, θj/r), σ

2) to the pixels of the block Cij
multiply each pixel of Cij by the intensity factor α
add Gaussian noise up to 10% of the maximal value of Cij to mimic the rare contacts:
construct a random matrix Mij of size ( lir ,

lj
r ) where each pixel is sampled from

N (max(Cij)× 0.05, (max(Cij)× 0.05)2), then add Mij to Cij
end for
return a simulated contact map C at resolution r bp

8



I II III

I

II

III

I II III

I

II

III

simulated map     from 

Figure 4: Hi-C map and our simulated map in the case of a small genome (resolution 32 kb).

Our simulator outputs contacts maps that present some dissimilarities with Hi-C maps. If we compute
the row-based averaged Pearson correlation between Cref and C simulated from θref as in [16], we get
a correlation of 0.18 in the case of 3 chromosomes and 0.12 in the case of 16 chromosomes, which is
quite low.
However, concerning the inference task, our simulator estimates the centromere positions θ nearly as
well on synthetic data (Figure 5) as on Hi-C data (Figure 1).
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tion of the contact map C (in bp)
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ter even if all approaches have er-
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the contact maps.
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C SMC-ABC

C.1 With the metric Pearson correlation – ABC-Pearson

One of the inference methods used is sequential ABC with the metric vector-based Pearson correlation
averaged over all trans-contacts blocks.

Algorithm 2 SMC-ABC based on Pearson correlation inspired from [17]
Input: T rounds, prior π, train set of size N , acceptance size M , perturbation kernel K =
N (., σ2Id) (σ = resolution (bp))
Return: θ ∼ p(θ|corr(C,Cref) ≥ ϵcorr)
round t = 0
- sample θn ∼ π, and Cn ∼ p(.|θn), n ∈ J1, NK
- compute corr(Cn, Cref) and keep the top 5% of {θn}n in terms of the highest correlation:
{θm,0,m ∈ J1,MK}
- compute weights {wm,0 = 1

M ,m ∈ J1,MK}
output round t = 0: {(θm,0, wm,0)}m∈J1,MK
for 0 < t < T do

round t
- from the previous accepted {θm,t−1}m∈J1,MK, sample {θ̄k, k ∈ J1,MK} from multinomial

M({θm,t−1}m, {wm,t−1}m) with replacement
- perturb N

M times the M samples θ̄k to have N samples θn

θn ← θ̄k + ϵ with ϵ ∼ N (0, σ2Id) for k = n mod M and n = 1, ..., N

- check that θn is in the prior bound otherwise, set θn ← θ̄k

- from this set {θn}n∈J1,NK, sample Cn ∼ p(.|θn), n ∈ J1, NK
- compute corr(Cn, Cref) and keep the top 5% of {θn}n in terms of the highest correlation:

{θm,t,m ∈ J1,MK}
- compute corresponding weights

wm,t =
π(θm,t)∑M

k=1 w
k,t−1K(θm,t; θk,t−1)

output round t: {(θm,t, wm,t)}m∈J1,MK
end for
return accepted samples θn ∼ p(θ|corr(Cn, Cref) ≥ ϵcorr)

When ϵcorr → 1, p(θ|corr(C,Cref) ≥ ϵcorr)→ p(θ|Cref).

10



C.2 With a summary statistic and the classical l2-norm – ABC-CNN

The other ABC approach uses a pre-learned summary statistic Sϕ.

Algorithm 3 ABC with learned summary statistic inspired from [11]
Input: (deep) neural network (DNN) Sϕ, threshold ϵ, Euclidean norm in Rn, simulator, prior p
Return: Samples θ from the estimated posterior density p(. | ∥Sϕ(C)− Sϕ(Cref)∥ ≤ ϵ)

Stage 1: learn the summary statistic Sϕ(.) s.t. Sϕ(C) ≈ E [θ|C]
generate a train set (θn, Cn) from p(θ)p(C|θ)
train a DNN Sϕ on this train set with the loss to minimize in ϕ

L̂DNN(ϕ) =
1

N

∑
1≤n≤N

∥Sϕ(Cn)− θn∥22

output Sϕ(.) s.t. Sϕ(C) ≈ E [θ|C]
Stage 2: run ABC with the learned summary statistic Sϕ and the criterion ∥Sϕ(C) −
Sϕ(Cref)∥ ≤ ϵ
return accepted samples θn ∼ p(. | ∥Sϕ(Cn)− Sϕ(Cref)∥ ≤ ϵ)

For Sϕ informative enough, and when ϵ→ 0,

p(θ | ∥Sϕ(C)− Sϕ(Cref)∥ ≤ ϵ)→ p(θ|Sϕ(Cref)) ≈ p(θ|Cref).

D SNPE – SBI-CNN

The last inference approach is SNPE based on normalizing flows and the pre-learned summary
statistic Sϕ.
It is a sequential method: in the first round, θ is drawn from an uninformative prior. From the next
rounds, θ is drawn from a proposal: the posterior density estimated from the previous round. This
way, θ is more informative about Cref and the inference is expected to be refined across rounds.

Algorithm 4 SNPE inspired from [15] and [8]
Input: T rounds, posterior density estimator pψ , simulator, prior p, simulation budget N , observa-
tion Cref, pre-learned summary statistic Sϕ
Return: The estimated posterior density pψ(.|Sϕ(Cref))

for round t = 1, ..., T do
if t = 1 then pt = p
end if
for n = 1, ..., N do

sample θn ∼ pt
sample Cn ∼ p(.|θn)

end for
train the posterior estimator pψ on D = {(θn, Cn)}n with the loss to minimize in ψ

L̂NPE(ψ) = −
1

N

∑
1≤n≤N

log pψ(θ
n|Sϕ(Cn))

use pψ to construct the estimated posterior : pψ(.|Sϕ(Cref)).
define the proposal for the next round : pt(θ) = pψ(θ|Sϕ(Cref))

end for
return samples θn ∼ pψ(θ|Sϕ(Cref))
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E Small genome inference

We work with the S. cerevisiae’s first three chromosomes. θ is directly inferred from the entire contact
map Cref. We present a benchmark of metrics to assess the performance of the different inference
methods : they evaluate both the proximity of the samples to θref and the closeness of the densities to
the ‘true’ posterior δθref .

(b
p
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Figure 6: We report the absolute error per dimension of θ between the mean computed over the 5% best-
performing samples and θref (a) as well as the Maximum Mean Discrepancy (MMD) (b) and the Wasserstein-2
distance (c) between p(θ|Cref) and δθref [9].

F Whole genome inference

To reduce the dimension of the problem, we carry 16 parallel inferences: one per dimension of θ.
Thus, we have 16 1D inference problems where the parameter θi is drawn from a Uniform prior
whose range is the size of the chromosome i in bp. The simulator creates the ith row of trans-contact
blocks of a contact map C (denoted Ci). All the inference methods target the posterior p(θi|Cref,i).
We need also to learn 16 summary statistics {Sϕi

}i to project each row of trans-contact blocks Ci to
θi.
Sϕi is a CNN to capture the information of Ci followed by an MLP to project this information into
θi. On the one hand, as the rows of trans-contact blocks Ci are quite similar, we choose a shared
architecture for the CNN between chromosomes. On the other hand, each MLP depends on the size
of each chromosome so a chromosome-specific architecture is thus needed for this part of the DNN.
For the SBI method, we also need to learn 16 normalizing flows. As for the 3-chromosomes case, we
choose a MAF as well as SNPE-C for the experiments.
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Figure 7: We report the mean Euclidean distance between θ and θref (a), computed over the 5% best-performing
samples, the absolute error per dimension of θ between the mean θ computed over the 5% best-performing
samples and θref (b) as well as the MMD (c) and the Wasserstein-2 distance (d) between p(θ|Cref) and δθref . The
horizontal dotted line stands for the resolution of the contact map Cref (in bp) in the top figures.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?
Answer: [Yes]
Justification: We present in abstract an inference method whose strengths and weaknesses are
detailed all along the paper through real case examples.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in
the paper.

• The abstract and/or introduction should clearly state the claims made, including the contribu-
tions made in the paper and important assumptions and limitations. A No or NA answer to
this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much
the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are
not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We point out the limitations of our method that is not as precise as the other existing
ones. We also propose ideas for further improvements.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to vi-

olations of these assumptions (e.g., independence assumptions, noiseless settings, model
well-specification, asymptotic approximations only holding locally). The authors should
reflect on how these assumptions might be violated in practice and what the implications
would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best judgment
and recognize that individual actions in favor of transparency play an important role in
developing norms that preserve the integrity of the community. Reviewers will be specifically
instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?
Answer: [NA]
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Justification: There are no theoretical results in the paper, all theoretical results are taken from
other papers (cited in the text) and applied in practice in this paper.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they

appear in the supplemental material, the authors are encouraged to provide a short proof
sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclusions of
the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All the algorithms as well as the simulator are described in the main text and detailed
in appendices. Experimental details (hyper parameters, network architecture,...) are also provided
for reproducibility.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by

the reviewers: Making the paper reproducible is important, regardless of whether the code
and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to
make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate
the results, access to a hosted model (e.g., in the case of a large language model), releasing
of a model checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of
the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either
be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?
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Answer: [No]
Justification: No open source code is available for the moment as it is still a work in progress.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not including
code, unless this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state
which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions
(if applicable).

• Providing as much information as possible in supplemental material (appended to the paper)
is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?
Answer: [Yes]
Justification: The train set size as well as training details (optimizer, learning rate, acceptance
rate,...) are provided either in the core of the paper or in appendices.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that

is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We provide a bench of metrics (based on the samples and on the distributions) to
measure the performance of the inference methods.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall run
with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality
of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?
Answer: [Yes]
Justification: We provide details about computer resources to run the inference methods.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or

cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experi-

mental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research is conform to the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration

due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?
Answer: [Yes]
Justification: We would like to render our inference approach more flexible, thus being adaptable
to other species. This way, our work could have greater impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact

or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point
out that an improvement in the quality of generative models could be used to generate
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deepfakes for disinformation. On the other hand, it is not needed to point out that a generic
algorithm for optimizing neural networks could enable people to train models that generate
Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional or
unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mecha-
nisms for monitoring misuse, mechanisms to monitor how a system learns from feedback
over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release
of data or models that have a high risk for misuse (e.g., pretrained language models, image
generators, or scraped datasets)?
Answer: [NA]
Justification: We do not manipulate models with high risk. We designed a simplified simulator
that we use and the biological data used as reference are open access.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring that
users adhere to usage guidelines or restrictions to access the model or implementing safety
filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?
Answer: [Yes]
Justification: We use our custom-designed simplified simulator, and the algorithm for the inference
are either implemented by ourself or open source.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service

of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [Yes]
Justification: We detail the experiments done as well as the data used.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?
Answer: [NA]
Justification: We only use open source or hand-written data/code.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribution
of the paper involves human subjects, then as much detail as possible should be included in
the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?
Answer: [NA]
Justification: We do not need participants for our experiments.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may
be required for any human subjects research. If you obtained IRB approval, you should
clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines
for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or non-
standard component of the core methods in this research? Note that if the LLM is used only for
writing, editing, or formatting purposes and does not impact the core methodology, scientific
rigorousness, or originality of the research, declaration is not required.
Answer: [No]
Justification: We do not use LLMs to find ideas or methods for our research.
Guidelines:
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• The answer NA means that the core method development in this research does not involve
LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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