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Figure 1. Scene Text Generation. Qualitative samples of scene text images generated by our model are presented. These images contain
visually appealing texts that are coherent with the background and are created without relying on any spatial information or predefined
layouts as input, thereby enhancing the Text-to-Image (T2I) Diffusion Model’s capability to generate text.

Abstract

While diffusion models have significantly advanced the
quality of image generation, their capability to accurately
and coherently render text within these images remains a
substantial challenge. Conventional diffusion-based meth-
ods for scene text generation are typically limited by their
reliance on an intermediate layout output. This dependency
often results in a constrained diversity of text styles and
fonts, an inherent limitation stemming from the determinis-
tic nature of the layout generation phase. To address these
challenges, this paper introduces SceneTextGen, a novel
diffusion-based model specifically designed to circumvent
the need for a predefined layout stage. By doing so, Scene-
TextGen facilitates a more natural and varied representa-
tion of text. The novelty of SceneTextGen lies in its inte-
gration of three key components: a character-level encoder
for capturing detailed typographic properties, coupled with
a character-level instance segmentation model and a word-

level spotting model to address the issues of unwanted text
generation and minor character inaccuracies. We validate
the performance of our method by demonstrating improved
character recognition rates on generated images across dif-
ferent public visual text datasets in comparison to both stan-
dard diffusion based methods and text specific methods.

1. Introduction

The text-to-image [50, 57] task has gained popularity with
advancements in diffusion models [41, 45, 49], significantly
enhancing the quality of image generation. However, seam-
lessly integrating clear and contextually appropriate text
into images is a persistent challenge. Text plays a vital
role in many domains, including media content creation and
artistic design, yet current diffusion models often struggle to
produce text that is lexically correct, in valid font style, and
that naturally complements the overall image aesthetics.
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Prompt: A vintage postage stamp showing a painting of mountains 
and the text 'California'.

(a) Layout-Constrained Models (b) Layout-Agnostic SceneTextGen

Figure 2. Models reliant on predefined text layouts for input ex-
hibit limitations such as constrained font diversity and static text
positioning during each inference, leading to a lack of variability
in style and arrangement.

Traditional methods [54, 58, 62] of creating scene text
images typically formulate this problem as scene text edit-
ing which only involves editing or adding text to an ex-
isting scene image. These methods have challenges han-
dling complex backgrounds, font styles and lighting vari-
ations. While recent models [4, 8, 33, 45, 49] have made
strides in addressing these limitations by enhancing text en-
coding strategies [33] or employing predefined text layouts
[8], they still face significant constraints in generating visual
text. These constraints become apparent when observing
the limited diversity in font styles and the static positioning
of text, as shown in Fig. 2. Such rigidity in layout and font
selection hampers the capacity of generative models to pro-
duce text that is stylistically varied and contextually aligned
with the image content.

To address these issues, we propose SceneTextGen, a
novel framework that capitalizes on the capabilities of la-
tent diffusion models to infuse text into scene images with
greater diversity and authenticity. Our approach is specifi-
cally engineered to transcend the limitations of predefined
layouts, enabling more flexible text placement and an ex-
pansive assortment of text styles.

The two primary contributions of this work are: (i) the
integration of character-level encoder to capture the typo-
graphic properties of visual text and carefully injecting it
into the cross attention layers of the diffusion model, and (ii)
introducing a novel word spotting loss using a pre-trained
OCR along with a character segmentation loss to make the
network more faithful in generating visual text. The charac-
ter level encoder naturally blends with the existing diffusion
model architecture and therefore allows the network to learn
the layout of visual text implicitly rather than constraining
itself to some pre-defined form. Our comprehensive evalu-
ations confirm that SceneTextGen surpasses contemporary
methods, facilitating the generation of images with text that

is both aesthetically pleasing and rich in variety.

2. Related Work
2.1. Text 2 Image Generation Models

In the realm of text-to-image generation, diffusion mod-
els [11, 16, 27, 37, 41, 44, 49, 63, 64] represent a sig-
nificant leap forward. Different from GAN-based mod-
els [10, 17, 67], diffusion models employ a stochastic pro-
cess that iteratively adds noise to an image and learn to
reverse this process to generate images from textual de-
scriptions. Their capacity to produce high-quality, de-
tailed visual content from text prompts has been well doc-
umented. The Latent Diffusion Model (LDM)[42] further
enhances this approach by operating in a compressed im-
age latent space, improving both efficiency and image qual-
ity. It also facilitates high-quality conditional generation
through cross-attention text conditioning, leading to vari-
ous downstream applications [12, 13, 15, 19, 55]. DALL-E
[41], renowned for its novel approach of combining discrete
VAEs with transformer language models, has shown re-
markable ability in generating diverse and complex images
from textual descriptions, showcasing the potential of trans-
former architectures in creative generative tasks. Deepfloyd
[49], utilizing the robust T5 text encoders [40], not only
enhances image quality but also facilitates nuanced under-
standing of complex prompts, thereby allowing for more
accurate and context-aware visual representations. Control-
Net [63], has demonstrated exceptional performance in con-
ditioned image generation by providing the model with ref-
erences such as skeleton, canny edge images, and segmen-
tation maps. However, these models frequently encounter
difficulties when it comes to the generation of text within
images (see Fig. 4), a task requiring the text to be not
only visually integrated but also contextually pertinent to
the image content. This challenge stems from the complex-
ity of modeling the fine-grained interplay between visual
and textual elements, ensuring that the generated text is leg-
ible, aesthetically fitting, and semantically in sync with the
image. Prior attempts to refine this aspect have led to im-
provements [8, 49, 63], yet the generation of contextually
coherent text in images remains a largely unsolved problem,
underscoring the need for more focused research.

2.2. Scene Text Generation

The success of adversarial networks such as GANs [7, 10,
17, 56, 67] for image generation and style transfer [20, 21]
gave rise to scene text generation methods which can gen-
erate text at the granularity of glyphs [1, 26] or individual
words [23, 54, 58]. Many previous works focused on the
particular task of scene text editing where the model learns
a style from a reference image and renders the target content
in that style. Methods such as SRNet [54], SWAPText [58]
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decomposes the problem into: (1) learning the foreground
text using style and content, (2) background in-painting net-
work to remove existing text, and (3) a blending network
to merge foreground and background. These methods of-
ten fail in learning the correct style and removing existing
text from complex backgrounds. TextStyleBrush [23] pro-
poses a self-supervised approach to disentangle content and
style and generate word images in a one-shot manner. All
these previous methods are limited to generating individual
words, requires reference word style images and does not
generalize to generate the entire scene text image.

Spatial fusion GAN (SF-GAN) [62] generates text im-
ages by superimposing a foreground content image, trans-
formed to match the style and geometry of a background
image. This approach is aimed more at pure text synthesis
on image regions without text, whereas in this work we aim
to generate both image and text in a manner that reflects its
natural appearance in real-world contexts.

With the significant progress of diffusion models in text-
to-image generation, recent methods in scene text genera-
tion adapt these models towards producing more legible vi-
sual text. DIFFSTE [18] enhances scene text editing with
a dual encoder design in diffusion models, promoting text
legibility and style control. It is adept at mapping text in-
structions to images, showcasing zero-shot capabilities for
rendering text in novel font variations and interpreting infor-
mal natural language instructions. This method is however a
scene text editing method which generates single keywords
on specific regions defined by a mask, whereas we propose
a scene text generation network. One of the closest work
in this space is TextDiffuser [8] which address the problem
of scene text generation by decomposing the problem into
two-stages. In the first stage, a transformer model create
the layout mask for keywords extracted from text prompts.
This is then taken as condition data while formulating the
diffusion model to generate scene text images. They also
introduce the character segmentation loss which helps in
generating legible text. ControlNet [63], though not orig-
inally designed for scene text image rendering, has been ef-
fectively adapted for this purpose. It utilizes canny edge
maps as conditional inputs, sourced from printed text im-
ages generated by a layout model, to fine-tune the diffusion
model’s output. The use of pre-defined layout for visual text
generation in [8, 63], seriously limits the diversity of text
styles, fonts and even the layouts. We believe this is due to
the inherent difficulty in predicting layouts independently
without the general image guidance. In our work, we avoid
the need of pre-defined layout and make the network im-
plicitly learn layout along with image generation using our
novel way of injecting character level features. We also in-
troduce a word spotting loss which augments the character
segmentation loss proposed in [8] to generate more legible
visual texts.

2.3. Scene Text Recognition

Advances in computer vision have laid a foundation for so-
phisticated analytical techniques in various domains [2, 9,
14, 30–32, 36, 46, 53, 60, 61, 65]. Especially in scene
text image recognition, most existing works split the pro-
cess into two stages: a text detection [3, 28, 29, 34, 48, 66]
module to detect words or characters from complex back-
grounds, and a text recognition [2, 24, 47, 52] module
which transcribes the text into unicode characters given
a cropped word image. More recently, end-2-end meth-
ods [6, 25, 38, 43, 51] have become popular due to the
benefits of joint training of detector and recognizer to share
contextual information.

In the nexus of scene text generation and recognition,
leveraging pre-trained scene text recognition or word spot-
ting models as guidance during diffusion-based text-to-
image synthesis has surfaced as an innovative strategy. For
simplicity, in this paper we refer to a scene text recogni-
tion module as OCR (optical character recognition). The
integration of OCR-derived losses enables the refinement
of generative models to produce text that is not just visually
coherent but also contextually accurate. This confluence of
generative modeling prowess with OCR accuracy paves the
way for novel research avenues to generate images with text
that is both authentic to read and visually integrated.

3. Methodology
3.1. Motivation

Our objective is to facilitate layout-free text image genera-
tion with diverse layouts and styles. A straightforward ap-
proach would be to directly fine-tune an existing latent dif-
fusion model with text images. However, our early inves-
tigation suggests that this strategy did not yield significant
improvements compared to the original LDM. We hypothe-
size that this limitation is due to two primary factors. First,
the language encoder of the LDM, primarily designed for
semantic interpretation, fails to capture character-specific
information adequately for text rendering. This encoder
tends to provide more semantic than structural information
about the text, necessitating a dedicated network for encod-
ing the text and guiding the model on its visual representa-
tion. Second, the conventional denoising loss used in diffu-
sion models seems insufficient for accurately rendering text
in images, often leading to text regions resembling textual
patterns without the distinct features of text strokes. To ad-
dress these challenges, we propose integrating a character-
level encoder and a hierarchical cross-attention mechanism
to learn character-level context information. Additionally,
we introduce two auxiliary losses at the word and character
levels to emphasize the text presentation. The subsequent
sections will detail each of these components and their con-
tribution to enhancing our model’s performance.
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Figure 3. Model Framework: SceneTextGen employs a character-level encoder to extract detailed character-specific features. During loss
computation, the model leverages both word-level and character-level supervisions to guide the recovery of the image, in addition to the
standard denoising loss. This dual-level supervision enhances the model’s ability to accurately generate and refine text within scenes.

3.2. Preliminaries

The proposed method is trained on a corpus of visual text
images. Given an image I with textual caption c, we denote
wi, where i ∈ [0, N ], as the visual text (words) present in
this image. We also assume that for each word, we know
its location, given in terms of the bounding box. For all
practical purposes, we assume this can be pre-computed us-
ing a pre-trained OCR detection [28] and recognition net-
work [5]. Please note, the OCR bounding box and tran-
scriptions are typically noisy. Fig. 3 presents an overview
of our proposed method. A latent diffusion model has three
key components: a CLIP encoder for semantic embedding
of text and images, an autoencoder for dimensionality re-
duction and feature extraction, and a UNet-based structure
for effective image-text synthesis and manipulation. The
core architecture of our method follows the latent diffu-
sion model, which is adapted to incorporate the proposed
character-level features and content-based loss functions.

3.3. Character-Level Encoding

Our approach begins by extracting and ordering the visual
text words from the image based on its locations as given
by the bounding box. We sort the word boxes following
the conventional reading pattern, i.e., from left to right and
top to bottom. This provides us the naive ordering of vi-
sual text which is then tokenized at the character level to
capture its typographic information. Then, a character en-
coder is used to encode these tokenized characters into a
high-dimensional feature space, allowing an accurate tran-
scription of the text’s spelling and appearance. The derived
text features encapsulate the typographical details and are
poised for the subsequent integration with the image’s la-
tent features, which have already been contextually primed

by the initial cross-attention with the encoded caption fea-
tures obtained from the CLIP [39] text encoder.

3.4. Hierarchical Text Integration Process

We have employed a sequential cross-attention mechanism
to integrate character information into the U-Net architec-
ture effectively. This method is inspired by the observation
that the cross-attention of captioning features is pivotal in
shaping the overall spatial structure of an image, a notion
supported by prior studies [15]. Leveraging this concept,
our model initially constructs the general spatial layout of
the image content, guided by the caption, using the first
cross-attention layer. It then focuses on the precise render-
ing of characters in a subsequent cross-attention phase. This
approach establishes a hierarchical text integration process,
facilitating the development of a preliminary visual scaf-
fold that is both thematically and contextually coherent. It
ensures that the textual elements are accurately positioned
and seamlessly integrated into the overall image structure.

3.5. OCR-Guided Diffusion for Text Accuracy

To ensure the textual accuracy of generated images, our
model incorporates an OCR loss, utilizing the predictions
from the end to end pre-trained GLASS model [43]. Upon
each iteration of the diffusion process, the UNet predicts a
denoising step, from which we derive an estimation of clean
image x0. This estimated x0 is then decoded through a Vari-
ational Autoencoder (VAE) [22] to reconstruct an image.

The GLASS OCR model performs inference on this re-
constructed image to produce word-level recognition re-
sults, which are represented as a tensor P with shape
[N,L,K], where N is the number of words detected, L is
the maximum length of any word, and K is the size of the
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character set. The ground truth for these detections is rep-
resented as a tensor G with shape [N,L], where each entry
is the character index for the corresponding position, and
non-character positions are marked with zero.

The OCR loss (LOCR) is computed using a masked cross-
entropy function, which is formulated as follows:

LOCR = − 1∑
M

N∑
i=1

L∑
j=1

Mij · log

(
exp(Pij [Gij ])∑K
k=1 exp(Pij [k])

)
(1)

Here, M is a binary mask tensor that has the same shape
as G and indicates the valid character positions (i.e., where
Gij ̸= 0). Mij represents the binary value of the mask at the
i-th word and j-th character position, Pij is the predicted
probability distribution over the character set, and Gij is
the ground truth character index at that position.

By integrating this OCR loss into the training regime, we
guide the diffusion model to produce text that is not only vi-
sually coherent but also textually accurate, as recognized by
the GLASS [43] OCR model, thereby enhancing the overall
fidelity of the generated images.

3.6. Refinement of Text Generation with Character-
Level Constraints

During the iterative refinement of our diffusion model, we
observed an unintended consequence of the OCR loss; the
model tended to generate images with repetitive words.
This issue is potentially attributed to the blurry nature of im-
ages at higher noise levels during training, which could ren-
der the OCR loss counterproductive. The word-level OCR
loss, while ensuring textual accuracy, imposes no explicit
constraint on the quantity of text within the image, inadver-
tently encouraging the model to generate excessive text.

To address this, we augmented our loss function with
a character-level segmentation loss, which acts directly on
the latent space rather than the recovered image. After ob-
taining the predicted latent features of a image x0 from the
UNet, we proceed in two directions: we decode x0 using
the VAE to compute the word-level OCR loss on the re-
covered image (as explained earlier), and we also apply x0

to a pre-trained character-level segmentation model based
on U-Net adapted from [8]. This model outputs a 96-
dimensional feature map (corresponding to the length of
the alphabet plus one for non-character pixels) with a spa-
tial resolution of 64×64. The character-aware loss is then
computed via cross-entropy between this feature map and a
resized character-level segmentation mask C.

Thus, the total loss function is a composite of the denois-
ing loss, the word-level recognition loss, and the character-
level segmentation loss, expressed as:

Ltotal = Ldenoising + λwordLOCR-word + λcharLOCR-char (2)

where Ldenoising is the denoising loss, LOCR-word is the
word-level OCR loss, LOCR-char is the character-level seg-
mentation loss, and λword and λchar are weighting coeffi-
cients balancing the contribution of each term.

The character-level segmentation loss is formulated as:

LOCR-char = − 1

HW

H∑
h=1

W∑
w=1

96∑
c=1

yhwc log (ŷhwc) (3)

where H and W are the height and width of the feature
map, y is the ground truth character segmentation mask, and
ŷ is the predicted character probability map from the seg-
mentation model.

By integrating character-level information directly in the
latent space, we impose a structured constraint on text gen-
eration, promoting both the accuracy and the appropriate
quantity of text in the generated images.

4. Experiments
4.1. Implementation Details

Datasets For the training of our model, we utilized
the publicly available MARIO dataset from [8], exclud-
ing MARIO-TMDB, and MARIO-OpenLibrary subsets as
they are not publicly accessible. Upon removing any
corrupted images, our final dataset comprised 7,249,449
image-caption pairs. In addition, to bolster our model’s ca-
pability in generating a broader range of concepts (beyond
text-centric images), we integrated 2,110,745 non-text im-
ages. These additional images, accompanied by text pairs,
were selected based on a minimum predicted aesthetics
score of 6.25, allowing for joint training to enhance over-
all performance.

Baselines We conducted quantitative comparisons of our
SceneTextGen method against several leading approaches,
including LDM[42], ControlNet[63], TextDiffuser[8],
GlyphControl[59], and DeepFloyd[49], utilizing the pub-
licly available code and pre-trained models for fairness.
Notably, DeepFloyd is distinguished by its dual super-
resolution modules, enabling it to produce high-resolution
images at 1024x1024 pixels, in contrast to the 512x512
pixel images generated by the other models. For Control-
Net comparisons, we employed Canny edge maps of printed
text images created by the initial model stage of TextDif-
fuser as conditioning inputs. However, due to the unavail-
ability of APIs, open-source code or checkpoints, we could
not extend our comparative analysis to include Imagen[45],
eDiff-i[4], or GlyphDraw[35].

Evaluation Criteria We assess text rendering qual-
ity using the MARIO-7M-Eval, MARIO-TMDB-Eval, and
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MARIO-OpenLibrary-Eval datasets. Our evaluation is
twofold: firstly, through CLIPScore, which measures the
cosine similarity between the image and text representa-
tions from CLIP; and secondly, via OCR Evaluation, which
leverages existing OCR tools to detect and recognize text
regions within the generated images. Metrics such as Av-
erage Precision, Average Recall, F1 Score, and Accuracy
are employed to determine the presence of keywords in the
generated images. During training, the input of the charac-
ter encoder is the ground truth OCR texts. During the in-
ference process, the character encoder receives as its input
the text from captions provided by the user. These captions
are enclosed in quotation marks as specified in the user’s
prompts, and the input of the CLIP text encoder is the full
caption. For each generated and ground truth image pair, we
utilize the easy-ocr library for OCR detection and recogni-
tion, followed by Hungarian Matching between the sets of
texts, applying the Levenshtein distance (or edit distance)
on the matched text pairs for the OCR evaluation.

Algorithm 1 T2I Visual Text Performance Evaluation
function METRICS(M )

P ← PRECISION(M)
R← RECALL(M)
F ← F1(P,R)
A← ACCURACY(M)
return {P,R, F,A}

end function
1: GT ← OCR(Ground Truth Images)
2: Gen← OCR(Generated Images)
3: Scores← an empty list
4: for each pair in ZIP(GT,Gen) do
5: C ← COSTMAT(pair)
6: M ← HUNGARIAN(C)
7: Scores← Scores ∪ {METRICS(M)}
8: end for
9: return AVERAGE(Scores)

Pseudo Code for OCR Performance Evaluation The
methodology described in Algorithm 1 demonstrates the
steps taken to assess the performance of the text-to-image
conversion. In the initial step, the algorithm applies OCR to
both the ground truth and the generated images. This pro-
cess results in two sets of text outputs, which are then paired
for comparison. The Hungarian algorithm is employed here
to find the optimal matching between elements (words) of
these two sets, minimizing the overall difference between
the matched pairs. This is crucial for an objective and accu-
rate comparison. For each matched pair, we calculate a cost
matrix, which serves as the input for the Hungarian algo-
rithm. The output of this step is a matching matrix M which
represents the best possible alignment between the text el-
ements in the ground truth and the generated images. Sub-

sequently, the algorithm computes key performance metrics
for each pair: Precision, Recall, F1 Score, and Accuracy.
Precision focuses on the accuracy of the replicated text, re-
call measures the completeness, F1 score provides a balance
between precision and recall, and accuracy gives an overall
effectiveness of the text replication. Finally, the algorithm
averages these scores across all image pairs to provide an
overall performance evaluation of the text-to-image conver-
sion process.

4.2. Quantitative Results

Our experimental analysis in Tab. 1 provides a direct com-
parison of the OCR based recognition scores among various
models as measured in terms of Precision, Recall, F1 scores,
and Accuracy. Our results indicate that SceneTextGen con-
sistently outperforms competing models in most metrics.
Latent Diffusion Model, lacking a sophisticated mechanism
for text comprehension, typically under-performs, leading
to lower OCR scores. In contrast, DeepFloyd[49] incor-
porates a T5 encoder which aids in textual understanding,
thereby enhancing the quality of the generated text. How-
ever, its performance is still limited due to an insufficient
character-level understanding.

ControlNet[63], TextDiffuser[8], and GlyphControl[59],
which utilize predefined text layouts or spatial information,
show mixed results. While the explicit introduction of text
information allows ControlNet to achieve high OCR scores,
the resulting text often appears artificial and lacks seamless
integration within the images (see Fig. 4).

Cross-dataset Generalization Ability As demonstrated
in Tab. 1, SceneTextGen-7M, despite being trained solely
on the MARIO-7M dataset, exhibits strong generalization
capabilities. It maintains robust OCR scores across evalu-
ation sets from both the TMDB and OpenLibrary datasets,
underscoring its adaptability and the efficacy of its training
methodology.

4.3. Measuring Font Style Diversity

To quantitatively assess the diversity of font styles gener-
ated by SceneTextGen, we utilized a pretrained VGG-based
font recognition model trained on synthesized text images.
This approach involved first extracting text image patches
using a pretrained Optical Character Recognition (OCR)
model. These patches were then processed through the font
recognition model to retrieve features from the penultimate
layer. By applying t-SNE for dimensionality reduction, we
visualized the feature space to examine the proximity and
diversity of text generated by different methods.

As illustrated in Fig. 5, the rendered text images —
which serve as a baseline — were created by printing text
onto a white canvas using the layout generator from [8] with
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Pre-defined
Text Layout

MARIO-7M TMDB OpenLibrary

AP(↑) AR(↑) F1(↑) AC(↑) AP(↑) AR(↑) F1(↑) AC(↑) AP(↑) AR(↑) F1(↑) AC(↑)

TextDiffuser-10M [8] ✓ 0.6135 0.4289 0.4683 0.3425 0.4401 0.4243 0.3994 0.2889 0.5617 0.3816 0.4242 0.2916
GlyphControl-10M* [59] ✓ 0.5075 0.4118 0.4140 0.2883 0.3635 0.4082 0.3457 0.2362 0.4734 0.3762 0.3836 0.2534

Latent Diffusion Model 0.1482 0.1690 0.1296 0.0753 0.1717 0.2579 0.1703 0.0974 0.1911 0.2873 0.1923 0.1106
DeepFloyd [49] 0.2467 0.2788 0.2206 0.1366 0.2284 0.3738 0.2449 0.1500 0.2555 0.3910 0.2635 0.1610
ControlNet [63] ✓ 0.5102 0.4444 0.4238 0.2981 0.3075 0.4667 0.3284 0.2194 0.4050 0.4273 0.3690 0.2415
TextDiffuser-7M [8] ✓ 0.4778 0.3447 0.3682 0.2512 0.3198 0.3362 0.2961 0.1930 0.4257 0.3146 0.3318 0.2108
SceneTextGen-7M(Ours) 0.5274 0.4420 0.4424 0.3088 0.3813 0.4716 0.3790 0.2602 0.4136 0.4519 0.3945 0.2571

Table 1. Comparative analysis of OCR based text recognition scores across different models. Note, 7M denotes models that were trained on
the MARIO-7M dataset (7 million images with texts). In contrast, the TextDiffuser-10M category includes models trained on an expanded
dataset collection that encompasses MARIO-7M, MARIO-TMDB, and MARIO-OpenLibrary. * denotes LAION-Glyph dataset.
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Figure 4. Comparative visualization of generated images. We present a side-by-side comparison of images generated from the same text
prompt across different existing methods (with results generated by [8] as a proxy. Human faces are blurred for ethical considerations.).
Each row corresponds to a unique prompt, showcasing the visual quality, text clarity, and contextual coherence achieved by each method.

the default ’Arial’ font. This process establishes a refer-
ence for the feature distribution of ’Artificial Texts.’ Con-
trolNet [63], constrained by predefined text canny edges,
exhibits a feature distribution closely aligned with the ren-
dered text images. This proximity suggests its limitations
in integrating text seamlessly within images, a finding cor-
roborated by the qualitative results shown in Fig. 4. TextD-
iffuser [8], although performing well in most instances, still
shares some feature space with ControlNet, indicating oc-
casional production of artificial or unnatural texts. In con-
trast, SceneTextGen — operating independently of any pre-
defined canny edges or layouts — demonstrates a distinct
distribution with minimal overlap with the ’rendered text

images,’ signifying its robustness in generating naturalistic
text within the context of scene images. Example visual-
izations are in Fig. 6. In addition, to better understand the
text layout given by each model, we also show in Fig. 7 the
overall distribution of visual text in the generated images
and ground truth images.

4.4. Weight of Each Loss

In this section, we present two ablation studies to evaluate
the impact of different loss function configurations on OCR
performance. Table 3 explores the effects of using combi-
nations of word-level and character-level losses. Table 4 ex-
amines the impact of varying the weights of these loss func-
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Pre-defined
Text Layout CLIP Score(↑)

TextDiffuser-10M [8] ✓ 0.3436
GlyphControl-10M* [59] ✓ 0.3450

Latent Diffusion Model 0.3015
DeepFloyd [49] 0.3267
ControlNet [63] ✓ 0.3424
TextDiffuser-7M [8] ✓ 0.3385
SceneTextGen-7M(Ours) 0.3455

Table 2. Comparison of CLIP scores reflecting the overall image
quality generated by various models. SceneTextGen-7M achieves
the highest CLIP score, indicating superior text-image alignment
without relying on text layouts. * denotes LAION-Glyph dataset.

Natural Texts

Unnatural Texts

Figure 5. t-SNE representation of text region embeddings derived
from the penultimate layer features of a font recognition model.

Caption: A sign that says 'Hello World'

Figure 6. Diversity of font styles. SceneTextGen is able to gener-
ate visually appealing and diverse font styles and layouts for text,
without any style or layout prompts.

tions. In both studies, we assess the Average Precision (AP)
and Accuracy (AC) scores to understand how these configu-
rations influence the model’s ability to accurately recognize
and generate text in images.

4.5. Limitations

While SceneTextGen demonstrates superior performance
in scene text image generation, challenges remain. Lim-
ited scene complexity: Models struggle to accurately gen-
erate complex elements in conjunction with text, such as
a car with a ’green’ sticker specifically in the back win-

TextDiffuser SceneTextGen Ground Truth

Figure 7. Distribution of visual text coordinates in the generated
image w.r.t. the area of each box. As expected from real-life ob-
servations, the visual text in the ground truth images tends to be
located at the center of each image.

Lword Lchar AP AC
✓ 0.5082 0.3109

✓ 0.5083 0.3035
✓ ✓ 0.5274 0.3088

Table 3. Effects of loss
function combinations on the
MARIO-7M-Eval dataset

Wlam Clam AP AC
1 2 0.4107 0.2782
0.1 0.2 0.4587 0.2895
0.01 0.02 0.5274 0.3088

Table 4. Impact of varying
loss weights on the MARIO-
7M-eval dataset

LDM          DeepFloyd ControlNet     TextDiffuser SceneTextGen

Caption: a green-colored luxury car with a 'green' sticker in the back window

Caption: photo of a sign with 'having a dog named shark at the beach was a mistake'

C
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Figure 8. Failure cases in complex scene interpretation and pro-
cessing of lengthy prompts for text.

dow.(Fig. 8, Case 1). Long text handling: Text accuracy
and coherence decrease with increasing length (Fig. 8, Case
2). These areas require further development.

5. Conclusion
SceneTextGen, incorporating a character-level encoder and
hierarchical text integration, offers advancements in scene
text image generation. Despite improved text rendering,
limitations arise in generating complex visuals and handling
lengthy text. These challenges highlight the ongoing dif-
ficulty in reconciling textual accuracy with broader image
synthesis. This work furthers our understanding of text-
image generation, paving the way for future exploration.
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