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Abstract

Dance is a form of human motion characterized by emo-
tional expression and communication, playing a role in var-
ious fields such as music, virtual reality, and content cre-
ation. Existing methods for dance generation often fail to
adequately capture the inherently sequential, rhythmical,
and music-synchronized characteristics of dance. In this
paper, we propose a new dance generation approach that
leverages a Mamba-based diffusion model. Mamba, spe-
cialized for handling long and autoregressive sequences,
is integrated into our diffusion model as an alternative to
the off-the-shelf Transformer. Additionally, considering the
critical role of musical beats in dance choreography, we
propose a Gaussian-based beat representation to explicitly
guide the decoding of dance sequences. Experiments on
AIST++ dataset show that our proposed method effectively
reflects essential dance characteristics and advances per-
formance compared to the state-of-the-art methods.

1. Introduction

Dance is a specified human motion that embodies rhyth-
mic sequences of body poses, serving as an integral medium
for social communication and artistic expression. Recently,
generative AI models have enabled automated music-driven
dance generation [9, 10, 10, 11, 13, 16–18]. These advances
can significantly reduce the creative burden, benefiting vari-
ous industries such as music, content creation, video games,
and virtual reality applications.

Previous methods [9–11, 13, 16–18] in 3D dance genera-
tion primarily adopt Transformer-based architectures due to
their effectiveness in modeling global contexts via attention
mechanism. However, Transformers [19] often struggle
with handling long and autoregressive sequences because of
their limited inductive bias towards temporal causality. Re-
cent studies [3, 20, 21] have explored integrating Mamba-
based architectures into dance generation pipelines to better

capture dance characteristics, yet these models still partially
depend on attention modules through hybrid designs.

Moreover, existing approaches [10, 11, 13, 16–18] lack
effective methods for injecting beat information. Gener-
ally, choreography or dance instructing involves segment-
ing movements according to beats, making beat informa-
tion as crucial as music for the dance motions. Although
music features contain low-dimensional beat information,
this representation is insufficiently influential in guiding the
generation process. Beat-It [8] introduces a relatively infor-
mative beat representation disentangled from music; how-
ever, it heavily relies on neural network embeddings and
encoding processes, rather than directly modeling the fun-
damental impact of beats on dance movements.

In this paper, we introduce MambaDance, a Mamba-
based architecture for 3D dance generation, which lever-
ages Mamba’s SSM modules which use strong inductive
bias for modeling autoregressive temporal dynamics [1, 4].
We achieve this by proposing a Mamba-based diffusion
model, whose dance decoder block consists of single-modal
and cross-modal Mamba modules, interleaved with Adap-
tive Linear Modulation modules to effectively integrate beat
and music information (see Fig. 1). Additionally, we pro-
pose a new explicit beat representation based on intuitive
signal distributions, highlighting the crucial role of beats in
structuring dance sequences and distinguishing them from
normal human motion. Comprehensive experiments con-
ducted on a 3D dance dataset demonstrate that our method
effectively generates dance sequences faithfully reflecting
rhythmic and structural characteristics, consistently achiev-
ing superior performance.

In summary, our contributions are as follows:
• We propose MambaDance, a Mamba-based diffusion

model, tailored for generating autoregressive dance data.
• We propose a new beat representation as an essential con-

ditional input, enabling the model to accurately capture
dance-specific motion characteristics.

• We conduct experiments demonstrating improvements
driven by specific modules and the beat representation.
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x̂

Figure 1. The overall architecture of MambaDance. We extract music feature m ∈ RL×35 with Librosa [14]. The last dimension
corresponds to the binary mask of beat, subsequently represented as b ∈ RL×1 (blue box). In the dance decoder block, condition token c is
constructed by concatenating entangled musical condition and timestep token. This token injects the musical information by Cross-Modal
Mamba, along with the summation of mean-pooled conditional token and time step embedding by Adaptive Linear Modulation (gray box).

2. Method

2.1. Mamba for Dance Generation

Following EDGE [18], we define sliced dance motion as
a sequence of L-length poses x ∈ RL×151, represented
with SMPL [12] format. The music clip is processed us-
ing Librosa [14] to extract musical features m ∈ RL×35

as a condition for the diffusion model. The last dimension
of m corresponds to a one-hot encoded beat, where we ex-
tract beat representations b ∈ RL×1 for the other condi-
tion. In the context of the diffusion-based dance genera-
tion and efficacy of Mamba for sequence modeling [1, 4],
we propose a novel approach, referring to MambaDance,
for music-to-3D dance generation. As in Fig. 1, we lever-
age Mamba for sampling x̂θ, mainly focusing on the in-
ductive bias to process complex sequential 3D dance data.
Dance decoder (green box in Fig. 1) processes motion latent
x ∈ RL×E produced by an MLP with 8 dance decoder lay-
ers, and outputs predicted motion sequences x̂ ∈ RL×151.
Here, E stands for the latent dimension hyperparameter.
Musical condition cm ∈ RL×E is constructed by MLP-
based Music-Beat Mixer and Mamba Encoder in each dance
decoder layer, which consists of Single-Modal Mamba
(SMM), Cross-Modal Mamba (CMM), Feed-Forward Net-
work (FFN) and Adaptive Linear Modulation (AdaLM).

SMM transforms input noisy motion sequence using
two Temporal SSM Block and bi-directional Spatial SSM
Block. The Temporal SSM Block, following [4], transits
arbitrary sequence a ∈ RL×E along L sequence length axis,
and the Spatial SSM Block transits rearranged sequence
a′ ∈ RE×L along E spatial latent dimension bidirection-
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Figure 2. Single-Modal Mamba (left) and Cross-Modal
Mamba (right). Light blue, dark blue, and pink blocks corre-
spond to motion, condition, and timestep tokens, respectively.

ally. In contrast, CMM leverages the same Temporal SSM
Block to get the information of conditions by concatenat-
ing all the input sequences including timestep embedding
et ∈ R2×E as [x, cm, et], and outputs the motion part ex-
tracted after the transition (see Fig. 2).

Additionally, we introduce Adaptive Linear Modulation
(AdaLM), a normalization-based modulation technique for
1-dimensional input sequences. Previous adaptive normal-
ization techniques [2, 7] apply conditioned scaling and
shifting to the calculated mean and standard deviation for
the input images. Similarly, we scale and shift the group-
normed 1D motion input with the given summation of



mean-pooled musical and timestep conditions cmod ∈ RE :

AdaLM(x, γ, β) = (1 + γ) ∗GroupNorm(x) + β, (1)

where γ and β are from the projected conditioning input
cmod by internal activation network.

2.2. Beat Representation
Previous studies have identified a strong consistency be-
tween musical beats and the dance motion beats [8, 10, 16,
18]. Capturing this rhythmic correspondence is essential
for generating coherent and expressive dance sequences. In
many existing approaches, beat information is included in
the music features. For instance, Librosa [14] is commonly
used to extract a 1-dimensional binary beat signal, which is
included as a part of a 35-dimensional music feature vector
m. Beat-It [8] addresses sparsity and less informativeness
of the binary representation by introducing a beat represen-
tation in the form of a vector, where each entry denotes the
temporal distance to the nearest beat frame. However, the
resulting signal remains monotonic and fails to explicitly re-
flect the decreasing influence of frames further from beats.

Figure 3. Visualizations of the nearest beat distance [8] (top)
and our beat representation (bottom) for a sliced music clip.

In practical dance choreography, beats serve as natural
segmentation points that structure and differentiate motion
phrases. Therefore, an effective beat representation should
satisfy two key properties: frames closer to beats should
exhibit higher signal strength, and this strength should de-
cay rapidly yet smoothly as temporal distance increases.
To meet these criteria, we propose a beat representation
b ∈ RL×1 using a Gaussian decay function, intuitively mod-
eling signal attenuation from the beat frames.

As illustrated in Fig. 3, we first compute nearest beat dis-
tance d for each frame as the minimum distance to the clos-
est preceding or following beat frame. Given a scale factor
α and the interval l between adjacent beats, we define:

b = exp

(
− d2

2σ2

)
. (2)

Among various decay functions (Gaussian, logarithmic, and
exponential), we adopt the Gaussian form due to its advan-
tageous properties. It naturally produces values in the range
[0, 1], eliminating the need for further normalization, and its
bell-shaped curve provides a smooth and localized empha-
sis around the beat frames. The resulting signal offers an
explicit and interpretable rhythmic cue that aligns well with
the expressive structure of dance motion.

3. Experiments

3.1. Experiment Design

We evaluate MambaDance on the AIST++ [10] dataset
sampled at 30 FPS. AIST++ consists of 1,408 high-quality
short dance sequences, performed by professional dancers
across 10 genres. We set the length L of training motion
and music sequences to 128.

We compare our method with the following baselines,
which show recent advances by leveraging Transformer-
based diffusion architectures in music-conditioned 3D
dance generation.

• EDGE [18]: The first approach to use Transformer-based
diffusion model for 3D dance generation with rich music
representation from Jukebox.

• POPDG [13]: A follow-up method utilizing an improved
diffusion model (iDDPM [15]) based on additional align-
ment module and space augmentation algorithm.

3.2. Evaluation Metrics

We evaluate the generated dance motions using standard
metrics. To measure motion realism, we use the Fréchet
Inception Distance (FID), reporting both kinematic (FIDk)
and geometric (FIDg) variants. Physical plausibility is as-
sessed using the Physical Foot Contact (PFC) score and
the Physical Body Contact (PBC) score. The Beat Align-
ment Score (BAS) measures how well the generated mo-
tion beats align with the music beats. Motion diversity is
quantified by the Diversity metric (Div), which computes
the average pairwise distance of kinematic and geometric
features. Since the metrics do not exactly represent human
evaluation, we conduct a user study and report the win rate
(Wins) of ours over the baselines.

Unlike prior works [13, 18], we calculate all the metrics
on full-length dance sequences instead of sliced motions to
better reflect global temporal coherence, aligned with the
goal of generating complete dances for entire music. In ad-
dition, we report the mean and standard deviation across 10
independent results to ensure statistical reliability. Further
details regarding the evaluation metrics and user study are
provided in Section 7.



Model Fidelity Beat Diversity Wins (↑)
FIDk (↓) FIDg (↓) PFC (↓) PBC (→) BAS (↑) Divk (→) Divg (→)

GT - - 1.25 8.35 - 9.61 7.78 -

EDGE 125.99±128.69 28.72±4.29 3.1883±0.5318 5.6923±0.4121 0.2572±0.0112 11.45±3.25 4.91±0.56 82.5%
POPDG 777.32±711.65 60.08±5.98 4.8615±0.6010 5.9301±0.6438 0.2318±0.0129 24.08±7.40 7.87±0.59 88.5%
Ours 33.60±7.04 28.05±0.74 1.5297±0.1743 6.1807±0.6495 0.2518±0.0172 6.17±0.96 3.59±0.20 -

Table 1. Quantitative results on the AIST++ dataset. GT motion is used as the reference. For each metric, ↓ indicates lower is better,
and → indicates closer to the real motion is better. The best and second-best results are highlighted in bold and underline, respectively.

3.3. Comparisons
As shown in Table 1, our model consistently outperforms
baselines in metrics related to fidelity, such as FIDk, FIDg ,
PFC, and PBC. These results indicate that MambaDance
produces more natural and physically plausible 3D dance
motions. Furthermore, as reflected in the Wins metric from
our user study, dance sequences generated by our model are
more frequently preferred by human evaluators compared
to those produced by baselines. In contrast to EDGE and
POPDG, which often suffer from static or repetitive motion
patterns, MambaDance generates more expressive move-
ments that are better aligned with the musical rhythm and
beat. In particular, our model achieves improved coordi-
nation between upper and lower body motions, resulting in
smoother full-body dynamics and a notable reduction in ar-
tifacts such as foot sliding. These qualitative improvements
are illustrated in Fig. 4 and the supplementary video.
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Figure 4. Qualitative comparison. Each row shows a set of sam-
pled frames captured at consistent intervals from the full motion
sequence.

3.4. Ablation Studies
We analyze the effects of the proposed beat representation
and AdaLM through ablation experiments on the AIST++
dataset. As shown in Table 2, the physical plausibility of
the generated motion improves, leading to a lower FIDk

while the diversity of movements increases under varying

musical conditions, reflected in a higher Divk. In addition,
when the Gaussian-based beat representation is applied, the
results show a clear improvement in BAS and further in-
creases in Divk due to more structurally diverse motion pat-
terns. Overall, both modules contribute meaningfully to the
improvement of key aspects in dance generation, including
realism, diversity, and rhythm synchronization.

Ablations Metrics

Beat AdaLM FIDk (↓) BAS (↑) Divk (→)

47.10±6.71 0.2390±0.0141 4.08±0.36

✓ 43.30±2.50 0.2436±0.0187 4.36±0.25

✓ ✓ 33.60±7.04 0.2518±0.0172 6.17±0.96

Table 2. Ablation study on beat representation and AdaLM.

4. Conclusion

In this paper, we have proposed MambaDance, a novel
approach for music-conditioned 3D dance generation.
The proposed method fully substitutes self-attention and
cross-attention for Single-Modal Mamba and Cross-Modal
Mamba, respectively, which effectively capture long-range
dependencies with linear complexity. Furthermore, we in-
troduce an informative beat representation based on Gaus-
sian decay, considering the role of beat and emphasiz-
ing the significance of beat information during dance de-
coding. Experimental results demonstrate the superiority
of our approach over baselines across fidelity, beat align-
ment, and diversity. By addressing the challenges of 3D
dance generation, our study highlights the potential for ad-
vancements in applications such as AI-driven choreogra-
phy, creative content creation, and virtual performance sys-
tems. Nonetheless, our method occasionally exhibits mo-
tion glitches, a common limitation in non-autoregressive
generation pipelines. Future work may mitigate this issue,
for example, by incorporating an improved motion stitching
algorithm during inference.
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Not Like Transformers: Drop the Beat Representation for Dance Generation
with Mamba-Based Diffusion Model

Supplementary Material

5. Preliminaries

Selective State Space Model. State Space Models
(SSMs), particularly Structured State Space Models (S4 [5])
and Mamba [1, 4], have shown superior capabilities of mod-
eling long-range dependencies of sequential data. These
models map an input sequence xt ∈ RT to an transited out-
put sequence yt ∈ RT through a hidden state ht ∈ RN .
SSM can be discretized with step size ∆ as follows:

ht = Aht−1 +Bxt

yt = C⊤ht,
(3)

where A ∈ RN×N , B ∈ RN×1, and C ∈ RN×1 are state
matrix, input matrix, and output matrix, defined by state
dimension N , respectively. This system can be expressed
using a global convolution with a structured convolutional
kernel K̄ (note that x denotes general sequential input here):

K̄ = (C⊤B̄, C⊤ĀB̄, . . . , CĀL−1B̄)

y = x ∗ K̄.
(4)

To deviate from linear time-invariance (LTI),
Mamba1 [4] introduces selective scanning with time-
varying parameters, overcoming computational challenges
with associative scans. Mamba2 [1] further enhances the
efficiency by conceptually connecting SSM and attention
mechanism, enabling faster computations while maintain-
ing competitive performance against Transformers [19].

Diffusion Model. We adopt DDPM [6] formulation, de-
fined by a forward noising process of latents {zt}Tt=1:

q(zt|x) ∼ N (
√
ᾱtx, (1− ᾱt)I), (5)

where x ∼ p(x), and ᾱt ∈ (0, 1) are constants which fol-
low a monotonically decreasing schedule. Given musical
condition cm from music feature m and beat representation
b, the diffusion model reverses the forward diffusion pro-
cess to estimate x̂θ(zt, t,m, b) ≈ x for all timestep t, where
θ denotes the model parameters.

We adopt a standard reconstruction loss of the diffusion
models, defined as:

Lsimple = Ex,t

[
∥x− x̂θ(zt, t,m, b)∥22

]
. (6)

6. Loss function
Additionally, following EDGE [18], the auxiliary losses can
be formulated as:

Lpos =
1

L

L∑
i=1

∥∥∥FK(x(i))− FK(x̂(i))
∥∥∥2
2

Lvel =
1

L− 1

L−1∑
i=1

∥∥∥(x(i+1) − x(i))− (x̂(i+1) − x̂(i))
∥∥∥2
2

Lfoot =
1

L− 1

L−1∑
i=1

∥∥∥(FK′(x̂(i+1))− FK′(x̂(i))) · ŷ(i)
∥∥∥2
2
,

(7)

where FK(·) and FK′(·) denote the forward kinematic
function which convert joint angles into joint positions for
all joints and foot joints, respectively. L indicates the num-
ber of frames and the index is denoted as superscript i. Also,
ŷ stands for the predicted binary foot contact label. A po-
sition loss Lpos measuring the similarity of joint positions,
a velocity loss Lvel assessing the similarity of joint veloci-
ties, and a contact consistency loss Lfoot ensuring accurate
foot-ground contacts.

The total loss function for training MambaDance com-
bines these terms as:

Ltotal = Lsimple + λposLpos + λvelLvel + λfootLfoot, (8)

7. Evaluation Metrics
To quantitatively evaluate the quality of the generated dance
motions, we adopt several commonly used metrics from
prior works. We used a sequence length of 128, which
slightly differs from the original baseline setting of 150,
and calculated all metrics for whole integrated dance, so the
metric values may differ from those reported in prior works.

Motion Quality. To evaluate the quality of generated mo-
tions, we compute the Fréchet Inception Distance (FID) be-
tween motion features of generated and ground truth motion
sequences. For each motion, we extract kinematic and ge-
ometric features, which respectively capture physical natu-
ralness and overall dance choreography.

Physical Foot Contact Score. To evaluate the physical
plausibility of foot movements in response to dance mo-
tion, we adopt the Physical Foot Contact Score (PFC) pro-



posed in EDGE [18]. This physically-inspired metric as-
sesses whether foot-ground interactions are realistic or not
without requiring explicit physical modeling. It evaluates
the center of mass (COM) acceleartion along both horizon-
tal plane and vertical axiz. Lower PFC scores indicate more
physically plausible motions.

Physical Body Contact Score. Inspired by POPDG [13],
PBC measures the overall physical feasibility of full-body
movements by analyzing inter-limb and upper-body con-
tacts to identify implausible interpenetrations or unnatural
poses.

Motion Diversity. To assess the diversity of the generated
motions, we compute the average feature distance of gen-
erated motions and ground truth motions. Following Bai-
lando [16], we consider both kinematic and geometric fea-
tures, denoted as Divk and Divg , repectively. Higher values
indicate greater variability in motion patterns.

Beat Alignment Score. To evaluate the beat consistency
between the generated dance and the music, we follow Bai-
lando [16] and compute the average temporal distance be-
tween each music beat and its nearest motion beat. A higher
BAS value indicates better synchronization between the
motion and the rhythm of the music.

User Study (Wins). For the user study, we gather 20 par-
ticipants and each of them watches 10 pairs of dance videos,
with each pair corresponding to one of the 10 music tracks
in the test set. Every pair consists of two dance sequences
generated for the same music–one by MambaDance and the
other by either EDGE [18] or POPDG [13]. Evaluators are
asked to choose which video performed better according to
specific criteria. Two separate surveys are conducted, one
comparing ours with EDGE and the other with POPDG.
The criteria for ”better performance” are clearly defined as
follows:
• Which one demonstrates more natural dance movements?
• Which one aligns better with the music in terms of beat

and rhythm synchronization?
• Which one exhibits more diverse and dynamic move-

ments?
To prevent positional bias, the order of the videos within
each pair is randomized. For fair comparisons against both
baselines, we generate two different dance sequences per
music track, ensuring a balanced and unbiased evaluation
for each baseline. The videos used for user study are in-
cluded in the supplementary materials.
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