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ABSTRACT

Recent works have revealed that infinitely-wide feed-forward or recurrent neu-
ral networks of any architecture correspond to Gaussian processes referred to as
Neural Network Gaussian Processes (NNGPs). While these works have extended
the class of neural networks converging to Gaussian processes significantly, how-
ever, there has been little focus on broadening the class of stochastic processes
that such neural networks converge to. In this work, inspired by the scale mixture
of Gaussian random variables, we propose the scale mixture of NNGPs for which
we introduce a prior distribution on the scale of the last-layer parameters. We
show that simply introducing a scale prior on the last-layer parameters can turn
infinitely-wide neural networks of any architecture into a richer class of stochas-
tic processes. With certain scale priors, we obtain heavy-tailed stochastic pro-
cesses, and in the case of inverse gamma priors, we recover Student’s ¢ processes.
We further analyze the distributions of the neural networks initialized with our
prior setting and trained with gradient descents and obtain similar results as for
NNGPs. We present a practical posterior-inference algorithm for the scale mixture
of NNGPs and empirically demonstrate its usefulness on regression and classifi-
cation tasks. In particular, we show that in both tasks, the heavy-tailed stochastic
processes obtained from our framework are robust to out-of-distribution data.

1 INTRODUCTION

There has been growing interest in the literature on the equivalence between wide deep neural
networks and Gaussian Processes (GPs). Neal (1996) showed that a shallow but infinitely-wide
Bayesian Neural Network (BNN) with random weights and biases corresponds to a GP. This result
was extended to fully-connected deep neural networks of any depth (Lee et al., 2018; Matthews et al.,
2018), which are shown to converge to GPs as the width grows. Similar results were later obtained
for deep Convolutional Neural Networks (CNNs) (Novak et al., 2018; Garriga-Alonso et al., 2019)
and attention networks (Hron et al., 2020). In fact, Yang (2019) showed that wide feed-forward or
recurrent neural networks of any architecture converge to GPs and presented a generic method for
computing kernels for such GPs. Under this correspondence, the posterior inference of an infinitely-
wide BNN boils down to the posterior inference of the corresponding GP called NNGP for which a
closed-form posterior can be computed exactly.

Our goal is to advance this line of research by going beyond GPs. We present a simple yet flexible
recipe for constructing infinitely-wide BNNs that correspond to a wide range of stochastic processes.
Our construction includes heavy-tailed stochastic processes such as Student’s ¢ processes which
have been demonstrated to be more robust than GPs under certain scenarios (Shah et al., 2014).

Our construction is inspired by a popular class of distributions called scale mixtures of Gaus-
sians (Andrews & Mallows, 1974); such a distribution is obtained by putting a prior on the scale
or variance parameter of a Gaussian distribution. We extend this scale mixing to NNGPs, where we
introduce a prior distribution on the scale of the parameters for the last layer (which is often re-
ferred to as readout layer) in a wide neural network. We show that simply introducing a scale prior
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on the last layer can turn infinitely-wide BNNs of any architecture into a richer class of stochastic
processes, which we name as scale mixtures of NNGPs. These scale mixtures include a broad class
of stochastic processes, such as heavy-tailed processes which are shown to be robust to outliers.
In particular, when the prior on the scale is inverse gamma, the scale mixture of NNGPs becomes
Stduent’s ¢ process (Shah et al., 2014).

We demonstrate that, despite increasing flexibility, mixing NNGPs with a prior on the scale parameter
does not increase the difficulty of posterior inference much or at all in some cases. When we mix the
scale parameter with inverse gamma (so that the mixture becomes a ¢ process), we can compute the
kernel efficiently and infer the exact posterior, as in the case of NNGPs. For generic scale priors and
regression tasks with them, we present an efficient approximate posterior-inference algorithm based
on importance sampling, which saves computation time by reusing the shared covariance kernels.
For classification tasks with categorical likelihood (for which an exact posterior is not available even
for the original NNGP), we present an efficient stochastic variational inference algorithm.

We further analyze the distributions of the neural networks initialized with our prior setting and
trained with gradient descents and obtain results similar to the ones for NNGPs. For NNGP, it has
been shown (Matthews et al., 2017; Lee et al., 2019) that when a wide neural network is initialized
with the NNGP specification and then trained only for the last layer (with all the other layers fixed),
its fully trained version becomes a random function drawn from the NNGP posterior. Similarly,
we analyze the distribution of a wide neural network of any architecture initialized with our prior
specification and trained only for the last layer, and show that it becomes a sample from a scale
mixture of NNGPs with some scaling distribution. Interestingly, the scaling distribution is a prior,
not a posterior. For the fully-connected wide neural networks, we extend the analysis to the case
where all the layers are trained with gradient descent, and show that the limiting distribution is again
a scale mixture of GPs with a prior scaling distribution and each GPs using a kernel called Neural
Tangent Kernel (NTK). In the case of an inverse gamma prior, the limiting distribution becomes
Student’s ¢ process, which can be computed analytically.

We empirically show the usefulness of our construction on various real-world regression and classi-
fication tasks. We demonstrate that, despite the increased flexibility, the scale mixture of NNGPs is
readily applicable to most of the problems where NNGPs are used, without increasing the difficulty
of inference. Moreover, the heavy-tailed processes derived from our construction are shown to be
more robust than NNGPs for out-of-distribution or corrupted data while maintaining similar perfor-
mance for the normal data. Our empirical analysis suggests that our construction is not merely a
theoretical extension of the existing framework, but also provides a practical alternative to NNGPs.

1.1 RELATED WORKS

NNGP and NTK  Our construction heavily depends on the tensor-program framework (Yang, 2019)
which showed that a wide BNN of any feed-forward or recurrent architecture converges in distribu-
tion to an NNGP, as its width increases. Especially, we make use of the so-called master theorem
and its consequence (reviewed in Section 1.1) to derive our results. Building on the seminal work
on NTK (Jacot et al., 2018), Lee et al. (2019) analyzed the dynamics of fully-connected neural net-
works trained with gradient descent and showed that fully-trained infinitely-wide networks are GPs.
In particular, they confirmed the result in Matthews et al. (2017) that when a fully-connected neu-
ral network is initialized from a specific prior (often referred to as the NTK parameterization) and
trained only for the last layer under gradient descent and squared loss, its fully-trained version be-
comes a posterior sample of the corresponding NNGP. Lee et al. (2019) further analyzed the case
where all the layers are trained with gradient descent and showed that the network also converges to
a GP with specific parameters computed with the so called NTK kernel. We extend these results to
our scale mixture of NNGPs in Section 3.

Heavy-tailed stochastic processes from infinitely-wide BNNs The attempts to extend the results
on NNGPs to heavy-tailed processes have been made in the past, although not common. The rep-
resentative case is the work by Favaro et al. (2020), which showed that under an alternative prior
specification, a wide fully-connected neural network converges to stable processes, as the widths in-
crease. This result was later extended to deep CNNs in (Bracale et al., 2021). What distinguishes our
approach from these works is the simplicity of our construction; it simply puts a prior distribution
on the scale of the last-layer parameters of a network and makes the scale a random variable, while
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the constructions in those works replace priors for entire network parameters from Gaussian to other
distributions. This simplicity has multiple benefits. First, most of the nice properties of NNGPs,
such as easy-to-compute posteriors and the correspondence to gradient descent training, continue
to hold in our approach as a version for mixture distributions, while it is at least difficult to find
similar adjustments of these results in those works. Second, our approach is applicable to arbitrary
architectures, while those works considered only fully-connected networks and CNNs.

2 PRELIMINARIES

We start with a quick review on a few key concepts used in our results. For M € N, let [M] be the
set {1,..., M}. Also, write R forthe set {x € R | z > 0}.

2.1 TENSOR PROGRAMS AND NEURAL NETWORK GAUSSIAN PROCESSES

Tensor programs (Yang, 2019) are a particular kind of straight-line programs that express compu-
tations of neural networks on fixed inputs. In a sense, they are similar to computation graphs used
by autodiff packages, such as TensorFlow and PyTorch, but differ from computation graphs in two
important aspects. First, a single tensor program can express the computations of infinitely-many
neural networks, which share the same architecture but have different widths. This capability comes
from the parameter n of the tensor program, which determines the dimensions of vectors and ma-
trices used in the program. The parameter corresponds to the width of the hidden layers of a neural
network, so that changing n makes the same tensor program model multiple neural networks of
different widths. Second, tensor programs describe stochastic computations, where stochasticity
comes from the random initialization of network weights and biases. These two points mean that
we can use a single tensor program to model the sequence of BNNs of the same architecture but with
increasing widths, and understand the limit of the sequence by analyzing the program. The syntax
of and other details about tensor programs are given in Appendix A.

We use tensor programs because of the so called master theorem, which provides a method for
computing the infinite-width limits of BNN sequences expressed by tensor programs. For the precise
formulation of the theorem and the method, again see Appendix A.

To explain the master theorem more precisely, assume that we are given a family of BNNs {f,, }nen
that are indexed by their widths n and have the following form:

1
fn(_; Vi, lI’n) : RI — Ra fn(x; Vi, lIln) = = Z Vn,a ¢(gn(x§ ‘Iln))om
\/ﬁ a€gln]

where v,, € R" and ¥,, € R"*" (for some fixed P) are the parameters of the n-th network, the
former being the ones of the readout layer and the latter all the other parameters, I is the dimension
of the inputs, ¢ is a non-linear activation function of the network, and g, (x; ¥,,) is the output of
a penultimate linear layer, which feeds directly to the readout layer after being transformed by the
activation function. In order for the computations of these BNNs on some inputs to be represented
by a tensor program, the components of the networks have to satisfy at least the following two
conditions. First, the entries of v,, and W,, are initialized with samples drawn independently from
(possibly different) zero-mean Gaussian distributions. For the entries of v,,, the distributions are the
same and have the variance o'g for some o, > 0. For the entries of W,,, the distributions may be
different, but if we restrict them to those in each column j of ¥, they become the same and have
the variance o;/n for some o; > 0. Second, ¢(z) is controlled, i.e., it is bounded by a function
exp(C|z|?>~¢ + ¢) for some C, ¢, ¢ > 0. This property ensures that ¢(z) for any Gaussian variable z
has a finite expectation.

Let xq,...,x € R be M inputs. When the computations of the BNNs on these inputs are
represented by a single tensor program, the master theorem holds. It says that there is a general
method for computing 1 € RM and ¥ € RM*M jnductively on the syntax of the program such that
w and ¥ characterize the limit of (¢, (X1; ¥5), - . -, 9n(Xar; ¥ ) )nen in the following sense.

Theorem 2.1 (Master Theorem). Let h : RM — R be a controlled function. Then, as n tends to oo,

1 ¢
E Z h(gn(xﬁ 'I’n)ou ce 7gn(X]W; lI’n)a) — EZ~N(;L,E) [h(Z)} ) (D
a=1
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a.s.
where — refers to almost sure convergence.

The next corollary describes an important consequence of the theorem.

Corollary 2.2. As n tends to oo, the joint distribution of ( fn(Xm; Vi, ¥n))me|r) converges weakly

to the multivariate Gaussian distribution with zero mean and the following covariance matrix IC €
RMXM.

K =00 Eznius) [0(Z)o(Z))] (2)
where Z; and Z; are the i-th and j-th components of Z.

The above corollary and the fact that C depend only on the shared architecture of the BNNs, not on
the inputs x1.,7, imply that the BNNs converge to a GP whose mean is the constant zero function and
whose kernel is

k(x,xX') =02 Ezonius) [0(21)0(22)] 3)

where (p, X) is constructed as described above for the case that M = 2 and (x1,%x2) = (x,%/).
This GP is called Neural Network Gaussian Process (NNGP) in the literature.

2.2 STUDENT’S t PROCESSES

Student’s ¢ processes feature prominently in our results to be presented shortly, because they are
marginals of the scale mixtures of NNGPs when the mixing is done by inverse gamma. These pro-
cesses are defined in terms of multivariate Student’s ¢ distributions defined as follows.

Definition 2.1. A distribution on R? is a multivariate (Student’s) t distribution with degree of free-
dom v € R, location ;1 € R and positive-definite scale matrix ¥ € R?*? if it has the following
density:

v+d
2

p(x) = G((v +d)/2) (1 L

(vm)t -G(v/2) - |82

where G(-) is the gamma function. To express a random variable drawn from this distribution, we
write x ~ MVTy(v, u, X).

When v > 1, the mean of the distribution MV Ty (v, i, X) exists, and it is . When v > 2, the
covariance of distribution also exists, and it is V—ZQE. As for the Gaussian distribution, the multi-
variate ¢ distribution is also closed under marginalization and conditioning. More importantly, it can
be obatined as a scale mixture of Gaussians; if 02 ~ InvGamma(a,b) and x|o? ~ N(p,o%%),
then the marginal distribution of x is MVT(2a, u, 22) For the definition of the inverse gamma
distribution, see Definition B.1.

Student’s ¢ process is a real-valued random function such that the outputs of the function on a finite
number of inputs are distributed by a multivariate ¢ distribution (Shah et al., 2014). Consider a set
X (for inputs) with a symmetric positive-definite function x : X x X — R.

Definition 2.2. A random function f : X — R is Student’s t process with degree of freedom
v € R, location function M : X — R, and scale function &, if for all d and inputs z1,...,zq € &,
the random vector (f(z1),..., f(z4)) has the multivariate ¢ distribution MVT4(v, i, X), where
p=(M(x1),...,M(xq)) and ¥ is the d x d matrix defined by ¥; jy = k(z;, 7).

3 RESULTS

We will present our results for the regression setting. Throughout this section, we consider only
those BNNs whose computations over fixed inputs are representable by tensor programs. Assume
that we are given a training set Dy = {(xx,yx) € RI x R | 1 < k < K} and a test set D, =
{(xKx+e,yK+e) [1 < E< L}

Our idea is to treat the variance o2 for the parameters of the readout layer in a BNN as a random
variable, not a deterministic value, so that the BNN represents a mixture of random functions (where
the randomness comes from that of o2 and the random initialization of the network parameters). To
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state this more precisely, consider the computations of the BNNs { f,,(—; V., ¥,) }nen on the inputs
X1.K+ in the training and test sets such that n is the width of the hidden layers of f,, and these
computations are representable by a tensor program. Our idea is to change the distribution for the
initial value of v,, from a Gaussian to a scale mixture of Gaussians, so that at initialization, the BNNs
on x1.x+1, become the following random variables: for each n € N,

o2 ~H, Vn.alo? ~ N(0,02) fora € [n], U, (o) ~N(0,07/n) fora € [n], j € [P],

fn(xi§v'na \IIn) = % Z Vo, ¢(gn(xi; ‘IJn))a fori € [K + LL
K a€(n]

where H is a distribution on positive real numbers, such as the inverse-gamma distribution, P is the

number of columns of ¥,,, and o? and g,, are, respectively, the variance specific to the j-th column

of ¥, and the output of the penultimate linear layer, as explained in our review on tensor programs.

Our first result says that as the width of the BNN grows to oo, the BNN converges in distribution to a
mixture of NNGPs, and, in particular, to Student’s ¢ process if the distribution  is inverse gamma.

Theorem 3.1 (Convergence). As n tends to oo, the random variable ( fr,(Xi; Vn, W1))ic[k+1] cOn-
verges in distribution to the following random variable ( foo(X;))ic|K+1)*

ol ~H, (foo(x0))icik+1)lon ~ N (0,07 - K),

where K jy = Eznus)0(Zi)¢(Z;)] fori,j € [K + L). Furthermore, if H is the inverse-
gamma distribution with shape a and scale b, the marginal distribution of ( fso(X;))ic[k+1) IS the
following multivariate t distribution:

(foo (%i))ieir+1) ~ MVT k4 1(2a,0, (b/a) - K),

where MVT 4(V', 1/, K') denotes the d-dimensional Student’s t distribution with degree of freedom
V', location 1, and scale matrix K'.

This theorem holds mainly because of the master theorem for tensor programs (Theorem 2.1). In
fact, the way that its proof uses the master theorem is essentially the same as the one of the NNGP
convergence proof (i.e., the proof of Corollary 2.2), except for one thing: before applying the master
theorem, the proof of Theorem 3.1 conditions on o2 and removes its randomness. The detailed proof
can be found in the appendix.

As in the case of Corollary 2.2, although the theorem is stated for the finite dimensional case with
the inputs X;.x . 1., it implies the convergence of the BNNs with random o2 to a scale mixture of GPs
or to Student’s ¢ process. Note that o2 - K in the theorem is precisely the covariance matrix K of
the NNGP kernel on x;.x 1, in Corollary 2.2. We thus call the limiting stochastic process as scale
mixture of NNGPs.

Our next results characterize a fully-trained BNN at the infinite-width limit under two different train-
ing schemes. They are the versions of the standard results in the literature, generalized from GPs to
scale mixtures of GPs. Assume the BNNs under the inputs x;.x . , that we have been using so far.

Theorem 3.2 (Convergence under Readout-Layer Training). Assume that we train only the readout

layers of the BNNS using the training set Dy, under mean squared loss and infinitesimal step size.

Formally, this means the network parameters are evolved under the following differential equations:
K

dvi® 20(gn (Xi: \Il(t))) dw®
0) g0y — o no_ o Lo g® In X3 Wy, n
(V0 #10) = (v @), o = 5 (5 s i, @) ) SEEES, S < 0

=

Then, the time and width limit of the random variables (f,(Xxti; v, \Ilg)))iem, denoted
(f& (XK +4))ie[r), is distributed by the following mixture of Gaussians:
— ——1 — — ——1—

012; ~ Ha (fgc? (XK+i))i€[L] ‘0-12; ~ N( (K:te,IrK:tr,n«Y;r) 5 012; (K:te,te - Kte,trlctrJrK:tr,te)) 5
where Y;, consists of the y values in Dy, (i.e., Y, = (y1,...,yx)) and the K’s with different sub-
scripts are the restrictions of K in Theorem 3.1 with training or test inputs as directed by those sub-
scripts. Furthermore, if H is the inverse-gamma distribution with shape a and scale b, the marginal
distribution of (f (X 14))ic(r] is the following multivariate t distribution:

¢ (Ko~ Koo )

-1

(f (Kic+0))ieqn) ~ MVTy, (2a, (KeearKorurYer),

a
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One important point about this theorem is that the distribution of (fS5(Xx 1:))ic(r] is not the pos-
terior of (foo (X +i))ic[z) in Theorem 3.1 under the condition on Y;,. The former uses the prior on
o2 for mixing the distribution of (fwo (XK +4))ielr] | (02, Yy), while the latter uses the posterior on
o2 for the same purpose.

Our last result assumes a change in the initialization rule for our models. This is to enable the use
of the results in Lee et al. (2019) about the training of infinitely-wide neural networks. Concretely,
we use the so called NTK parametrization for ¥,,. This means that the BNNs on Xj.x 47 are now
intialized to be the following random variables: for each n € N,

o2 ~H, v,,w\ai ~ N(0,02), W, (o)) NN(O,O’?) for o € [n], j € [P],

1 1 1 .
fn (%45 Vi, %q:n) =7 a%; Voo - O(gn (X3 %\pn))a fori € [K + LJ.

When we adopt this NTK parameterization and the BNNs are multi-layer perceptrons (more gener-
ally, they share an architecture for which the limit theory of neural tangent kernels has been devel-
oped), we can analyze their distributions after the training of all parameters. Our analysis uses the
following famous result for such BNNs: as n tends to infinity, for all 4, j € [K + L],

1 1 a.s.
<V(vn,\IlT,,)fn(Xi; Vi, W‘I’nL v(vn,‘Iln)fn(Xj;vnﬂ %‘I’n)> — 6(2'7]') (4)

for some ©; ;) determined by the architecture of the BNNs. Let © be the matrix (O, ;) )i je[x+L]-
The next theorem describes the outcome of our analysis for the fully-trained infinite-width BNN.

Theorem 3.3 (Convergence under General Training). Assume that the BNNs are multi-layer percep-
trons and we train all of their parameters using the training set D, under mean squared loss and
infinitesimal step size. Formally, this means the network parameters are evolved under the following
differential equations:

0) d"nt) S v, L g
V., = Vn, = Z( fn Xiy vV 7‘I’n ))(b(gn(xﬂ

1
— g
" n n )

NG

A 1
\IlSLU) =v,, 7 K Z (yz fn Xi; V. n , f‘I’(t)))V\Iffn(Xi;Vg)7 W\PS))
Let © be © with o2 in it set to 1 (so that © = 020). Then, the time and width limit of the random
variables (fn (X 1i; v, f\Il(f)))ze[ 1] has the following distribution:

UU ~H, (fgg(XKﬂ))ie[LHUg ~ J\/'(/J/, 05@/)
where

:u - @le tr@[r [r}/fr7

0 = Kiese + (Oer®ihKrir®rhOrrie) = (O @it Koo + Kiear®ii O )

Here the K’s with subscripts are the ones in Theorem 3.1 and the ©’s with subscripts are similar
restrictions of © with training or test inputs. Furthermore, if H is the inverse gamma with shape
a and scale b, the exact marginal distribution of (f55(Xr+i))ie[r) is the following multivariate t
distribution:

(fE (XK 1i))ier) ~ MVTL(2a, 4/, (b/a) - ©). (5)

Remark (Unifying High-level Principles). All of our results and their proofs are derived from two
high-level principles. First, once we condition on the variance o2 of the readout layer’s parameters,
the networks in our setup fit into the standard setting for NNGPs and NTKs, so that they satisfy the
existing results in the setting. This conditioning trick means that most of the results in the standard
setting can be carried over to our setup in a scale-mixture form, as we explained in this section.
Second, if the prior on 012, is inverse gamma, the marginalization of 03 in those results can be

calculated analytically and have a form of Student’s ¢ distribution or process.
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3.1 POSTERIOR INFERENCE

Gaussian likelihood As for the NNGPs, when the scale is mixed by the inverse gamma prior, we
can exactly compute the posterior predictives of the scale mixture of NNGPs for Gaussian likeli-
hood since it corresponds to the Student’s ¢ process having closed-form characterizations for the
posteriors. For generic prior settings for the scales, we no longer have such closed-form formu-
las for predictive posteriors, and have to rely on approximate inference methods. We describe one
such method, namely, self-normalizing importance sampling with prior as proposal, together with a
technique for optimizing the method specifically for scale mixtures of NNGPs.

Consider a scale mixture of NNGPs with a prior H on the variance o2. Assume that we want to
estimate the expectation of h(y) for some h : R — R where the random variable y is drawn from the
predictive posterior of the mixture at some input x € R’ under the condition on Dy,.. The importance

sampling with prior as proposal computes the estimator (Zivzl w;h(y;))/ Zjvzl w; where 3; and
y; fori = 1,..., N are independent samples from the prior H and the posterior of the Gaussian
distribution, respectively, and the w;’s are the importance weights of the 5;’s:

ﬁi ~ H7 w; = N(Ytr; 0, ﬂi’ctr,tr)v Yi ~ N(Kx,trlcmtr}/trv Bi (ch,x - K:x,trK:tr,lrICtr,x))-

The K is the covariance matrix computed as in Theorem 3.1 except that X is now a test input.

A naive implementation of this importance sampler is slow unnecessarily due to the inefficient cal-
culation of the likelihoods N (Yy; 0, 8;KCy ) of the sampled §;’s. To see this, note that the log
likelihood of (; can be decomposed as follows:

TK_I

r tr,tr

1
Y,

— K 1 — K
log NV (Yy; 0, Biyir) = Y log(2m) — 5 log det (IC",H) -5 log(B;) — T

Y.

The terms £ log(27), 5 log det(Ky ), and YT K, tertr are shared across all the samples {3;};,
so need not be computed everytime we draw 3;. To avoid these duplicated calculations, we compute
these shared terms beforehand, so that the log-likleihood for each §; can be computed in O(1) time.

Generic likelihoods For generic likelihoods other than Gaussian, even the vanilla NNGPs do not
admit closed-form posterior predictives. In such cases, we can employ the Sparse Variational Gaus-
sian Process (SVGP) (Titsias, 2009) for approximate inference. We present a similar algorithm for
the inverse-gamma mixing case which leads to Student’s ¢ process. See Appendices C and D for the
detailed description.

4 EXPERIMENTS

We empirically evaluated the scale mixtures of NNGPs on various synthetic and real-world tasks.
We tested the scale mixture of NNGPs with inverse-gamma prior corresponding to Student’s ¢ pro-
cesses, and with another heavy-tailed prior called Burr Type XII distribution (Appendix H). Our
implementation used Neural Tangents library (Novak et al., 2020) and JAX (Bradbury et al., 2018).

4.1 EMPIRICAL VALIDATION OF THE THEORIES

To empirically validate our theories, we set up a fully connected network having three layers with
512 hidden units and erf activation function. Except for the last layer, the weights of the network
were initialized with A'(0,8/n) and the biases were initialized with A"(0,0.05%/n). For the last
layer, we sampled 02 ~ InvGamma(a,b) with varying (a,b) values and sampled weights from
N(0,02). To check Theorem 3.1, we initialize 1,000 models and computed the distribution of out-
puts evaluated at zero. For Theorem 3.2, using y = sin(x) as the target function, we first initialized
the parameters, trained only the last layer for multiple o, values, and averaged the results to get
function value at zero. Similarly, we trained all the layers to check Theorem 3.3. As shown in
Fig. 1, the theoretical limit well-matched the empirically obtained distributions for all settings we
tested. See Appendix G for the details and more results.
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Figure 1: (1st-2nd column) Posterior predictives obtained from NNGP (left) and scale mixture of
NNGPs with inverse gamma prior (right). (3rd-5th column) correspondence between wide finite
model vs theoretical limit.

Table 1: NLL values on UCI dataset. (m,d) denotes number of data points and features, respec-
tively. We take results from Adlam et al. (2020) except our model.

Dataset (m, d) PBP-MV Dropout Ensembles RBF NNGP Ours
Boston Housing (506, 13) 2.54 + 0.08 2.40 £ 0.04 2.41 +£0.25 2.63 £ 0.09 2.65 + 0.13 2.72 +0.05
Concrete Strength (1030, 8) 3.04 +£0.03 2.93 +0.02 3.06 £0.18 3.52+£0.11 3.19 £ 0.05 3.13 £ 0.04
Energy Efficiency (768, 8) 1.01 +£0.01 1.21 £0.01 1.38 £0.22 0.78 £+ 0.06 1.01 +0.04 0.67 £+ 0.04
Kin8nm (8192, 8) -1.28 + 0.01 —1.14 £ 0.01 —1.20 £ 0.02 —1.11 £ 0.01 —1.15 £ 0.01 —1.18 £ 0.01
Naval Propulsion (11934,16) —4.85+0.06 —4.45+0.00 —5.63+0.05 -10.07 £ 0.01 —10.01 £ 0.01 —8.04 £ 0.04
Power Plant (9568, 4) 2.78 £ 0.01 2.80 £ 0.01 2.79£0.04 2.94 £0.01 2.77£0.02 2.66 + 0.01
Wine Quality Red (1588, 11) 0.97 £ 0.01 0.93 £ 0.01 0.94+0.12 —0.78£0.07 -0.98 £ 0.06 —0.77 £ 0.07
Yacht Hydrodynamics (308, 6) 1.64 £+ 0.02 1.25 £0.01 1.18 £ 0.21 0.49 £ 0.06 1.07 £ 0.27 0.17 £ 0.25

4.2 REGRESSION WITH GAUSSIAN LIKELIHOODS

We tested the scale mixtures of NNGPs and other models on various real-world regression tasks. All
the models are trained with the squared loss function. We expect the scale mixtures of NNGPs to be
better calibrated than NNGP due to their heavy-tail behaviors. To see this, we fitted the scale mixture
of NNGPs with inverse gamma prior on eight datasets collected from UCI repositories ! and measured
the negative log-likelihood values on the test set. Table 1 summarizes the result. The results other
than ours are borrowed from Adlam et al. (2020). In summary, ours generally performed similarly
to NNGP except for some datasets for which ours significantly outperformed NNGP. Considering the
fact that Student’s ¢ processes include GPs as limiting cases, this result suggests that one can use the
scale mixtures as an alternative to NNGPs even for the datasets not necessarily including heavy-tailed
noises. See Appendix G for detailed settings for the training.

4.3  CLASSIFICATION WITH GAUSSIAN LIKELIHOOD

Following the literature, we apply the NNGPs and the scale mixtures of NNGPs to classification
problems with Gaussian likelihoods (squared loss). We summarize the results in Appendix F. As a
brief summary, ours with heavy-tailed priors (inverse gamma, Burr Type XII) outperformed NNGP
in terms of uncertainty calibration for various datasets including corrupted datasets.

4.4 CLASSIFICATION WITH CATEGORICAL LIKELIHOOD

We compared the NNGP and the scale mixture of NNGPs with inverse-gamma priors on the image
classification task. Following the standard setting in image classification with deep neural networks,
we computed the posterior predictive distributions of the BNNs under categorical likelihood. Since
both NNGPs and the scale mixtures of NNGPs do not admit closed-form posteriors, we employed
SVGP as an approximate inference method for NNGP (Appendix C), and extended the SVGP for the
scale mixture of NNGPs (Appendix D). We call the latter as Sparse Variational Student’s ¢ Process
(SVTP) since it approximates the posteriors whose limit corresponds to Student’s ¢ process. We com-
pared SVGP and SVTP on multiple image classification benchmarks, including MNIST, CIFAR10,
and SVHN. We also evaluated the predictive performance on Out-Of-Distribution (00D) data for
which we intentionally removed three training classes to save as OOD classes to be tested. We used
four-layer CNN as a base model to compute NNGP kernels. See Appendix G for details. Table 2
summarizes the results, which show that SVTP and SVGP perform similarly for in-distribution data,

"https://archive.ics.uci.edu/ml/datasets.php
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Table 2: Classification accuracy and NLL of SVGP and SVTP for image datasets and their variants.
NLL values are multiplied by 10%.

SVGP SVTP (Ours) SVGP SVTP (Ours)

Dataset NLL (x 10?) Accuracy (%) NLL (x10%) Accuracy (%)  Dataset NLL (x10%) Accuracy (%) NLL (x10%) Accuracy (%)
MNIST 8.96+0.12  97.73+0.03 890 +£0.04  97.78+£0.04  CIFARIO 13196 £ 0.35  54.09+£0.12 132134 0.24 5410 +0.13
+ Shot 2422+0.08  94.63+0.05 24.28+£0.10  9463+£0.07  +Shot5 143.11+0.29  49.43+0.14 14230+ 0.18 4973+ 0.05
+Impulse 5652+ 0.88  9029+0.65 57.91+0.57 89.36+£0.58 +Impulse5 164.90 £0.11 41.66+£0.19  160.79+0.75  43.08 = 0.34
+ Spatter 16.79+0.19  95.95+0.04 1666 +0.05 9599+0.04  +Spatter5 14111£0.30 5034 +0.17  141.14£0.15  50.31 +0.15
+ Glass Blur 100.65 +2.35 62.63+£0.65 97194223  6352+0.74 +Fog5 213.50 £ 0.19  25.47£0.21 20931+ 0.48  26.03+0.16
w. 00D 216.58 £1.83 6770 £0.03  206.86 + 1.85 67.67 +0.03  +Snow 5 166.44 +0.51 4147 +£0.27 16641+ 0.28 4147 +0.11

w. 00D 341.50 £ 1.75  41.83+0.11 33370+ 1.83 41.19+0.17
KT s B 000 SR OT0 B 008 EmNisT 56.49 £ 1.24 84254022 54924084  8455+0.32
W : : . : . i . 92w 00D 183.25+ 1.40 7258 +£0.28  177.65+0.43  72.38 +0.16
Fashion MNIST ~ 34.30 +0.10  87.84+0.13  3425+0.13  8790+£0.05 SVHN 100.88 £0.17  71.67+£0.11  101.04+0.13 7171+ 0.06
w. 00D 252.61 +3.51 6229+ 0.04 24169 +2.45 62.24+0.06  w. 00D 379.75£9.24 4686 +0.19  360.40 £ 3.68  46.43 £ 0.08

Table 3: Classification accuracy and NLL of ensemble models for image datasets and their variants.
We used 8 models of 4-layer CNN for our base ensemble model. NLL values are multiplied by 102.

Gaussian Inverse Gamma Prior (Ours) Gaussian Inverse Gamma Prior (Ours)
Dataset NLL (x10%) Accuracy (%) NLL (x10%) Accuracy (%)  Dataset NLL (x10%) Accuracy (%) NLL (x10%) Accuracy (%)
MNIST 0.33 +0.01 98.94 &+ 0.04 0.32 £ 0.01 98.98 &+ 0.04 KMNIST 2.74 £ 0.04 93.24 £ 0.20 2.75 £ 0.02 93.34 +0.16
+ Shot 142+ 0.14 95.73 +0.48 1424+ 0.17 95.73 + 0.46 w. 00D 78.64 £2.14 65.64 + 0.07 70.06 + 3.14 65.61 +0.13
+ Impulse 591+ 0.68 83.10 + 1.32 6.27+£0.78 82.80 +1.31 w. Imbalance 9.47 £ 0.27 77.04 £ 0.96 9.12 £ 0.57 77.23 £ 1.67
+ Spatter 0.76 £ 0.02 97.58 + 0.12 0.74 £ 0.02 97.63 + 0.03 w. Noisy Label 10.78 £0.03 84.42 £ 0.10 10.67 + 0.03 84.30 £ 0.12
+ Glass Blur 3.25 £0.31 88.50 &+ 1.27 2.83 £0.20 90.22 + 0.80
w. 00D 82.71 + 2.65 68.51 + 0.01 7431 +2.93  68.47 +0.03 Fashion MNIST 2.36 + 0.04 91.92 + 0.11 2.37+£0.02 91.82+0.11
w. Imbalance 1.50 4 0.21 95.85 + 0.44 150 +0.23  95.82+0.49  w. 00D 62.17 £ 0.50  64.47 4 0.09 5857 £0.97 6448 4+0.07
w. Noisy Label 7.70 + 0.06 97.62 + 0.04 7.63 + 0.06 97.56 + 0.03 w. Imbalance 5.54 +0.03 83.09 +0.12 5.63 £ 0.08 83.00 £ 0.11
w. Noisy Label 9.30 £ 0.08 87.05 £+ 0.07 9.20 £ 0.06 87.27 £0.19
CIFARI0 8.68 £ 0.06 70.77 + 0.31 8.74 4 0.08 70.22 £ 0.30
+ Shot 5 16.50 £ 0.27 51.48 +0.34 15.28 + 0.38 53.28 + 0.37 EMNIST 0.76 + 0.01 91.25 + 0.13 0.75 + 0.01 91.30 + 0.05
+ Impulse 5 32.39 £ 1.11 33.51+1.24 29.20 £ 1.49 35.66 + 1.56 w. 00D 8.37 4+ 0.15 76.59 + 0.09 825+ 0.17 76.72 + 0.08
+ Spatter 5 12.83£0.23 58.60+0.59 1236 £0.17  59360.26  w. Noisy Label 3.23+£0.02  86.64 +0.17 3.15+0.01  86.25 4 0.20
+Fog 5 15.40 + 0.07 45.23 + 0.07 15.28 + 0.06 45.73 + 0.22
+ Snow 5 13.18 £ 0.25 57.08 & 0.48 12.76 + 0.08 57.66 = 0.37 SVHN 4.68 £ 0.05 87.84 +£ 0.17 4.70 £ 0.04 87.82+£0.13
w. 00D 81.57 £ 0.01 50.66 + 0.13 80.62 & 0.86 50.46 + 0.23 w. 00D 105.17 £ 1.75 56.92 £ 0.03 101.87 £+ 1.92 56.92 + 0.03
w. Imbalance 19.22 £0.12 38.73 £1.35 19.05 + 0.18 39.74 + 0.37 w. Imbalance 1420 £0.17 63.64 £+ 0.32 14.88 £0.19 61.97 + 0.92
w. Noisy Label 15.88 + 0.03 54.90 = 0.34 15.90 £ 0.05 54.81 +0.38 w. Noisy Label 1222 +£0.11 80.24 £ 0.20 12.36 £ 0.07 79.84 £ 0.24

but SVTP significantly outperforms SVGP for OOD data in terms of uncertainty calibration (measured
by negative log-likelihoods).

4.5 CLASSIFICATION BY FINITE MODEL ENSEMBLE

Although we proved Theorem 3.3 only for fully-connected networks trained with squared losses,
Lee et al. (2019) empirically observed that there still seem to be a similar correspondence for neural
networks trained with cross-entropy loss. To this end, we tested the ensembles of wide finite CNNs
with 4 layers trained by gradient descent over the cross-entropy loss. Each model in our test is ini-
tialized by the NTK parameterization with random scales drawn from inverse gamma prior on the last
layer (ours) or without such random scales (NNGP). For each prior setting, we constructed ensem-
bles of 8 models, and compared the performance on MNIST, MNIST-like variants, CIFAR10, and
SVHN. We also compared the models under the presence of corruption, OOD data, label imbalance,
and label noises. See Appendix G for detailed description for the experimental setting. As for the
previous experiments, Table 3 demonstrates that ours with inverse gamma prior largely outperforms
the baseline, especially for the OOD or corrupted data.

5 CONCLUSION

In this paper, we proposed a simple extension of NNGPs by introducing a scale prior on the last-
layer weight parameters. The resulting method, entitled as the scale mixture of NNGPs, defines a
broad class of stochastic processes, especially the heavy-tailed ones such as Student’s ¢ processes.
Based on the result in (Yang, 2019), we have shown that an infinitely-wide BNN of any architecture
constructed in a specific way corresponds to the scale mixture of NNGPs. Also, we have extended
the existing convergence results of infinitely-wide BNNs trained with gradient descent to GPs so
that the results hold for our construction. Our empirical evaluation validates our theory and shows
promising results for multiple real-world regression and classification tasks. Especially, it shows
that the heavy-tailed processes from our construction are robust to the out-of-distribution data.
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A DETAILS ON TENSOR PROGRAMS

In this section, we will review tensor programs from (Yang, 2019), which are sequences of assign-
ment statements followed by a return statement where each variable is updated at most once.

Tensor programs use the three types of variables: G-variables, H-variables, and A-variables. G-
and H-variables are vector-type variables, and A-variables are matrix-type variables. Each tensor
program is parameterized by n € N, which determines the dimension of all vectors (i.e., G- and
H-variables) and matrices (i.e., A-variables) in the program to n and n X n, respectively. Due to
the random initialization of some of these variables, the contents of these variables are random in
general. G-variables denote Gaussian-distributed random variables, and H-variables store the results
of applying (usually nonlinear) functions on G-variables. A-variables store random matrices whose
entries are set with iid samples from a Gaussian distribution. All H-variables in a tensor program are
set their values by some assignments, but some G-variables and all H-variables may not be assigned
to in the program. Such G-variables are called input G-variables.

Assignments in tensor programs have one of the three kinds: MatMul, LinComb, and Nonlin. The
MatMul assignments have the form y = Wz where y is a G-variable, W is an A-variable, and z is
a H-variable. The LinComb assignments compute linear combinations, and they have the form y =

Zé:l w;x* where y, 21, . .., 2! are G-variables, and w1, . . ., w; € R are constants. The final Nonlin
assignments apply (usually nonlinear) scala functions on the values of G-variables coordinatewise.
That is, they have the form y = ¢(z!,. .., z!), where y is an H-variable, z!, . .. 2! are G-variables,
¢ : R! — R is a possibly nonlinear function, and ¢(z!, ..., ') means the lifted application of ¢ to
vector arguments.

Every tensor program ends with a return statement of the form:

return(v' 'y'/v/n, ..., Ty /), (6)

where v!,...,v! are G-variables not appearing anywhere in the program, and y',...,y' are H-
variables.

Assumption A.1. Every A-variable W in a tensor program is initialized with iid samples from
the Gaussian distribution with mean zero and covariance cr%v/n for some oy > 0 (ie, W ~
N(0,0%,/n) fori,j € [n]), and these samples are independent with those used for other A-variables
and input G-variables. For every a € [n], the components of all input G-variables ', ... x™
(which store vectors in R") are initialized with independent samples from N (™, ¥™) for some
mean " and (possibly singular) covariance '™ over all input G-variables. Note that the mean
and the covariance do not depend on the component index « € [n). Finally, the input G-variables
v' used in the return statement of the program are independent with all the other random variables
in the program, and their components are set by iid samples from N'(0, 02).

Definition A.1. Given a tensor program satisfying Assumption A.1, we can compute / and X for
not only input G-variables but all the G-variables in the program. Here the dimension of the vector
1 is the number N of all G-variables. The computed p and X specify the multivariate Gaussian
distribution over the a-th components of G-variables that arises at the infinite-width limit (Theo-
rem A.2). The computation is defined inductively as follows. Let ¢', . .., gN be all the G-variables
in the program, ordered as they appear in the program. For any G-variable g*, 1.(¢g") is defined by:

" (g*) if g* is an input G-variable
ulg") = § i wip(z’) if g8 =37 aga’
0 otherwise
Here x!, ..., 2™ are some G-variables. For any pair of G-variables ¢*, ¢!, £(g*, ¢) is defined by:
Yin(g* gh) if g*, ¢' are input G-variables

S wE(t gl ifgh =3 wl:ci
x

2(g. ") = ¢ ik wis(gh,at) ity =30 =y i
o3 Ez[0(Z)¢' (Z)] if gF = Wy, g = Wy/ for the same W, with Z,¢,¢’ below
0 otherwise

Here x',..., 2™ are some G-variables, and H-variables y and 7/ in the second last case are intro-

duced by the Nonlin assignments y = ¢(g%, ..., g% ) and y' = ¢'(g™, ..., g'»), respectively, for

12
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some iy,...,%1, € [max(k — 1,1 — 1)]. We have adjusted the inputs of ¢ and ¢’ to ensure that
they take the same set of G-variables. The random variable Z in the second last case is a random
Gaussian vector drawn from N (u/, ¥’) where 11/ and ¥’ are the mean vector and covariance matrix
for g'1,. .., g'» by the previous step of this inductive construction.

Definition A.2. Given h : R" — R and for any z € R™ if |h(x)| is upper bounded by a function
exp(C||x[|?>~¢ + ¢) with C, ¢, e > 0, then this function is controlled.

Theorem A.2 (Master Theorem). Consider a tensor program satisfying Assumption A.1 and using
only controlled ¢’s. Let g*,..., ¢~ be all of the G-variables that appear in this program, and
h:RY — R be a controlled function. Then, as n tends to oo,

n

1 ..
E Z h(gév .. ’gé\/) & EZNN(;L,E)[h(le . 7ZN)]

a=1

Here “25 refers to almost sure convergence, and Z = (Z1,...,Zy) € RN. Also, u and % are
from Definition A.1.

Corollary A.3. Consider a tensor program satisfying Assumption A.l and using only controlled
¢’s. Let g*, ..., g" be all of the G-variables that appear in this program. Assume that the program
returns a vector (UTyll\/\/ﬁ, ...,vy* /\/n) for some H-variables y'’s such that each vy; is updated
by y' = ¢'(g*,...,g") for a controlled ¢*. Then, as n approaches to o, the joint distribution of
this vector converges weakly to the multivariate Gaussian distribution N (0, K) with the following
covariance matrix:

K =05 Ezanus)0'(2)¢(2)] forall i, j € [k],
where i and Y are from Definition A. 1.

B PROOFS

In this section, we provide the proofs of our three main results. We first describe a lemma related to
a basic property of Student’s ¢ distribution:

Lemma B.1. The class of multivariate t distributions is closed under marginalization and condi-
tioning. That is, when

= ditds pi| | X110 X1
X = |:X2:| c Rée1T%2 MVTd1+d2 (V7 |:/1'2:| ) |:221 222:|> 5 )

we have that

V—+c
x1 ~MVTy, (v, u1,%11) and xalx1 ~ MVTy, (V +dy, py, V—l—d12/22> (8)

where
phy = piz + S 1 (x1 — ), = (x1—p1) S (X1 — 1), Thy = Doz — Loy B T

Definition B.1. A distribution on R is a inverse gamma distribution with shape parameter a € R
and scale parameter b € R if it has the following density:

p(z) = Gb(iz) (i)aﬂ e b/

where G(+) is the gamma function. To express a random variable drawn from this distribution, we
write  ~ InvGamma(a, b).

Lemma B.2. Let ¥ € R¥*? be a postive definite matrix. Consider i € R™ and a,b € R, If

0? ~ InvGamma(a, b), x|o? ~ N (u, oY),

then the marginal distribution of x is MVT 4(2a, p, 22).

Now we proceed to the proofs of main theorems.

13
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Theorem 3.1 (Convergence). As n tends to oo, the random variable ( fr,(Xi; Vn, ¥1))ic[k+1] cON-
verges in distribution to the following random variable ( foo (X:))ic[K+1)*

ol ~ 1, (foo(%i))icrrc+rlon ~ N(0,07 - K),

where E(i,j) = Eznun)0(Zi)o(Z;)] fori,j € [K + L]. Furthermore, if H is the inverse-
gamma distribution with shape a and scale b, the marginal distribution of ( foo(X;))ic[x+1] IS the
following multivariate t distribution:

(foo (%0))ieix+1) ~ MV Tk 1(24,0, (b/a) - K),

where MVT 4(v', 1/, K') denotes the d-dimensional Student’s t distribution with degree of freedom
V', location i/, and scale matrix K'.

Proof. Let o'[n] = fn(x;;Vn, ®,) for i € [K + L] and n. Pick an arbitrary bounded con-
tinuous function A : RE*+L — R. For each n, define G, to be the o-field generated by
In(X1;¥0), o, gn (XK1 ¥n).

We claim that as n tends to oo,
E [ (o], 0" [n])] = Eozns [Byrcsioon(oaicy [B (V' YEHE)]]

The theorem follows immediately from this claim. The rest of the proof is about showing the claim.

E[h(o'[n],...,o5*[n])] =E [E [h (\}ﬁv; ““L) Q,U?,” :

where ¢FETE = (6 (g, (x1;%,)) ..., & (gn (XK 113 ®,))] € RP¥KE+L) Conditioned on G and
o2, the random variable ﬁvz ¢V E+L in the nested expectation from above is distributed by a

v

multivariate Gaussian. The mean of this Gaussian distribution is:

1
E | Sy TplE+L
{\/ﬁvm

Note that

1 .
gﬁ} =E[v,|G, 0] x %¢1.K+L

=0¢e RKFL,

The covariance is:

Rl = | (vT6 o (9 ) (vT6on (i) ) | 24
S S B [Vl 6.0 (g (x5 ) (6 0 ),

a=18=1

n

= 023 (6 (90 (), (6 (90 (x5 ),

Using what we have observed so far, we compute the limit in our claimed convergence:

lim E [k (0'[n],...,0""*[n])] = lim E [Eu1:K+LNN(O7E[n]) [h (UI:KJrL)H

n—oo n—0o0

=K { lim EULKJFLNN(&K[”]) [h(ulzK—O—L)” .

n—oo

The last equality follows from the dominated convergence theorem and the fact that A is bounded. To
go further in our computation, we observe that KC[n] converges almost surely to o2& by Theorem 2.1
and so

EuHK+L~N(0K[n])[h(u1:K+L)] :/h(u1:K+L)N(u1:K+L;O,K[n])du1:K+L
L5, /h(u1:K+L)N(u1:K+L;O,Jgf)du1:K+L

= Eyixizopo0er) [P (V)]

14
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Here we use NV not just for the multivariate Gaussian distribution but also for its density, and derive
the almost sure convergence from the dominated convergence theorem. Using this observation, we
complete our computation:

E|Jim By 0] =B [Eyino.m (7))

n— oo
=Eoz [EYI:K%NN(o,agf) [h (YI:KJFL)H :
O

Theorem 3.2 (Convergence under Readout-Layer Training). Assume that we train only the readout
layers of the BNNs using the training set Dy, under mean squared loss and infinitesimal step size.
Formally, this means the network parameters are evolved under the following differential equations:

K

v 20(gn(x;; 8D qB®
(0) (0)y _ n :Z o L @) Gn\Xi; £ n’ _
(vn 7‘Iln ) (Vn»‘I’n)a dt (y’L fn(X’L7vn 7‘Iln )) K\/ﬁ ) dt 0

1=

Then, the time and width limit of the random variables (f,(Xxt:; v, \115?))1-6@], denoted
(f& (XK +4))ie[r), is distributed by the following mixture of Gaussians:
— ——1 — — ——1—
0-12; ~ Ha (fgoo (XK+i))i€[L] ‘0-12] ~ N( (K:z‘e,trlctr)ny;r) ) 0-3 (K:te,te - ICte,tr’CtrJrICtrJe)) ;
where Y;, consists of the y vciues in D, (e, Y = (y1,...,yx)) and the KC’s with different sub-
scripts are the restrictions of IC in Theorem 3.1 with training or test inputs as directed by those sub-

scripts. Furthermore, if H is the inverse-gamma distribution with shape a and scale b, the marginal
distribution of (f (X 14))ie[r] is the following multivariate t distribution:

S —— b /— = =1
(féf (XK+i))ie[L] ~ MVTL <2a, <Icte,trlctr71r}/zr)a g (lcte,re - Kte,trlcmtrlclr,te)) .

Our proof of this theorem reuses the general structure of the proof of the corresponding theorem
for NNGPs in (Lee et al., 2019), but it adjusts the structure slightly so as to use the master theorem
for tensor programs and cover general architectures expressed by those programs. Another new
important part of the proof is to condition on the random scale o2, so that the existing results such
as the master theorem can be used in our case.

Proof. Note that &) = % for all ¢ because d®) /dt = 0. Let
_ 1 1
p] — L)) — . (0) ;
Biln) = = (gn (xz, o )) vt (gn (x“ o )) fori € [K + L),
= 7 Iy T n T Iy Iy T n
¢tr[n} = [él[n}aad)K[n]] € RKX ) éte[n] = [¢K+1[n];"'7¢K+L[nH S RLX .
Using this notation, we rewrite the differential equation for v,(f ) as follows:

av) 2

Y ; T (& o) _
S = —— @] (@uln] 9 - Vi)

This ordinary differential equation has a closed-form solution, which we write below:

VO =90 4 By [n]T (Byln]Byln]T) <exp (f{t@tr[n} {)[r[n]T) _ 1) (‘i’tr[n] O _ Ytr) .

We multiply both sides of the equation with the ®[n] matrix, and get
Buln]vf) = Bln] 90 + Klile, il (exp (-~ 2K ) ~ 1) (Rl o0 - )
where K[n]e« = ®e[n]®y[n] " and K[n]y.« = ®[n]®y[n] . Then, we send ¢ to oo, and obtain
B[] V) = B[] V) ~ Kl Kl (Paln] v — Vi)

= KKl s Yie + @] V10 = Klne,oKlnlh (@[] v2)
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But

(Fu (143 V), BN i) = Breln] 9.

Thus, we can complete the proof of the theorem if we show that for every bounded continuous
function h : RF — R,

lim E

n—oo

h(ﬂnhem JieaYie + @] V10 = KlneaoKlnlict (@] ,@)ﬂ
—E [n((fZ (xxcsi)iem) ] -

Pick a bounded continuous function » : RE — R. For each n, let G,, be the o-field generated by
In(x1;¥0), ..o, gn (XK 41; ¥p). Also, define K[n)ye = Pu[n]Pe [n]T. We show the sufficient
condition mentioned above:

n—00

e lh (’q”]te Kl + @[] V10— Klielnli s (Beln] v )1

n—oo

= lim E [E [h(/q JeaK [l 4 Yie + @] V80 = KlnleaKlnlich (@] v10) )

= i B B 7 p R Rl 3002 Rl Kl Kl i) 2]

= E | 0 E g R Rl ¥ o2 (Rl e Kl il il 2]

n—oo
= ]E [EZNN(EK u’c Y;r o (}ClL e— K:lu (r’C ’Clr IL)) [h/(Z)]

=E {h((fgg(xKJri))ie[L])] .
The second equality uses the fact that vﬁf’) consists of iid samples from N(0, 02), and it is a conse-
quence of straightforward calculation. The third equality uses the dominated convergence theorem
and the fact that i is bounded. The fourth equality uses the master theorem for tensor programs

(Theorem 2.1), the boundedness of h, and the dominated convergence theorem. The last equality
follows from the definition of (55 (Xx +i))ie[z)-

If 02 ~ InvGamma(a, b), we get the following closed-form marginal distribution by Lemma B.2:

o - ——1 b — —= 1=
(foo (XK+i))ie[L] ~ MVTL <2a7 ’Cte,trlctmr)/tra a(lcte,le - ICle,trK:trvtrK:tr,te)) .
O

Our proof of Theorem 3.3 uses the corresponding theorem for the standard NTK setup in Lee et al.
(2019). We restate this existing theorem in our setup using our notation:

Theorem B.3. Assume that the BNNs are multi-layer perceptrons, and we train these models us-
ing the training set D;, under the mean squared loss and infinitesimal step size. Regard o2 as a

deterministic value. Then as n — o0 and t — 0, (fn(xKﬂ-;vg), \}'I’(t)))iem converges in
distribution to the following random variable:

(fos (xxc+))iein) ~ N (g s X27)
where
/’Lte ®te 1r61r erh
Ztg = ICte,te + @te,tr@;}rlctr,tr@;}r@tr,te - (@te,tr@;}rlctr,te + Icte,trg;}r@tr,te)~

Theorem 3.3 (Convergence under General Training). Assume that the BNNs are multi-layer percep-
trons and we train all of their parameters using the training set Dy, under mean squared loss and
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infinitesimal step size. Formally, this means the network parameters are evolved under the following
differential equations:

i B0 2 S (g vl =00 ol s =910
\4 = Vpn, = i Jn Xi;Vna n n\Xi; n )
n a Ky~ \’ NG In'3s

de 2 p 1 1

v —w, — Yi — fu(xi v, ﬁ‘llﬁf)))vq,fn(xi;vﬁ)? %‘I'Sf))-

n

dt K -
1

1=

oumny

Let © be © with o2 in it set to 1 (so that © = 02©). Then, the time and width limit of the random

o, ﬁ‘llg)))ie[ 1) has the following distribution:

ol ~H, (f32 (XK 44))iei)los ~ N (', 070")

variables (fn(Xx4i; v

where
I _ QO o—1
H’ - Gle,tr@tr,tr}/;ra
© 5 O6-1F 6-14 5 o-l1 ¥ o-14
6 = Kiese + (Ouear®rrhKorir®rhOurse ) = (Grear®ihKorse + KBy O ).
Here the K’s with subscripts are the ones in Theorem 3.1 and the ©’s with subscripts are similar
restrictions of © with training or test inputs. Furthermore, if H is the inverse gamma with shape

a and scale b, the exact marginal distribution of (f55(Xr+i))ie(r) s the following multivariate t
distribution:

(fE (XK 4i))icir) ~ MVTL(2a, 4/, (b/a) - ©). (%)

Proof. Assume that we condition on 03. Then, by Theorem B.3, as we send n to co and then ¢ to
00, the conditioned random variable (f,, (X +4; v

to the following random variable:

(fgg(XK-i-i))iE[L] | 012) NN(/"tC;O7 Ztoeo)’

: ﬁ‘llsf)))ie[ 1) | o2 converges in distribution

where
o) Q) -1
e = ®t€,tr®tr,tr}/tev
S 2 (7 A A1 ©-14 A A—17" T O-1a
Em =0, (Icte,le + @le,lr@[ntr’(:tr,tr@tr,tr@tfﬂe - (@leﬂf@tr,tthr,te + Kte,lr@tr,tr@"ﬂe))

Thus, by Lemma B.4, if we remove the conditioning on 012} (i.e., we marginalize over 03), we get the
) 1
) ﬁ

ol ~ 1, (f2 (x54i))iein) ~ N (1, 020")

convergence of the unconditioned (f,, (X 14 vl o) ))ic|r to the following random variable:

where
M/ = éte,tré_lxra

tr,tr

I _ 5 6-l1F o6-16 5 Oo-1% T O-l¢
6 = Keese + (OueaOriKuaOrkOuie ) — (Cuea®iiKurse + KiewOriOue ).

In particular, when H = InvGamma(a, b), the exact marginal distribution of (59 (xx +i))ie[z] has
the following form by Lemma B.2:

MVT (Qa, w, b@’) .
a
O

Lemma B.4. Let (X,,),cn be a sequence of p-dimensional random vectors, X be a p-dimensional
random variable, and Y be a random variable. If X,, | Y converges in distribution to X | Y almost

surely (with respect to the randomness of Y') as n tends to oo, then X,, converges in distribution to
X.
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Proof. Let h : RP — R be a bounded continuous function. We have to show that
nhﬁrg() E[h(X,)] = E[h(X)].
The following calculation shows this equality:
lim E[A(X,)] = lim E[E[A(X,) | V)] =E[ lm E[a(X,)| Y]] = E[E[R(X) | Y]
= E[h(X)].

The first and last equalities follow from the standard tower law for conditional expectation, the
second equality uses the dominated convergence theorem and the boundness of h, and the third
equality uses the fact that X,, | Y converges in distribution to X |Y" almost surely. O

C STOCHASTIC VARIATIONAL GAUSSIAN PROCESS

Let (X, y) be training points and (X, y.) be test points. And let Z be inducing points. We want to
make q(f, fz) which well approximates p(f, fz|y) by maximizing ELBO. Then we will construct

a(f.fz) = p(flfz)a(fz) where p(f|fz) = N(fIKxzK;,fz, Kxx — KxzK;,Kzx) and
q(fz) = N(fz|p,X). Then

logp(y) > By r,~q(r. 1) l0gp(ylf; f2)] — KL(qg(f2)llp(fz))-
Here we can calculate likelihood term as

[ 0B BInINF: A ASAT + D)af

where A = szKgé, B= KXX — szKgész.
Also we can calculate KL term as

1 lo (detKZZ
2 %V det

We find optimal w, 3 and inducing points Z by using stochastic gradient descent. And with these
optimal values, we can calculate predictive distribution p( f«|y).

p(f.ly) = / / (Fr £ F2ly)df Sz

) —nz +Te{Kz S} +p' Kypu .

://p(f*|fvfz)Q(f, f2)dfdfy
://p(f*|f’fZ)p(f|fZ)Q(fz)dfde
= /p(f*|fZ)Q(fz)de.

This equation can be write as p(fi|y) = N (fu; Kuz K, o1, Kuz K, 22 (Kaz K, 2) T + Kow —
K.z K Eé K ;r V4 ) .

Now if we use reparametrization trick at fz, we can write f; = Lu, where L is the lower triangular
matrix from the cholesky decomposition of the matrix K 7. Then

p(fz) = N(fz;0,LLT) = N(f2;0, Kz2)
a(fz) = N(fz; Lpu, LZuLT)'
In this case ELBO changes into

/ log(p(y1f))N (f: ALjtw, ALSGLT AT + B)Af — KLV (t; o S [N (130, 1),

With softmax likelihood, we can use MC approximation which is

1N T B
BLBO = = 3> logp(uil) — KLV (u s L) IV (30, 1))

t=1 i=1
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where B is minibatch and 7" is sample number of f which sampled from
N(f; ApLpiy, ApLY LT AL + Bg).

Here Ap = KXBZKgé and Bp = Kx,x, — KXBZKEéKZXB. Finally we can calculate predic-
tive distribution with this reparametrization trick.

p(£10) = [ pE a0z
= [ N KozB b K~ Kz KK 2N (i L LEALT)A Sz

Thus the final predictive distribution p(y.|z.) is

log p(y.|z..) = log | [ p(ylla)
J

M . ,

= Zlogp(yilxi)

- Z log [ (I )p(f19)d.

~ Zlog%ZP(yilﬁﬁ)
7 7

where fis are sampled from J\/(f*;K*ZKgéL/,Lu,K*ZKEELEULT(K*ZKEE)T + K, —
K*ZKEéK;rz)

D STOCHASTIC VARIATIONAL STUDENT ¢t PROCESS

We want to make q( f, fz, o) which well approximates p(f, fz, o?|y) by maximizing ELBO. First
p(f. fz,0%) = p(f|fz,0°)p(fz|0%)p(0?) where p(f|fz,0%) = N(fIKxzK 5y fz.0*(Kxx —
KxzK;;Kzx)), p(fz|0%) = N(f2]0,02K2z2) and p(0?) = T~ (?|ev, B). And q(f, fz,07) =

p(flfz,0%)a(fz|0%)q(0?) where q(fzlo?) = N(fz|p,0°%) and q(0?) = I~'(0?|a,b). Then
ELBO can be computed as

ogp(y) > Ef f, o2ma(f fr.0m 108 DI f, f2,02)] — KL(q(f, fz,02)||p(f, f2,0%)).

Here KL divergence can be reformulated as

KL(q(f. fz.0%)|p(f. 2,02 / / (2,02 log Eff ;dfzda

:KL(q(fZ7U )Hp(fZa ))

Now let’s compute likelihood part first.
Ef.fs.02~a(f.f2.00) 1080\ fs f2,0%)] :/Q(f) log p(y|f)df
where ¢(f) = [ [ p(f|fz.0%)a(fz]0?)q(c?)dfzdo?. And this is

_ b _ _ _
q(f) = MVT(f|2a, Kx 2K 1p, E(KXZKzéZKzéKZX +Kxx — KxzK,,Kzx)).
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By slightly modifying the KL divergence between normal-gamma distributions in Soch & Allefeld
(2016), we get

KL(q(f2.02)||p(f2.0° / / (2,02 log Ejﬁ idf 10>

T 1 1 |Kzz| . ny é

2b'u K, u+ Tr(K E)+210g B -5 to lgﬁ
I(a) a
—1Og@+(a_a)¢(a)+(5—b)g

where 1)(+) is digamma function. Now if we use reparametrization trick at f, we can write fz =
Lu, where L is the lower triangular matrix from the cholesky decomposition of the matrix K.
Then

p(fz10%) = N(f2;0,0°LL") = N'(f2;0,0°Kz2)
q(fz0%) = N(fz; Ly, 0?LE,LT).
In this case ELBO changes into

/ loB(p(ul ) MVT(f: 20, ALp, (ALELLTAT + B))df
KL (1, 0 E0)0 (0% a0, )] [N (130, 021)0 (02, a, ).

With softmax likelihood, we can use MC approximation which is

ELBO ~ N** Z Zlogp yil £

t=1 =1
— KLV (u; pu, 0*20)T (0% 0, b)[ [N (130, 0 1)T 7 (0%, v, B))

where B is minibatch and 7" is sample number of f which sampled from
MVT(f;2a, Ap L, é(ABLEuLTAE + Bg)).
a

Here A = KXBZKgé and Bp = Kx,x, — KXBZKEEKZXB. Finally we can calculate predic-
tive distribution with this reparametrization trick.

p(f.ly) / / (£lf2.02)a(F2loD)a(0?)df2do?
//N fes *ZKZZfZ7 ( sk T *ZK KZ*)) (fZ;L,UuaUQ(LEuLT))Fil(a,b)dfsz2

b
=MVT(f.;2a, Koz K, Lity, g(K*ZKEZLzuLT(K*ZKgé)T + Koo — Koz K, LK)

Thus the final predictive distribution p(y.|x.) is

M
log p(y.|z.) = log [ [ p(ylla)
J

M . ,
= Zlogp(yilxi)
—Zlog [ ot 2ptrluyas.

~ Zlog%ZP(yilﬁﬁ)
7 7

where fis are sampled from MVT(f.;2a, Kiz K,y Ljy, 2(Kiz K7, LS, LT (K. 2K ;)T +
Koo = KizK7,K]7)).
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E INFERENCE ALGORITHMS

E.1 INFERENCE FOR REGRESSION

In order to calculate the predictive posterior distribution for an intractable marginal distribution, we
can use self-normalized importance sampling. Consider a scale mixture of NNGPs with a prior H on
the variance o2. Assume that we would like to estimate the expectation of A(y) for some function
h : R — R where the random variable y is drawn from the predictive posterior of the mixture at
some input x € R’ under the condition on Dy Then, the expectation of h(y) is

/h y|Dlr

/ / h(y)p(y|Dee. 02)p(02 D) dody

(O-Qayirlxtr) 2
= D P9, TulPu) do;d
/ / PP 7o) ) Y
o2, Yul X
= 7// |Dtr7 v) ( ;(O_tj) lr)p(ag)dagdy

where Z = [ p(02, Y| X)do?. We can approximate Z as follows:
2 Vel X
7 — /p(O'v, t;| tr)p(0'2)d0'3
p(o37)

Z p 517 }/tr|Xtr

1
= N ZP(YHXIU 5@)
i=1

where (;s are sampled independently from H. Using this approximation, we can also approximate

expectation of h(y) as follows:
p(o2, Y| X
/ / e e A

v

= —~—h(w:)
i=1 Z =1 Wj

where the y;’s are sampled from the posterior of the Gaussian distribution and the w;’s are the
corresponding importance weights for all ¢ € [N]:

/Bi ~ H7 w; = N(}/tr; 0, /Biftr,tr)y [ N(ICX tr}Ctr tr}/trv 51( X, X ICx tr’ctr trICtr x))

The K is the covariance matrix computed with test input as in Theorem 3.1. To speed up calculation,
we removed duplicated calculations in our importance weights and also during the sampling of the
y;’s. First, for importance weights, we observe that the log likelihood of ; has the form:

1
20
and the three terms £ log(27), $ log det(Ky.), and Y—'—IC[r «Yrr here are independent with ;. Thus,

using this observation, we compute these three terms beforehand only once, and calculate the log
likelihood of each sample 3; in O(1) time. Next, for sampling the y;’s, we first draw N samples

;s from N(0, Kx,x — KMIK; tlrftr’x), then multiply each of these samples with 1//3;, and finally
add KXJ,K; tertr to each of the results. Since Kx,trft; iYu +VBigi ~ N (KXMK; term Bi (K,gx -

— =1 ) .
ICXJ,ICMFIC”,X)) for all ¢ € [N], we can use these final outcomes of these computations as the y;’s.

1

— K 1 — K —
log N (Y43 0, Biku ) = Y log(27) — B} log det (KCyir) — 9 log(Bi) — Y;rT’Ctr,er{ra
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Table 4: Experimental results of Classification with Gaussian Likelihood

Dataset Accuracy NNGP Inverse Gamma Burr Type XII
MNIST 96.8 £0.2  9.29 4+ 0.002 4.89 + 0.001 4.96 £+ 0.001
+ Shot Noise 94.9+£0.4 9.3240.001 4.88 + 0.001 4.96 £ 0.001
+ Impulse Noise ~ 84.4 £2.3  9.63 &+ 0.000 5.17 + 0.001 5.25 £ 0.001
+ Spatter 95.4+0.4 9.27 4+ 0.001 4.44 + 0.002 4.49 £ 0.007
+ Glass Blur 90.5£0.7 9.12+0.001 4.20 £ 0.005 4.00 + 0.017
+ Zigzag 849+ 1.5 9.51+0.001 4.62 £ 0.006 4.49 + 0.021
EMNIST 70.4£0.9 9.40 £ 0.001 4.15 + 0.004 4.45 4+ 0.013
Fashion MNIST  61.3 £5.1  9.34 4+ 0.002 4.96 + 0.002 4.97 4+ 0.002
KMNIST 81.1+1.3 9.48 +0.001 4.60 £ 0.002 4.34 £ 0.013
SVHN 4254+ 1.5 6.01+0.062 4.16 £ 0.013 4.15 + 0.009

E.2 TIME COMPLEXITY ANALYSIS

For time complexity, as we mentioned in Appendix E, our posterior-predictive algorithm based on
importance sampling does not induce significant overhead thanks to the reuse of the shared terms
for calculation. More specifically, our algorithm with K sample variances spends O(K + N?3)
time, instead of O(K N?), for computing a posterior predictive, where N is the number of training
points. Compare this with the usual time complexity O(N?3) of the standard algorithm for Gaussian
processes. When it comes to SVGP and SVTP, one update step of both SVGP and SVTP takes
O(BM? + M?) time, where B is the number of the batch size of the input dataset and M is the
number of the inducing points.

F CLASSIFICATION WITH GAUSSIAN LIKELIHOOD

We compare the NNGPs and the scale mixture of NNGPs with Inverse Gamma prior and Burr Type
XII prior for the classification tasks. Following the convention (Lee et al., 2018; Novak et al., 2018;
Garriga-Alonso et al., 2019), we treat the classification problem as a regression problem where
the regression targets are one-hot vectors of class labels and computed the posteriors induced from
squared-loss. We searched hyperparameters refer to Adlam et al. (2020) and we choose both ¢ and
k from [0.5,1.,2., 3., 4.]. We do not particularly expect the scale-mixtures of NNGPs to outperform
NNGP in terms of predictive accuracy, but we expect them to excel in terms of calibration due to
its flexibility in describing the variances of class probabilities. To better highlight this aspect, for
MNIST data, we trained the models on clean training data but tested on corrupted data to see how
the models would react under such distributional shifts. The results are summarized in Table 4. Due
to the limitation of the resources for computing full data kernel matrix, we use 5000 samples as train
set, and 1000 samples as test set. For all datasets, the scale-mixture of NNGPs outperform NNGP in
terms of NLL.

G EXPERIMENTAL DETAILS

In Fig. 1, we used the inverse gamma prior with hyperparameter setting « = 2 and § = 2 for
the experiments validating convergence of initial distribution (Theorem 3.1) and last layer training
(Theorem 3.2). For the full layer training (Theorem 3.3), we used « = 1 and 5 = 1.

For the regression experiments, we divide each dataset into train/validation/test sets with the ratio
0.8/0.1/0.1. We performed gradient descent in order to update parameters of our models except
number of layers which is discrete value. We referred Adlam et al. (2020) for initializing parameters
of NNGPs. We choose the best hyperparameters based on validation NLL values and measured NLL
values on the test set with permuted train sets.

For the classification experiments, we divide each dataset into train/test sets as provided by Ten-
sorFlow Datasets”, and further divide train sets into train/validation sets with the ratio 0.9/0.1. We
choose the best hyperparameters based on the validation NLL values, and measure NLL and accu-
racy values on the test set with different initialization seeds. To measure the uncertainty calibration

Mttps://www.tensorflow.org/datasets
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Table 5: RMSE values on UCI dataset. (m, d) denotes number of data points and features, respec-
tively. We take results from Adlam et al. (2020) except our model.

Dataset (m, d) PBP-MV Dropout Ensembles RBF NNGP Ours
Boston Housing (506,13) 3.11 +£0.15 290 +£0.18 3.28+1.00 3.24+0.21 3.074+0.24 3.30+0.03
Concrete Strength (1030,8) 5.08+0.14 482+0.16 6.03+0.58 5.63+0.24 5.25+£0.20 5.08+0.14
Energy Efficiency (768,8) 0.45+0.01 0.54+0.06 2.09+0.29 0.50+0.01 0.57 £+ 0.02 0.44 +0.03
Kin8nm (8192, 8) 0.07 £ 0.00 0.084+0.00 0.09 £ 0.00 0.07 £ 0.00 0.07 £ 0.00 0.07 £+ 0.00
Naval Propulsion (11934, 16) 0.00 £ 0.00 0.00 £ 0.00 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00 0.00 £ 0.00
Power Plant (9568,4) 3.91+£0.04 4.01£0.04 4.11+0.17 3.82+£0.04 3.61+0.04 3.53 +£0.04
Wine Quality Red (1588,11) 0.64+0.01 0.624+0.01 0.644+0.04 0.64+0.01 0.57£0.01 0.59+£0.01
Yacht Hydrodynamics (308,6) 0.81+0.06 0.67+0.05 1.58+0.48 0.60+0.07 0.41+0.04 0.35 + 0.04

Table 6: Additional regression results for Burr Type XII prior distribution.

Dataset (m, d) NNGP  Inverse Gamma prior ~ Burr Type XII prior
Boston Housing (506, 13) 2.65 +£0.13 2.72£0.05 2.77 £0.02
Concrete Strength (1030, 8) 3.19£0.05 3.13 +£0.04 3.29 £ 0.09
Energy Efficiency (768, 8) 1.01 +£0.04 0.67 £+ 0.04 0.70 £ 0.04
Kin8nm (8192,8) —1.15+0.01 —1.18 £0.01 -1.23 £ 0.01
Naval Propulsion (11934, 16) -10.01 £ 0.01 —8.04 £0.04 —4.38 £0.05
Power Plant (9568, 4) 2.77 £0.02 2.66 + 0.01 2.78 £0.01
Wine Quality Red (1588, 11) -0.98 £ 0.06 —0.77 £0.07 —0.16 £ 0.05
Yacht Hydrodynamics (308, 6) 1.07 £0.27 0.17 £ 0.25 0.60 £0.15

of the model, we used the corrupted variants of the dataset and made three new dataset from the base
datasets. For the corrupted variants, we trained the model on the original version of the datasets, and
tested on the provided corrupted verions. For the out-of-distribution variants, we removed 3 classses
on the train set. For imbalance variants, we limited the samples per class with exponential ratio on
the train set. For noisy label variants, we selected 50% of labels and assigned uniformly selected
new labels from the train set. Except the corrupted variants, we tested the model on the original test
set.

For the classfication by categorical likelihood experiments, we use the CNN model with two layers
to compute the kernel. Due to the limitations of computing resources, we can only use 400 inducing
points for the variational inference which leads slight degradation on the performance. For the
classification by finite model ensemble experiments, each CNN layer has 128 channels.

H ADDITIONAL EXPERIMENTS

The experiment code is available at GitHub?. We used a server with Intel Xeon Silver 4214R CPU
and 128GB of RAM to evaluate the classification with Gaussian likelihood experiment, and used
NVIDIA GeForce RTX 2080Ti GPU to conduct other experiments.

Impact of the prior hyperparameters With same experimental setting with Section 4.1, in order
to inspect the impact of the prior hyperparameters, we sampled 1000 models for initial, last layer
training and full layer training. In Fig. 2, here we can empirically see that consistently with the
theory, if « is smaller, the output distribution is more heavy-tailed.

Full-layer training correspondence for ResNet Even though we only proved the general training
result (Theorem 3.3) only for the fully-connected neural networks, we experimentally found that
ResNet also shows a behavior predicted by our theorem. The empirical validation with for ResNet
is shown in Fig. 3. We set « = 4 and 8 = 4 for the inverse gamma prior in this experiment.

Additional results of regression with Gaussian likelihood In addition to Table 1, we also mea-
sured the root mean square error values on the test set. Table 5 summarizes the results. The results
other than ours are borrowed from Adlam et al. (2020) and we use same settings as described in
Section 4.2.

Shttps://github.com/Anonymous0109/Scale-Mixtures—of-NNGP
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Figure 2: Impact of the prior hyperparameters for fully connected neural network initial, last layer
training and full layer training.
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Figure 3: (left) Correspondence between wide finite ResNet model vs theoretical limit. (right)
impact of the prior hyperparameters.

Additional regression experiment As an additional regression experiments, we test the models
which use Burr Type XII distribution as its last layer variance’s prior. We use Appendix E in order
to calculate the predictive posterior distribution. Our results are in Table 6.

I ADDITIONAL INFORMATION

We refer to the source of each dataset through footnotes with URL links. We don’t use any data
which obtained from people and don’t use any data which contains personally identifiable informa-

tion or offensive content.
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