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Abstract

Establishing object-level correspondence between egocentric and exocentric views
is essential for intelligent assistants to deliver precise and intuitive visual guidance.
However, this task faces numerous challenges, including extreme viewpoint varia-
tions, occlusions, and the presence of small objects. Existing approaches usually
borrow solutions from video object segmentation models, but still suffer from the
aforementioned challenges. Recently, the Segment Anything Model 2 (SAM 2) has
shown strong generalization capabilities and excellent performance in video object
segmentation. Yet, when simply applied to the ego-exo correspondence (EEC) task,
SAM 2 encounters severe difficulties due to ineffective ego-exo feature fusion and
limited long-term memory capacity, especially for long videos. Addressing these
problems, we propose a novel EEC framework based on SAM 2 with long-term
memories by presenting a dual-memory architecture and an adaptive feature routing
module inspired by Mixture-of-Experts (MoE). Compared to SAM 2, our approach
features (i) a Memory-View MoE module which consists of a dual-branch routing
mechanism to adaptively assign contribution weights to each expert feature along
both channel and spatial dimensions, and (ii) a dual-memory bank system with a
simple yet effective compression strategy to retain critical long-term information
while eliminating redundancy. In the extensive experiments on the challenging
EgoEx04D benchmark, our method, dubbed LM-EEC, achieves new state-of-the-
art results and significantly outperforms existing methods and the SAM 2 baseline,
showcasing its strong generalization across diverse scenarios. Our code and model
are available at https://github. com/juneyeeHu/LM-EEC.

1 Introduction

Aligning observations of objects in egocentric and exocentric viewpoints can facilitate many applica-
tions. In augmented reality (AR), a person wearing smart glasses could quickly pick up new skills
with a virtual intelligent coach that provides real-time guidance. In robotics, a robot watching people
in its environment is able to acquire new dexterous manipulation skills with less physical experience.
The recent work EgoExo4D [1] makes significant contributions to establishing object-level corre-
spondence between these ego-exo views by introducing a benchmark featuring annotated, temporally
synchronized egocentric and exocentric videos along with object segmentation masks.

The first-person (ego) perspective captures fine-grained details of hand-object interactions and the
camera wearer’s attention, while the third-person (exo) perspective provides a broader view of full-
body poses and the surrounding environment. Therefore, this task presents significant challenges,
including extreme viewpoint variations, substantial object occlusions, and the presence of numerous
small objects. Previous approaches, such as XSegTx [1], which formulates the task as a matching
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Figure 1: Left: Comparison of segmentation results between XView-XMem and our model, using
exocentric videos as an example. Right: Quantitative results on the EgoExo4D validation set.

problem, and XView-XMem [1], which adapts XMem [2] to track objects across different views,
struggle to effectively address these challenges as depicted on the left of Figure 1, highlighting the
need for more robust solutions. Recently, a unified model for both video and image segmentation,
called Segment Anything Model 2 (SAM 2) [3], has been introduced. Trained on the SA-V dataset [3],
which contains 50.9K videos with 642.6K masklets, SAM 2 demonstrates strong generalization
capabilities and adaptability across a wide range of scenarios and tasks [4, 5]. The right panel of
Figure 1 shows the strong performance of SAM 2 on our task. “Ego-Exo” refers to segmenting
objects in the exocentric videos, given the corresponding egocentric videos and annotations, while
“VOS” refers to segmenting objects in the exocentric videos using only the first-frame annotations.

However, SAM 2 still faces challenges in establishing object-level correspondence between temporally
synchronized egocentric and exocentric videos. A key issue arises when using annotations from one
view as prompts to segment the other. Effective fusion between two views is crucial, yet SAM 2
simply adds memory-aware features and prompt embeddings together, completely overlooking the
gap in different features and distribution differences between two views. Another major challenge is
the scale of the task, which involves processing large volumes of long videos. Yet SAM 2 retains
only a few frames closest to the current frame in its memory bank. As a result, long-term information
is not effectively preserved, leading to degradation in complicated scenarios.

To overcome these limitations, we first introduce an adaptive Mixture-of-Experts (MoE) strategy
that dynamically integrates diverse knowledge-fused features based on their distinct characteristics,
enabling them to complement each other effectively. Additionally, optimizing SAM 2’s memory
management is crucial. Current approaches [3, 5, 6, 7], which directly store recent or selected frames
in the memory bank, introduce redundant features while failing to retain long-term information.
Addressing these challenges is essential to fully harness SAM 2’s capabilities for robust object
segmentation in ego-exo correspondence scenarios.

we propose LM-EEC, a SAM-based robust segmentation model with dual compressed long-term
memory and an adaptive fusion module. Our method introduces two key advancements: (i) a flexible
Memory-View Mixture-of-Experts module that dynamically reweights expert features based on
their characteristics, enabling more effective integration of complementary information, and (ii)
a dual-memory bank system that separates ego and exo memory banks and leverages a specially
designed compression strategy to efficiently preserve critical long-term information. In our extensive
evaluation on the challenging EgoExo4D benchmark, LM-EEC achieves new state-of-the-art results
and significantly outperforms other models including SAM 2.

In summary, our main contributions are as follows: # We enhance SAM 2’s segmentation capabilities
for the ego-exo correspondence task by introducing a specialized MoE mechanism that effectively
integrates features from both egocentric and exocentric views; ¥ To efficiently manage long-term
dependencies, we design a dual-memory bank system that incorporates a view-specific compression
strategy, effectively reducing redundancy while retaining critical long-term information; % Exten-
sive experiments on EgoExo4D demonstrate that our model achieves state-of-the-art performance,
showcasing its strong generalization ability across diverse real-world scenarios.

2 Related work

Video object segmentation. Video Object Segmentation (VOS) involves tracking an object through-
out a video given its mask in the first frame [8]. This task is classified as “semi-supervised VOS”



since the initial object mask serves as a supervision signal available only in the first frame. VOS has
attracted significant attention due to its broad applications in areas such as video editing and robotics.

Early deep learning-based models often rely on online fine-tuning [9, 10, 11, 12, 13, 14, 15, 16],
either on the first frame or across all frames, to adapt the model to the target object. To improve
inference speed, offline-trained models were introduced, leveraging conditioning on either the first
frame alone [17, 18] or incorporating information from previous frames [19, 20]. These conditioning
strategies have since been extended to all frames using RNNs [21] and transformers [22, 23, 24, 25,
2,26, 27].

Recently, the Segment Anything Model 2 (SAM 2) [3] has emerged as a unified foundational model
for promptable object segmentation in both images and videos. Notably, SAM 2 [3] has established
new state-of-the-art benchmarks across various VOS tasks, significantly outperforming previous
methods. For instance, SAM2-UNet [4] introduces a simple yet effective U-shaped architecture for
versatile segmentation across both natural and medical domains, while SAMURALI [5], an enhanced
adaptation of SAM 2 tailored for visual object tracking, achieves substantial improvements in both
success rate and precision over existing tracking models. Building upon this foundation, we develop
our model based on SAM 2 [3] to further enhance segmentation performance in our task.

Long-term video models. Long-term video understanding focuses on capturing long-range depen-
dencies in the videos. The primary challenge lies in balancing the retention of crucial information
while maintaining computational efficiency. To address this, a common strategy involves utilizing pre-
extracted features, eliminating the need for joint training of backbone architectures [28, 29, 30, 31, 32].
Alternatively, some studies have explored sparse video sampling techniques [33, 34], which reduce
the number of input frames by selectively preserving salient content.

Another widely adopted approach is the use of memory banks to retain relevant features, particularly
in video object segmentation. For instance, XMem [2] employs multiple independent yet highly
interconnected feature memory stores: a rapidly updated sensory memory, a high-resolution working
memory, and a compact but persistent long-term memory. Similarly, RMem [35] and SAM 2 [3]
constrain memory banks to a limited set of essential frames, striking a balance between relevance and
freshness when updating feature representations.

3 The Proposed Method

3.1 Task definition

Given a pair of synchronized ego-exo videos and a sequence of query masks for an object of interest
in one of the videos, the objective is to identify the corresponding masks of the same object in each
synchronized frame of the other view, if visible. This task consists of two scenarios: one where the
ego view serves as the query to segment the object in the exo view, and the other where the exo
view serves as the query to segment the object in the ego view. These two settings are referred to as
Ego-to-Exo correspondence and Exo-to-Ego correspondence, denoted as Ego2Exo and Exo2Ego,
respectively, in the following for brevity.

Formally, taking Ego2Exo as an example, let an ego-view video with 7" frames and a corresponding
exo-view video with 7' frames be represented as {I;°, G{9°}L_ | and {I¢*°}L ., respectively. Here,
G9° denotes the ground-truth object mask of frame I;7°. Given these synchronized frames, the goal
is to segment the object masks M”° in each frame of the exo-view video.

3.2 Preliminary on SAM 2

SAM 2 [3] begins with an image encoder that encodes each input frame into embeddings. In contrast
to SAM [36], where frame embeddings are directly fed into the mask decoder, SAM 2 designs a
memory module that conditions features of the current frame on both previous and prompted frames.

Specifically, for semi-supervised video object segmentation tasks, SAM 2 maintains a memory bank
at each time step t > 1:

M, = {M, e RF*“} )
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Figure 2: Overview of our proposed model, which consists of three key components: multi-view
encoding, dual memory compression, and object mask prediction. The multi-view encoder extracts
features from egocentric and exocentric videos, using a Memory-View MoE module to adaptively
combine memory-aware and view-specific representations. The object mask prediction module then
generates segmentation masks for objects in the exocentric view. To capture long-term dependencies
efficiently, we apply dual memory compression on the memory banks from both viewpoints.

where K is the number of memory tokens per frame, C is the channel dimension, and Z is the set of
frame indices included in the memory. In SAM 2, the memory bank stores up to N of the most recent
frames, along with the initial mask, using a First-In-First-Out (FIFO) queue mechanism.

The encoded frame feature would be fused with the memory bank through the memory attention
module, which is stacked by L transformer blocks, facilitating full interaction between the two. After
this memory fusion, if mask prompts are present, the fused feature is summed with the dense prompt
embedding, which is then processed by the convolutions of the prompt encoder.

3.3 Overview

Figure 2 provides an overview of our proposed model LM-EEC. Taking Ego2Exo as an example,
given the frames and target object masks from the ego view along with the corresponding frames
from the exo view (left side of Figure 2), the workflow then unfolds as follows:

First, the video frames from both views are encoded using the image encoder. The feature representa-
tions of the current exo and ego frames are then passed through the dual attention module, where the
exo feature is integrated separately by the attention module with the stored features from both the ego
and exo memory banks, as well as the corresponding annotated ego feature which is encoded by the
off-the-shelf memory encoder. Once the memory-aware and view-specific features are obtained, the
Memory-View Mixture-of-Experts module(sec 3.4) adaptively integrates the two expert features. The
fused feature is subsequently processed by the mask decoder to generate the predicted object mask.

Finally, the predicted mask, along with the given ego-view mask and their corresponding encoded
features, are fed into the memory encoder to generate memory frames, which are stored in the ego
and exo memory banks. As the dual memory banks have a fixed capacity, the tailored memory
compression mechanism(sec 3.5) is triggered when the stored frames exceed this limit, ensuring
efficient memory management.

3.4 Memory-View Mixture-of-Experts module

SAM 2 simply adds together the prompt embedding generated by the prompt encoder and the
memory-aware feature. In our task, the memory-aware feature and the view-specific feature, which
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Figure 3: Overview of the proposed Memory-View Mixture-of-Experts (MV-MoE) module. Channel-
and spatial-wise routers generate dynamic weights to recalibrate memory-aware and view-specific
features, enabling adaptive and context-aware fusion of complementary information.

serves as prompt information, highlight different regions and have different feature distributions. This
may cause the prompt information to overwhelm the representation of the other branch, leading to
less discriminative and robust target representations.

To alleviate this issue, we propose the Memory-View Mixture-of-Experts (MV-MoE) module,
which treats the memory-aware and view-specific features as two complementary experts. Rather
than performing direct fusion, we design a lightweight dual-branch routing mechanism to adaptively
assign contribution weights to each expert along both channel and spatial dimensions, allowing the
network to determine the relative importance of each expert in a data-dependent manner.

Specifically, as shown in Figure 3, given the memory-aware feature F),.,, € R"***¢ and view-
specific feature F e, € R"*%>¢ channel-wise routing is performed firstly. We concatenate the
two features along the channel dimension and apply global average pooling to obtain a compact
descriptor. This descriptor is then passed through two separate MLPs—each consisting of two
linear layers, with ReLLU and sigmoid activations—to generate dynamic channel-wise importance

weights W¢,.,.., WS, € R?¥1X¢. These weights are used to recalibrate each expert through residual
modulation:
wfnem/mew = MLP, j5(Avg(Concat(Frem, Fyiew))) 2)
Fmem/uiew = anem/view ® Fmem/view + Fmem/m’ewv (3)

where Concat(-) and Avg(-) denote channel-wise concatenation and global average pooling, respec-
tively, and ® represents element-wise multiplication. This operation adaptively emphasizes the more
informative channels in each expert while preserving the original feature content.

Subsequently, spatial-wise routing is applied to the channel-enhanced features anm and Fview. The
two features are concatenated and fed into two parallel convolutional branches—each composed of a
Conv-ReLLU-Conv-Sigmoid sequence—to generate spatial attention maps W, ., ws, € RFXwx1,
These spatial weights are then used to further refine each feature spatially, again using residual
modulation:

= Convy jo(Concat(Fpem, Fricw)), “)

S

w;nem/view

Fmem/view = W;zem/view & Fmem/view + Fmem/view7 (5)
Finally, the refined memory-aware and view-specific features are summed to produce the fused target
feature which is then forwarded to the decoder for subsequent segmentation:

Fior = Frnem + Fricw- (6)
These routing strategies enable the model to adaptively modulate the contributions of memory-
aware and view-specific features across both spatial and channel dimensions, aligning with the core
intuition of the Mixture-of-Experts (MoE) paradigm—selectively leveraging complementary sources
of knowledge based on the input context. Unlike conventional MoE architectures that rely on multiple
sub-networks and sparse expert activation, our design performs dense, feature-level expert routing,
which preserves the adaptive expert weighting behavior of MoE while avoiding the complexity of
network-level sparsity. This fine-grained and lightweight formulation enables context-aware fusion
and enhances the model’s flexibility in dynamic video scenarios.
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Figure 4: An illustration of our memory bank compression strategy, which preserves a fixed memory
size in both ego-view and exo-view memory banks by aggregating temporally redundant information.

3.5 Dual Memory Compression

Previous work [1] constructs a single memory bank that stores both egocentric and exocentric features
uniformly. However, egocentric and exocentric videos differ substantially in terms of viewpoints,
motion patterns, and visual appearance. To better leverage their complementary characteristics, we
first design a dual memory bank based on SAM 2, in which ego and exo features are stored separately.

SAM 2 maintains the most recent N frame features in its memory bank. Although effective in
the short-term context, this strategy suffers from several limitations. As segmentation progresses,
the memory bank gradually loses alignment with earlier frames, reducing its temporal consistency.
Meanwhile, since the target object typically occupies only a small region of each frame, the memory
bank becomes saturated with redundant spatial information. More critically, this unified memory
design fails to differentiate between egocentric and exocentric views, thereby undermining our
dual-memory objective.

To address these challenges, we propose a view-specific memory compression strategy that sepa-
rately compresses the ego and exo memory banks. This approach reduces redundancy, preserves
discriminative long-term features, and improves both efficiency and robustness.

Figure 4 illustrates our memory compression process. The core idea is to temporally aggregate
and compress video features by exploiting similarities between adjacent frames, while retaining
informative long-term content. This enables us to maintain compact and discriminative memory
representations for both ego and exo views.

The compression algorithm is applied at each auto-regressive iteration whenever the length of the
ego/exo memory bank exceeds a pre-defined threshold M. Formally, given an ego/exo memory bank
consisting of the following sequence:

F 2 M), e RPXC, @)

where P = h x w, representing the spatial dimensions of each memory frame feature. When a new
frame feature fM*! arrives, the memory bank must be compressed by reducing its length by one.

For each spatial location ¢, we first compute the Euclidean distance between the corresponding feature
points in the temporally adjacent memory frames:

di = Bucli(f{, f{*"), te[1,M], iell,P] (®)



Next, we identify the most temporally redundant features by selecting the feature with the minimum
Euclidean distance, indicating the highest similarity across time:

k = argmin(dt), t€[1,M]. )

Finally, to reduce the memory bank length by one, we perform a simple feature averaging at each
spatial location:
fE+

k
fi = 5 (10)
This three-in-one approach not only reduces redundancy but also preserves long-term information.
Furthermore, it adaptively updates the memory bank based on scene variations in each viewpoint,

ensuring a compact and informative memory representation.

4 Experiments

4.1 Dataset

We conduct experiments on the challenging EgoExo4D benchmark [1]. EgoExo4D is a dataset
specifically designed for the ego-exo correspondence task. It contains approximately 5.5K annotated
objects across 1.3K temporally synchronized egocentric and exocentric video pairs. In total, around
4 million frames have been annotated, resulting in 742K ego-view and 1.1M exo-view paired
segmentation masks. We adopt the official dataset split in our experiment, where 756 videos are used
for training, 202 for validation, and 291 for testing.

4.2 Metrics

Following [1], we employ four evaluation metrics, including Intersection Over Union (IoU) between
the predicted and ground-truth masks, Location Error (LE), which is defined as the normalized
distance between the centroids of the predicted and ground-truth masks, Contour Accuracy (CA),
which measures how well the predicted masks match the ground-truth masks on the boundary, and
Existence Balance Accuracy (BA), which evaluates the method’s ability to estimate object visibility
in the target view, since, in practice, objects may often be occluded or fall outside the field of view.

4.3 Implementation Details

Our model is built upon the official SAM 2 base [3], with key modifications including the introduction
of Memory-View MoE module and a refined memory bank construction strategy. Following the
training protocol of SAM 2, we sample 8 consecutive frames for each object from ego-exo video pairs,
and set the memory bank size to 6. To reduce computational overhead due to the large resolution
of original video frames, we resize all frames to 480 x 480, following the practice in [1]. Given
the large-scale nature of EgoExo04D, we train all modules jointly based on the pre-trained SAM 2
checkpoint, without freezing any components. The model is trained for 60 epochs on 8 NVIDIA
A100 GPUs with a batch size of 32 and evaluated on a single V100 GPU, achieving an inference
speed of approximately 8.4 FPS. Memory compression is applied only during inference. Our code
and model are available at https://github. com/juneyeeHu/LM-EEC.

4.4 Comparison to State-of-the-art Methods

Table 1 presents the quantitative results in comparison with previous methods on the test set. We
experiment with two settings: providing the ground-truth object track in the exo view (exo query mask)
and predicting it in the ego view Exo2Ego), and vice versa. Given the limited availability of existing
models tailored for this task, we selected several VOS models from 2021 onward [37, 38, 39, 40, 41]
and adjusted their architectures in a manner similar to XView-XMem [ 1], namely, integrating features
from the other view with annotations before segmenting the current frame. All models are trained or
fine-tuned on the EgoExo04D dataset to ensure a fair comparison. To provide a more comprehensive
comparison, we additionally report the performance of our base model, which comprises only a
standard dual-memory bank and simple prompt addition, to intuitively highlight the effectiveness
of our proposed method. As shown in Figure 5, we also evaluate and compare the segmentation
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Table 1: Comparison for the ego-exo correspondence benchmark on test set. Best results are reported
in bold, whereas our results are highlighted in cyan and the results of the base model are underlined.

Query Mask Method IoU?T LE] CA?T BA?T
Ego XSegTx [1] 18.99 0.070 0.386 66.31
Ego XView-Xmem (w/ finetuning) [1] 14.84 0.115 0.242 61.24
Ego XView-Xmem (+ XSegTx) [1] 34.90 0.038 0.559 66.79
Ego STCN [37] 27.39 0.109 0.378 61.97
Ego QDMN [38] 27.03 0.108 0.346 63.16
Ego GSFM [39] 3.98 0.146 0.057 52.39
Ego SimVOS [40] 38.26 0.090 0.481 57.21
Ego Cutie [41] 27.03 0.108 0.346 59.18
Ego Base model 52.13 0.024 0.734 61.56
Ego LM-EEC(Ours) 54.98 0.017 0.778 64.22
Exo XSegTx [1] 27.14 0.104 0.358 82.01
Exo XView-Xmem (w/ finetuning) [1] 21.37 0.139 0.269 61.72
Exo XView-Xmem (+ XSegTx) [1] 25.00 0.117 0.327 59.71
Exo STCN [37] 27.61 0.122 0.348 65.98
Exo QDMN [38] 17.56 0.158 0.213 58.94
Exo GSFM [39] 13.78 0.164 0.169 59.53
Exo SimVOS [40] 40.67 0.099 0.481 66.62
Exo Cutie [41] 47.52 0.070 0.579 70.71
Exo Base model 57.27 0.047 0.677 57.11
Exo LM-EEC(QOurs) 65.77 0.031 0.774 58.14
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Figure 5: Performance evaluation across different object sizes in the target (exo) view, including IoU,
shape accuracy, and location score.

performance of our method across varying object sizes under the Ego2Exo task. Specifically, we
divide the test set based on the proportion of object pixels within each frame. Furthermore, we
provide visual results, conduct qualitative comparisons with other baselines, and analyze the model’s
performance across diverse activity scenarios in the EgoExo4D dataset. For more details, please
kindly refer to the appendix.

Overall, our model consistently outperforms all baselines across different object sizes and delivers
substantial improvements over the base model, particularly in the Exo2Ego task. XSegTx [1] achieves
a high level of balanced accuracy because it is a co-segmentation model and employs specialized
data augmentation techniques during training.

4.5 Ablations

We conduct ablation studies on the validation set of EgoEx04D for the Ego2Exo task. Evaluation
metrics are reported, with our final configuration highlighted in cyan .

MV-MoE module Table 2 presents the ablation study on our MV-MoE module. We compare
two different experimental settings: (1) excluding the prompt from the other view of the current
frame, just using the memory-aware feature for segmentation, (2) directly adding the prompt and the
memory-aware feature, as done in SAM 2. Our results indicate that simple prompt addition fails to
fully exploit the effectiveness of the prompts. In contrast, our proposed module leverages a routing



Table 2: Ablation on our fusion mechanism. Table 3: Ablation on training frame number.

Setting IoUt LE| CA? Frame IoU? LE|  CA?

w/o other view 0.5691 0.0276 0.7660 4 0.5857 0.0204 0.7931
simply add (base model) 0.5673 0.0258 0.7643 8 0.5925 0.0198 0.8006
MV-MoE 0.5925 0.0198 0.8006 10 0.5927 0.0201 0.8003

Table 4: Ablation on our memory stores. Table 5: Ablation on memory size.

Setting IoU?T LE| CAT Memory IoUT LE| CA?T

All memory stores  0.5925  0.0198  0.8006 4 0.5921 0.0205 0.8004
No ego mem. 0.5748  0.0220  0.7837 6 0.5925 0.0198 0.8006
No exo mem. 0.5420  0.0293  0.7495 8 0.5963 0.0196 0.8025

mechanism to selectively emphasize and integrate key information from both sources, leading to
more effective fusion. In appendix, we also demonstrate the modularity of MV-MoE by integrating it
into other backbones.

Memory stores. Table 4 summarizes the performance of our model when each memory bank is
ablated individually. The results clearly demonstrate the effectiveness of our dual-memory design
and underscore the importance of integrating both egocentric and exocentric views to achieve robust
perception in complex scenarios.

Memory compression strategies. Table 6 compares dif-

ferent memory compression strategies. The FIFO (first-in, Taple 6: Ablation on our memory com-
first-out) approach stores the most recent N frames in the  pregsion strategy.

memory bank. The IoU selection strategy [5] follows a
conditional FIFO approach based on IoU scores predicted Setting IoUt LE| CA?t
by SAM 2. In contrast, the cluster selection method first
applies average pooling to all frames, followed by cluster-
ing to identify and retain the most representative frames.
Notably, these methods operate at the frame level, whereas
our proposed method performs compression at the feature
point level. The results demonstrate that our strategy more
effectively aids the model in segmenting objects.

FIFO 0.5823 0.0214 0.7874
Cluster  0.5867 0.0208 0.7942
IoU Sel.  0.5880 0.0204 0.7948
Ours 0.5925 0.0198 0.8006

Frame number and memory size. As show in Table 3, increasing the number of frames brings
gains although there could be some variance and we use a default of 8 to balance speed and accuracy.
Meanwhile, increasing the (maximum) number of memories M, generally helps the performance,
as in Table 5. We use a default value of 6 past frames to strike a balance between temporal context
length and computational cost.

Due to space limitation, we include more results, analysis, and discussion in the appendix. Please
kindly refer to our appendix for details.

5 Conclusion

In this paper, we present LM-EEC, a novel framework that builds upon the strong generalization
capabilities of SAM 2 to effectively tackle challenges such as severe object occlusions and the
presence of numerous small objects. To better exploit multi-view information, LM-EEC introduces a
Memory-View Mixture-of-Experts module that dynamically integrates egocentric and exocentric fea-
tures. In addition, we enhance the memory management mechanism of SAM 2 by constructing a dual
long-term memory bank using a view-specific compression strategy, which preserves discriminative
information while reducing redundancy. Extensive experiments on the EgoExo4D benchmark show
that LM-EEC consistently outperforms prior approaches, especially in complex and cluttered scenes.

Acknowledgment. Libo Zhang was supported by National Natural Science Foundation of China (No.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract and introduction is that we propose the LM-
EEC framework for ego-exo correspondence task, and the paper is all about introducing its
design and effectiveness.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discusses the limitations of the work.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper does not propose new theorem. We conduct experiments and show
illustrations to evaluate our model design.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Please refer to Section 4 for experiment settings and implementation details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Our code and model are available at https://github.com/juneyeeHu/
LM-EEC.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please refer to Section 4 for experiment settings and implementation details.
Guidelines:

* The answer NA means that the paper does not include experiments.
* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.
* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We do not report error bars, as they are not commonly included in prior
literature, and running multiple trials on the scene-level dataset is computationally expensive.
Nevertheless, we conduct extensive experiments on the large-scale EgoExo4D dataset and
consistently observe performance improvements over existing methods. These consistent
gains across diverse settings provide strong evidence supporting the statistical significance
of our results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Please refer to Section 4 for experiments compute resources.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have carefully read the Ethics Guidelines and strictly followed them.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We have discussed the societal impact of the work in appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have cited the original paper of the pre-trained models and data we used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

The appendix is structured as follows:

Bike Repé

Section A: We first analyze model performance across diverse activity scenarios to evaluate
its generalization capability.

Section B: We then provide qualitative results, comparing the proposed LM-EEC to base-
lines.

Section C: We discuss the limitation of our model and reflect on its broader impact.

Section D: We also visualize attention maps to demonstrate how our model establishes
precise object-level correspondence between egocentric and exocentric views, enabling
cross-view alignment.

Section E: We validate long-term ego-exo correspondence using association accuracy over
videos of varying lengths.

Section F: We demonstrate the modularity of MV-MoE by integrating it into alternative
backbones, showing the architectural transferability.

Section G: We also provide basic training configurations for all compared methods.

Contour Acc.?
Cooking

Ours
STCN
QDMN
SimVOs
Cutie

Ours

Bike Repair

Health

Health

Location Score!
Cooking

ours Bal. Acc.t )
STCN Cooking

QDMN
SimvOos
Cutie

Health

Figure 6: Comparison across different activity scenarios for each model.
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Figure 7: Ego to Exo results of different approaches.

A Analysis on Different Scenarios

Beyond object size, we further analyze model performance across different activity scenarios in
EgoExo04D, which consists of Cooking, Basketball, Bike Repair, Health, and Music. We compare the
results of various models across these scenarios to assess their robustness and adaptability.

As shown in Figure 6, some activities, such as Basketball, are generally easier to model due to limited
variation in object shape and appearance. In contrast, activities like Cooking and Bike Repair pose
greater challenges, as objects exhibit more diverse appearances and shapes across different views.

Notably, in these more challenging scenarios, our model demonstrates a clear advantage. The perfor-
mance gap between our method and other baselines is more pronounced in these cases, highlighting
the effectiveness of our approach in handling complex and highly variable environments.

B Qualitative Results Comparison

We further compare the qualitative results of our model with other baselines. As shown in Figure 7
and 8, while some models struggle to fully segment the object (e.g., the stainless steel spatula) or to
distinguish it from similar objects in the background, our model accurately segments the object and
effectively handles occlusion and variations in its appearance.

C Limitation and Broader Impact

Discussion of Limitation. As observed, our model does not achieve the highest performance in
terms of balanced accuracy. This indicates that when the target object disappears from the scene, the
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Ground Truth
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Figure 8: Exo to Ego results of different approaches.

model may mistakenly segment visually similar background objects. Representative cases of such
failures are illustrated in Figure 9.

This limitation primarily stems from the fact that existing baselines do not explicitly consider object
disappearance during training. As a result, the model tends to associate and segment visually similar
objects in the current frame, even when the target object is no longer present. This observation reveals
an inherent trade-off among IoU, contour accuracy, location score, and balanced accuracy.

In this work, we build upon SAM 2 as the baseline architecture to develop our model. While SAM 2
demonstrates strong matching capability and performs effectively in video segmentation, it lacks
explicit mechanisms to handle object disappearance. Consequently, our model inevitably inherits this
limitation to some extent. We believe that incorporating targeted data augmentation during training or
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Figure 9: Failure cases.

Frame to be segmented Corres.ponding €80 Heatmap of attention map
frame with annotations

Figure 10: Attention map visualization.

introducing an additional branch to explicitly predict object presence or absence could be promising
directions to address this issue in future work.

Discussion of Broader Impact. The proposed LM-EEC which focuses on establishing object-
level correspondence between egocentric and exocentric views has the potential to benefit a wide
range of real-world applications, including intelligent robotics, augmented reality (AR), and assistive
technologies. By enhancing the ability of Al systems to reason about objects from multiple viewpoints,
LM-EEC could contribute to more accurate and intuitive human-Al interaction, such as guiding users
through complex tasks or supporting remote collaboration.

It’s worth noting that our work carries potential risks, particularly concerning privacy and surveillance,
as the ability to associate first-person and third-person views could be misused for unauthorized
tracking or monitoring of individuals beyond intended applications. Therefore, we emphasize that
our work must be strictly applied within ethical and privacy-compliant contexts.

D Attention Map Visualization

In addition, we visualize the attention map of both the current frame and the corresponding annotated
frame. Specifically, we display the attention map related to the current target to be segmented from
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Table 7: Association accuracy of our method and the baseline under different video lengths.
Video Length <200 frames 200-600 frames >600 frames

Baseline Model 0.5580 0.6260 0.4724
Our Model 0.6054 0.6732 0.6150

an alternate view. As shown in Figure 10, our model accurately matches objects from both ego and
exo views (e.g., the guitar).

E Long-term Correspondence Evidence

To verify the effectiveness of our method in modeling long-term ego-exo correspondence, we conduct
an experiment to evaluate the association accuracy across videos of different lengths. Specifically,
we compare our model with the baseline (i.e., SAM 2) that excludes the core MV-MoE and memory
compression modules.

In this experiment, the association accuracy is defined as the ratio of frames where the Intersection
over Union (IoU) between the predicted and ground truth masks exceeds a threshold of 0.5. The
comparison results are summarized in Table 7.

As shown in Table 7, our model consistently outperforms the baseline across all video lengths. Notably,
for longer videos with more than 600 frames, our method achieves a significant improvement of
approximately 14% in association accuracy compared with the baseline model. This result effectively
validates the capability of our approach to maintain robust long-term ego-exo correspondence over
extended temporal durations.

F Modularity of MV-MoE

While the proposed MV-MOoE is initially designed on top of the SAM 2 architecture, its core
component, i.e., the dual-branch routing mechanism that adaptively assigns contribution weights to
each expert feature along both channel and spatial dimensions, is conceptually modular and can be
readily integrated into other architectures that involve multi-source feature fusion. To demonstrate
the generality of MV-MoE, we conduct additional experiments by integrating it into two alternative
frameworks with different segmentation bones, including STCN and QDMN, for the Ego-Exo
Correspondence task. The results on the Ego2Exo test split of the EgoEx04D dataset are shown in
Table 8.

From Tab. B, we can clearly observe that, incorporating MV-MOoE consistently enhances performance
across metrics, indicating that the module is not only effective but also transferable to different
backbone architectures. This suggests that MV-MOoE can be easily adapted to other segmentation
architectures/backbones and future versions of SAM 2-like frameworks.

Table 8: Application of MV-MoE on other segmentation backbones.

Model IoU+ LE| CA+ BA1
STCN 2739 0.109 0378 61.97
STCN + MV-MoE 3051 0.083 0436 62.81
QDMN 27.03 0.108 0346 63.16

QDMN + MV-MoE  28.75 0.100 0.376 64.02

G Basic Training Configurations

All baselines were implemented from official code with minimal changes for EgoExo4D, following
original training settings. Table 9 summarizes the training configurations of our method and other
approaches. Notably, all the compared method are trained for more epochs/iterations than our
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proposed model to ensure sufficient optimization. Our goal is to ensure fair and optimal performance

for all methods on EgoExo04D.

Table 9: Training configurations of compared methods.

Model Epochs (Iterations) Optimizer
XSegTx 250 (250K iter.) Adam
XView-Xmem (w/ finetuning) 358 (100K iter.) AdamW
XView-Xmem (+ XSegTx) 358 (100K iter.) AdamW
STCN 258 (50K iter.) Adam
QDMN 207 (80K iter.) Adam
GSFM 213 (55K iter.) Adam
SimVOS 193 (300K iter.) Adam
Cutie 167 (125K iter.) AdamW
LM-EEC(Ours) 60 (12K iter.) AdamW
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