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Abstract

Recent advancements utilizing large-scale video data for learning video generation
models demonstrate significant potential in understanding complex physical dynam-
ics. It suggests the feasibility of leveraging diverse robot trajectory data to develop
a unified, dynamics-aware model to enhance robot manipulation. However, given
the relatively small amount of available robot data, directly fitting data without
considering the relationship between visual observations and actions could lead
to suboptimal data utilization. To this end, we propose VidMan (Video Diffusion
for Robot Manipulation), a novel framework that employs a two-stage training
mechanism inspired by dual-process theory from neuroscience to enhance stability
and improve data utilization efficiency. Specifically, in the first stage, VidMan is
pre-trained on the Open X-Embodiment dataset (OXE) for predicting future visual
trajectories in a video denoising diffusion manner, enabling the model to develop a
long horizontal awareness of the environment’s dynamics. In the second stage, a
flexible yet effective layer-wise self-attention adapter is introduced to transform
VidMan into an efficient inverse dynamics model that predicts action modulated by
the implicit dynamics knowledge via parameter sharing. Our VidMan framework
outperforms state-of-the-art baseline model GR-1 on the CALVIN benchmark,
achieving a 11.7% relative improvement, and demonstrates over 9% precision
gains on the OXE small-scale dataset. These results provide compelling evidence
that world models can significantly enhance the precision of robot action prediction.
Codes and models will be public.

1 Introduction

In the rapidly advancing field of robotics, accurately predicting and executing precise actions based
on sensory inputs is crucial. While traditional approaches [145] for robot manipulation often rely on
labor-intensive hand-engineered features and models prone to errors, data-driven methods [6H8] offer
promising solutions. However, the challenge lies in the difficulty and cost of acquiring high-quality
robotic data. Recent advancements [9H12]], particularly those utilizing large-scale online video
data for learning a video generator, demonstrate significant potential in comprehending complex
physical dynamics of the real world. These models, trained on diverse datasets [[13| 8], possess a
nuanced understanding of the world, suggesting the feasibility of amalgamating and leveraging varied
robot visual trajectory data [14H16] to develop a unified dynamics-aware model for enhanced robot
manipulation. Yet, achieving this unification poses challenges; merely fitting data without considering
the relationship between visual observations and actions could lead to suboptimal utilization of the
data. Hence, there is a pressing need to develop efficient training mechanism and model architecture
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Figure 1: VidMan’s two-stage training paradigm mirrors dual process theory: its first stage (like
System 2) pre-trains on understanding environment dynamics through video diffusion, forming a
foundation for accurate action prediction, while its second stage (like System 1) was adapted from
the first stage to leverage the learned dynamics knowledge for rapid, low-level action inference.

that can effectively leverage existing cross-robot and cross-scene data to enhance action prediction
accuracy.

As shown in Fig. [T} to optimize the utilization of diverse robot data [§]], we draw upon insights from
neuroscience’s dual process theory [17H19], which unveils the complex mechanisms of information
processing and decision-making in the human brain. This theory distinguishes between two cognitive
processes: System 1, responsible for rapid, intuitive responses based on immediate sensory inputs,
and System 2, which involves slower, long-horizon planning grounded in abstract concepts and
understanding of world dynamics [20]]. Inspired by these insights, we adopt a two-stage paradigm
for robot learning, exemplified by our innovative framework, terms as VidMan (Video diffusion
for robot Manipulation). VidMan leverages the power of the video diffusion generation method
Open-Sora [21] for robot imitation learning, tapping into the awareness of long-horizon dynamics
inherent in video diffusion models to achieve more nuanced and dynamics-modulated robot action
prediction. By learning different facets of data at distinct stages, VidMan acquires an inductive bias of
inverse dynamics of robot control, wherein actions are the outcomes of state sequences, significantly
enhancing the method’s generalization performance, especially under scenarios with limited data.

Specifically, our VidMan employs a two-stage training mechanism, akin to the principles of dual pro-
cess theory, to enhance stability and significantly improve data utilization: 1) In the first stage, namely
the Dynamics-aware Visionary Stage, VidMan undergoes pre-training on the Open X-Embodiment [|8]
dataset (OXE) using a video diffusion model to predict future trajectories based on historical ob-
servations and language instructions. This stage involves the robot learning the dynamics of state
transitions from data and accurately perceiving the current environmental state, enabling the model
to develop a deep understanding of the environment’s dynamics, forming a robust foundation for
accurate action prediction; 2) In the second stage, dubbed the Dynamics-modulated Action Stage,
VidMan incorporates a flexible yet powerful layer-wise self-attention adapter [22]] to seamlessly
integrate the pre-trained knowledge from the first stage into action prediction. Through shared neural
architecture and parameters with the dynamics-aware visionary stage, this phase transforms VidMan
into an implicit inverse dynamics model that infers dynamics-modulated actions without explicitly
generating future visual trajectories, rendering it suitable for real-world robot control scenarios.

The performance of VidMan has been evaluated against SOTA baselines on the CALVIN [14]]
benchmark, where it achieves a 11.7% relative improvement. In addition, VidMan has shown notable
effectiveness on the OXE small-scale dataset, achieving over 9% precision gains. This improvement
is particularly evident when the data from the target robot is small, underscoring the effective data
utilization of our method. Extensive ablation studies have been conducted to analyze the effects
of various design decisions within our method. These experimental results suggest that VidMan
represents a meaningful advancement in robotics, providing a valuable tool for developing more
capable and responsive robotic systems.



2 Related Work

Language-guided Robot Manipulation. Language-guided robot manipulation has emerged as an
elastic and straightforward approach to instructing robots to perform various tasks [[14} 23]]. Some
existing methods [24} 25/ 10, 26-30]] leverage large language models (LLMs) to plan over the task
domain and pass instructions to low-level action policies to generate robot actions. The hierarchical 2D
policies [31H33] predict latent features or images of subgoals given a language instruction, which they
feed into lower-level subgoal-conditioned policies. 3D policies [34}135] combine 3D representations
with diffusion objectives to learn manipulation from demonstrations using depth maps and camera
extrinsics. Some methods [36,37]] also utilize 3D [38H40] or 2D [41-43]] detection to identify objects
and use constrained optimization methods to control robot operations Another line of work learns
language-conditioned policies from unstructured play data, which contains demonstrations with
and without language labels [44} [32]. These methods leverage sequence-to-sequence conditional
variational auto-encoders to generate latent plans, which are then used to condition the action policy.

Pre-training for Robot Manipulation. The field of pre-training for robot learning has garnered
significant attention in recent years [9, 26} [11} [45]. Some methods aim to learn useful visual
representations through masked image modeling [9] and contrastive learning [[11]. Previous re-
search [46l (7,147,145 25! 48] has focused on empowering robots and other agents with the capability
to comprehend and execute language instructions, typically by learning policies conditioned on
language. GR-1 [9] and RoboFlamingo [26] use a GPT-style framework to model action prediction
as a token prediction task in CALVIN dataset [[14], and achieve good results. Our approach is most
similar to GR-1 in that it utilizes GPT-style framework to predict both video and action, while ours
directly uses video’s ability to capture future information to predict long sequences of actions.

3 Preliminaries

Robot Dynamics and Inverse Dynamics. The dynamics of a robot are typically characterized by
the forward dynamics and the inverse dynamics. The forward dynamics describe how the current
state and action determine the next state. Formally, given a state space S and an action space A, the
forward dynamics can be represented as the conditional probability distribution: P(s¢11 | S, at),
where s;, 5411 € S are the robot state at timestep ¢ and ¢ + 1, respectively, and a; € A is the action
taken. Conversely, inverse dynamics describe the probability of an action given a transition from one
state to another. The inverse dynamics are particularly important in scenarios where only passive
observation data is available, such as data collected from the internet, which often lacks explicit
action information. Formally, the inverse dynamics are given by:

P(a | St,St+1). (1)

Observations to States. In many real-world applications, direct access to the state space S is
infeasible, and instead, sequences of image observations are provided. Let O denote the observation

space, e.g., image, proprio. To infer the underlying sequence of states S = {s1, s2,..., s} from a
sequence of observations O = {01, 09, ..., or}. This process can be formally described by finding
the sequence of states that maximizes the posterior probability given the observations:

S* zargmgxP(S | O). 2)

Using Bayes’ theorem, this can be further expressed as:
S* = argmgxP(O | S)P(S), 3)

where P(O | S) is the likelihood of the observations given the states, and P(S) is the prior
probability of the sequence of states. This formulation is essential in various applications, including
hidden Markov models (HMMs) and other state estimation techniques. With more observations, the
likelihood P(O | S) becomes more peaked around the true state sequence. This is because more data
points allow for better discrimination between different state sequences.

4 Method

In this paper, we aim to enhance the precision of robot action prediction by exploiting the intricate
dynamics encoded within robot visual trajectories. We propose VidMan, a novel framework leveraging
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Figure 2: O\fei‘view of VidMan. (a) We use Video Tokeni(Zf):r to tokenize the uniform sampled
robot visual trajectory O, to video tokens V. (b) In the 1st Stage, we concatenate the video tokens
processed through the diffusion process with the historical tokens along the channel dimension to
form V*. V¥ along with the language tokens and diffusion step k are fed into Open-Sora for video
prediction training. In the 2nd Stage, we use a learnable action token through a layer-wise adapter
applied to the output of the Open-Sora Block to obtain tokens Von that integrate future frame
information. Vjion are then fed into the Diffusion Action Head 7, for action prediction training.

Video diffusion for robot Manipulation. VidMan employs a dual-stage training strategy: in the first
stage, the Dynamics-aware Visionary Stage, we enable the model to forecast and imagine potential
future trajectories based on historical observations, leveraging the multi-frame prediction capability
of the video diffusion model. Through this stage, the model is optimized to understand the dynamics
of the environment. In the second stage, the Dynamics-modulated Action Stage, we introduce
a lightweight layer-wise adapter to seamlessly integrate the visionary predictive stage with fast,
adaptive action prediction. This approach decouples the knowledge of the world and embodiment
into distinct processes while ensuring seamless integration through the training and utilization of
shared parameters. Overview of our method is shown in Fig. 2] In the following sections, we will
formulate each of these stages.

4.1 Dynamics-aware Visionary Stage

To endow the model with the knowledge of world dynamics, we formulate this knowledge acquisition
stage as future image trajectory generation, which captures dynamic priors and predicts future state
transitions more accurately according to Equ. (3). Specifically in our context, the goal is to predict
future frames based on historical frames and language instructions. To achieve this, we leverage the
capabilities of a multi-frame generation framework based on the video diffusion transformer model
(VDT) Open-Sora [21]], which has shown a remarkable ability to generate diverse and physically
authentic successive frames aligned with language instructions. For simplicity, we use VDT to
represent Open-Sora in the following content.

To prepare the training data, we utilize a pre-trained video tokenizer [49] to encode successive robot
images in a trajectory Oy = [Op,, O] into embeddings Vi = [V}, V}], where Vj, € Rm>WxHxC
and V; € RXWXHXC gand for embeddings for m history images Oy, and n future images Oy,
respectively. During the forward diffusion process V¥ < ¢(V5, €, k), the noise € ~ A(0; 1) is added
to trajectory embeddings V; according to the diffusion step k£ € [1, K]. The diffusion model is
optimized to predict the added noise ¢ from V¥ given the condition hints. As the condition hints,
we pad V}, with zero-valued embeddings V' to the same shape as V¥, which are concatenated with
V¥ along the channel dimension to form the condition visual embeddings V,* € R(m+m)xWxHx2C
And the language instruction ¥ is encoded by an text tokenizer [30] to obtain the language embedding.
Mathematically, the denoised diffusion model is optimized according to:

c
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In this training stage, we use only a third-person camera to predict the representation. This approach
has two main advantages: a) most robot datasets include only third-person view data; b) training with
a fixed third-person viewpoint can reduce the influence of view changes and help the model focus on
predicting the transitions of the robotic arm itself. Additionally, our method can easily be extended to
multiple cameras by simply inputting multiple cameras of viewpoint.

4.2 Dynamics-modulated Action Stage

According to Equ. (I), actions can be accurately predicted given the states with the inverse dynamics
model. One straightforward approach to combine an inverse dynamics model with the VDT learned in
the first stage is to separately construct an inverse dynamics model that maps from image observations
to actions. During deployment, this model could predict actions from the generated observations
of the dynamics-aware visionary stage. However, by this means, actions are only predictable after
the VDT conducts a time-consuming iterative denoising diffusion process, which is not ideal for
high-frequency robot control. Moreover, the accuracy of the actions is heavily dependent on the
accuracy of the predicted observations. Since not all pixels are important for predicting actions, this
method could introduce unnecessary bias and time costs. Additionally, learning a separate inverse
dynamics model from scratch does not leverage the pre-trained parameters of the VDT.

To address these issues, we propose directly adapting the VDT into an inverse dynamics model. In
this way, the dynamics knowledge and implicit states learned in VDT can be seamlessly leveraged to
facilitate the prediction of actions. Below, we introduce a lightweight adapter module that effectively
transforms the VDT into an implicit inverse dynamics model. The output of this adapted model is
then decoded into a sequence of actions using a diffusion-based action head.

Implicit Inverse Dynamics Adapter. To transform the VDT into an inverse dynamics model, we
incorporated a layer-wise adapter which is inspired by [22] after each layer in VDT. Each adapter
includes a multi-head self-attention and a feed-forward network (FFN) with a gated mechanism. We
use h learnable action tokens (Qacion, cOncatenating them with the features ouput from each layer of
the VDT, and input them into the layer-wise adapter. This fuses the knowledge of each layer of the
VDT to produce A final action embeddings V,cion. Since we only reuse VDT parameters without its
observation generation function, we disable the iterative denoising process by using a fixed diffusion
step k <+ K, which turns V* into pure Gaussian noise. Formally, the action embeddings are fused
with the introduce layer-wise adapter parameterized by ¢:

Vaction = €(0,paca) (chKa y, K, Qaction)v (5)

where €(g,4,,,) represents the VDT parameters incorporated with the layer-wise self-attention adapter
with parameters ¢,q,. The flexibility of the layer-wise adapter allows for the integration of domain-
specific knowledge into the action embedding. For example, if the downstream robotic manipulation
task includes proprioceptive information, we can use a proprioception embedder to convert it into
tokens, which are then concatenated with the output of each layer of the VDT to serve as the additional
keys and values for the layer-wise adapter. Please refer to Appendix [A.2]for more details.

Diffusion-based Action Head. The fused action embeddings, V,.ion, are subsequently translated
into low-level control signals. To achieve this, we utilize a diffusion-based action head [31]], 74, ,
responsible for decoding action embeddings into executable action signals, such as determining the 7
degrees of freedom (DoF) for the end-effector pose and gripper status. Similar to the dynamics-aware
visionary stage, the objective of action prediction is:

2
Ea (97 ¢ada7 (bdec) = E(V:mion,l) |:H6/ = Tpgec (E(Vacliom 6/7 l)v l) H2j| ’ (6)
where ¢ ~ N(0,1), ] € [1, L] stands for the diffusion step and ¢ denotes the forward diffusion

process. Note that this diffusion-based action head is relatively small compared to the VDT, making
its computational cost and time consumption almost negligible.

5 Experiment

In this section, we conduct comprehensive experiments to validate the effectiveness of our methods,
along with in-depth ablation studies.



5.1 Experiment Settings
5.1.1 2-stage Training Setting

Settings of dynamics-aware visionary stage. We initialized our model with the weights from
Open-Sora’s [21] 16x256x256 text-to-video model, which was trained on internet data [S2H54]]. Since
we concatenated historical frames along the channel dimension, we append a zero matrix to the
parameters of the tokens embedder layer in Open-Sora accordingly. We use Open X-Embodiment
Dataset [8]] to train our model, which was constructed by pooling 60 existing robot datasets from
34 robotic research labs around the world. We referred to the Octo [7] codebase to selected 25
datasets from it, which are heterogeneous not just in terms of the robot type, but also in the sensors
(e.g., including or not including wrist cameras) and labels (e.g., including or not including language
instrctions). Unless otherwise specified, we sampled video sequences from trajectories at intervals of
3, resulting in 4-frame video sequences, with 2 historical frames and 2 future frames. At this stage,
we only used images from the third-person camera with 256 x 256 resolution. We use a maximum of
K = 1000 diffusion step.

Settings of dynamics-modulated action stage. In this training stage, we used data from both the
Open X-Embodiment (OXE) and CALVIN [[14]] datasets for training. We additionally incorporated
images from a wrist camera as extra observations. For the data in OXE, we predicted 12 action steps,
whereas for the CALVIN data, we predicted 10 steps. For the diffusion policy head, we set the noise
addition steps to 100. We used a 224 x 224 third-person camera and a 224 x 224 wrist camera. In
this stage, we set VDT’s diffusion step to the maximum, i.e., k = K, and used pure noise as VSK .
The VDT does not conduct the iterative denoising process. As for the diffusion-based action head,
we set the maximum diffusion step as L = 100. More details can be found in Appendix

5.1.2 Benchmark and Baselines

Simulation Evaluation: The CALVIN benchmark utilizes the PyBullet[55] simulator and involves
a Franka Panda Robot arm interacting with various environments labeled A, B, C, and D. Each
environment includes a desk, a sliding door, a drawer, a button controlling an LED, a switch for a
lightbulb, and three colored blocks (red, blue, and pink). These environments differ in desk textures
and object positions. CALVIN provides 24 hours of unstructured tele-operated play data, with 1%
annotated with language descriptions. Each instruction chain consists of five sequential language
instructions for execution. Evaluation follows a zero-shot generalization setup, training models on
environments A, B, and C and testing on D. Performance metrics include success rates and average
completion of sequential tasks, as per prior studies[26) 9]. Notably, CALVIN lacks a motion planner,
requiring all models to predict robot pose trajectories.

Offline Evaluation: We also report offline metrics, including the average of xyz accuracy and
euler angle accuracy (Avg xyz ang) and MSE for end-to-end action prediction on Bridge [56], Taco
Play [57], Cable Routing [58]] and Autolab URS [59], which are presented in OXE [8]]. Following
Octo [7]], we use continuous action space. XYZ accuracy measures the precision of the robot’s
predicted 3D position (X, Y, Z coordinates) compared to the ground truth values during evaluation.
Euler angle accuracy measures the precision of the robot’s predicted orientation angles (rotations
around X, Y, and Z axes) compared to the ground truth values during offline evaluation. Specifically,
XYZ accuracy refers to whether we predicted the XYZ delta within 0.5 radians and 50% of the norm
while in motion. Euler angle accuracy indicates whether we predicted the rotation delta within 0.5
radians during movement. Additionally, we reported the mean squared error (MSE) which reflects
how well each model predicts the actions.

Baselines: On the CALVIN benchmark, we compare our approach to the hierarchical 2D policies of
MCIL [31], HULC [32], and SuSIE [33l], which predict latent features or subgoal images based on
language instructions and feed them into lower-level subgoal-conditioned policies. These methods
can train the low-level policy using the full CALVIN dataset, rather than being restricted to the
language-annotated subset. We also compare against large-scale 2D transformer-based policies like
RT-1 [47], RoboFlamingo [26]], and GR-1 [9], which pretrain on extensive interaction or observational
(video-only) data. Additionally, to better highlight the performance of our method, we compare with
the 3D methods, 3D Diffusion Policy [34]] and 3D Diffuser Actor [35]. Both share a similar goal of
combining 3D representations with diffusion objectives to learn manipulation from demonstrations
using depth maps and camera extrinsics. As for OXE benchmark, we compared our method with



RT-1-X [8] and Octo [[7]. RT-1-X is an openly available generalist robot policy which are trained
on OXE using RT-1 [47] framework. Octo is a transformer-based diffusion policy that supports
flexible task and observation definitions, pretrained on OXE. These baselines are used to validate the
benefit of our two-stage training strategy since both RT-1-x and Octo are optimized with all data in a
train-from-scratch manner. To demonstrate the effectiveness of using diffusion models in learning
dynamics priors and modeling states in the first stage, we implemented a GPT-style (VidMan-GPT)
policy, as a baseline. This baseline autoregressively predicts the next images and actions in the
first stage. This allows us to compare, in a fair manner, the benefits of simultaneously predicting
multiple frames in a diffusion-like manner versus predicting only the next frame in a GPT-like
fashion for modeling dynamics priors and state representations. We only predict a single frame and
the corresponding action. We discarded the diffusion scheduler and used random masking [60] to
reconstruct images to calculate the video loss.

5.2 Comparison Results

Table 1: Zero-shot long-horizon evaluation on CALVIN. A/l denotes that the model is trained
on the entire dataset, including visual data without language annotations, while Lang refers to
training on only the language-labeled data. Our method outperforms the hierarchical 2D policies
(MCIL [31], HULC [32] and SuSIE [33]]) and large-scale 2D transformer-based policies (RT-1 [47]]
RoboFlamingo [26] and GR-1 [9]), while also remaining competitive compared to 3D-based policies
(3D Diffusion Policy [34]] and 3D Diffuser Actor [35]).

Tasks completed in a row

Method Training Data i > 3 i 3 Avg. Len.
3D Diffusion Policy [34] Lang 287 2.7 0 0 0 0.31
MCIL [31]] All 304 13 02 0 0 0.31
HULC [32] All 418 165 5.7 19 1.1 0.67
RT-1 [47] Lang 533 222 94 38 1.3 0.9
RoboFlamingo [26] Lang 824 619 46.6 33.1 235 2.48
SuSIE [33]] All 87 69 49 38 26 2.69
GR-1 [9] Lang 854 712 59.6 497 40.1 3.06
3D Diffuser Actor [35]] Lang 93.8 803 662 533 412 3.35
VidMan (Ours) Lang 915 764 682 59.2 46.7 3.42

Multi-Task Performance. We first conducted the initial stage of training on OXE, then utilized
CALVIN’s static camera and wrist camera as the two input sources for the second stage of training
on CALVIN. Following the setup in GR-1, we used the portion of the CALVIN dataset that includes
language instruction labels, while also incorporating CALVIN’s proprioceptive state data as additional
input into the layer-wise adapter. Tab. [T|compares the performance of mainstream methods such as
SuSIE, RT-1, RoboFlamingo, GR-1, and 3D Diffuser Actor against VidMan. Compared to hierarchical
2D policies like SuSIE, which struggle to effectively leverage language information at the low level
despite being able to train on the entire dataset ("All"), these methods generally underperform in
terms of generalization compared to end-to-end policies like GR-1 and RoboFlamingo. Our method
adopts an end-to-end training approach, outperforming the best hierarchical architecture, SuSIE,
by 0.73 in Avg. Len., while using less data. When compared to large-scale 2D transformer-based
policies such as GR-1 and RoboFlamingo, which also use an end-to-end output approach, our method
is highly comparable. Thanks to pretraining on the large-scale robotics dataset OXE and utilizing
the Open-Sora architecture, which is more vision-friendly, our method outperforms GR-1 by a clear
margin on average length (11.7% relative improvement). In comparison to 3D Diffuser Actor, which
leverages depth information to predict actions, our model remains competitive due to the ability to
pretrain on large-scale datasets without depth information, which are easier to collect.

Offline Performance. To evaluate offline performance, in this part, the second stage of our model
is optimized with OXE dataset. We evaluate performance on in-distribution tasks. Specifically, we
conduct two parts of evaluation: 1) the evaluation on domains that have small-scale sub-datasets in
OXE (Taco Play, Cable Routing and AUTOLab URS), where we would expect pretraining with larger
datasets can significantly improve performance; 2) the evaluation on domains with large-scale dataset
(Bridge), where we expect further improvement to be more challenging. We compare our results with
RT-1-X, Octo-small, Octo-base, and VidMan-GPT on the four sub-datasets. We compared the average
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Figure 3: Offline Performance. The average accuracy (Avg xyz ang) of xyz accuracy and angle
accuracy and MSE correspond to the left and right y-axes of the graph respectively. All models were
trained on OXE and validated on offline performance across four datasets. VidMan outperformed
Octo-base [7]] by 5.6% on Bridge, 2.6% on Taco Play, 9.9% on Cable Routing, and 9.0% on Autolab
URS. Additionally, Our method also shows improvements over the VidMan-GPT approach.

Table 2: Ablation Studies on Key Factors of VidMan.. We conduct finetune experiments on
CALVIN. Average length is used. Best practice settings are marked in gray .

(a) 2-stage training. Trainingonly  (b) Pretrain type. Video pretrain-  (c) Effect of layer-wise adapter.
the action prediction in the second  ing on domain-specific data is im-  Layer-wise adapter is important

stage is crucial. portant. for performance improvements.
Setting CALVIN Type CALVIN Setting CALVIN
co-train 270 w/o Pre-train 2.89 w/o adapter  1.54
. " 3 1 w/ Ego4d 3.29 freeze 2.98
action-only - w/OXE 342 nofreeze 342

values of xyz accuracy and angular accuracy (Avg xyz ang), the higher the better, as well as the
MSE (the lower the better). As shown in Fig. [3] it can be observed that our method outperforms the
state-of-the-art open-source method, Octo, in both evaluation settings. Particularly on the small-scale
sub-datasets CableRouting and Autolab URS, our method improves the offline average xyz angle
accuracy by 9.9% and 9.0% over Octo, respectively. The key difference between Octo and our
method is in the optimization approach. Octo employs a co-training strategy, utilizing all data at
once. However, our two-stage training strategy demonstrates a significant improvement, especially
in domains with limited data. This improvement is attributed to our approach’s ability to utilize
the training data more efficiently by implicitly leveraging the inductive bias of inverse dynamics.
Regarding Taco Play, the improvement we achieved is less notable. This is likely because the Taco
Play scenes are relatively simple, and various methods tend to achieve similar performance levels
in such environments. Additionally, our method shows improvements of 5.6% on the large-scale
dataset Bridge which also demonstrates the effectiveness of our method. We have also achieved
significant improvements over our own baseline, VidMan-GPT, across all four datasets, demonstrating
the superiority of our model architecture. Details can be found in Tab. [7]

5.3 Extra Ablation Studies

In this section, we conduct ablation studies for VidMan to answer the following questions: 1) Can
co-training obtain a similar performance to our two-stage training? 2) Whether pretrained with
general video data on the internet help improve the performance? 3) How much performance is
gained by using the layer-wise self-attention block? 4) Does increasing the frame sampling interval
positively impact action prediction? In the following, we answer each of these questions.

The importance of two-stage training. In our second stage, we only use action as a supervision
signal to learn an implicit inverse dynamics model P(a; | s¢, $¢+1) in Equ. . In other words,
it suggests that we should not co-train with both actions and frames generation at the same time,
otherwise a joint distribution P(a¢, s¢+1 | s¢) is learning. To validate this viewpoint, we conducted
experiments where the frames generation loss £, is also used in the second stage along with £,. The
result of this variant is presented as "co-train" in Tab. [2a] In comparison to using only £, in the
second stage, namely "action-only" in the table, the average score of "co-train" degrades severely and
approaches the performance of baseline methods in Tab. [2a] This further supports the effectiveness of
our two-stage training strategy.



Table 3: Effect of Frame Sampling Interval. Setting the frame sampling interval to 3 is effective.

Bridge Dataset CALVIN
interval | FID|{ FVDJ| | MSE| xyz1 angle? | Avg.Len. T
1 29.5 327 2.80 42.8 46.6 2.24
2 32.1 345 1.29 48.1 51.2 2.82
3 384 376 0.89 51.5 58.2 342
4 51.9 422 1.20 48.2 53.1 3.03

Pretrained with general video data. To evaluate whether pretraining with general video data
(not specific to robotics) from the internet helps improve performance, we conducted two control
experiments. “w/o Pre-train” refers to our model without video pretraining, “w/ Ego4d” represents
pretraining during the first stage using the general dataset Ego4d [13]] for video prediction, and “w/
OXE” refers to pretraining using the robot-specific dataset OXE. For the Ego4d dataset, we followed
the same processing pipeline as GR-1. As shown in Tab. [2b] pretraining with robot-specific video data
resulted in a 0.53 increase in the average task length on CALVIN compared to “w/o Pre-train”, while
pretraining with general data (“w/ Ego4d”) slightly decreased performance by 0.13. This suggests
that training on web-based general data can yield marginal improvements, and pretraining in robotics
domains significantly boosts performance.

Effect of layer-wise adapter. To measure the effect of the

layer-wise adapter, we removed it (w/o adapter) and directly e Ty Y P
extracted the observed information into the action policy head freeze, 2.98 Avg Length
by concatenating learnable action token to observation tokens
before Open-Sora blocks. We found that this significantly
reduced performance, comparing row 1 and row 3 in Tab.
Additionally, we found that training only the layer-wise
adapter while keeping the Open-Sora blocks fixed leads to 0.0
faster convergence, as shown in Fig. 4l The training loss of

the “freeze" curve converges faster than the “not freeze" curve. O 000 o200 200000
If both the adapter and Open-Sora blocks are trained, better

accuracy can be achieved, by comparing row 2 and row 3 in  Figure 4: Efficiency cgmparison be-
Tab. In this sense, we can quickly adapt to a specific tween two types of training.

robotic scenario with the adapter being trained. In brief, layer-

wise adapter can provide good performance. If Open-Sora blocks’ parameters are not fixed, better
performance can be achieved; if the parameters are fixed, faster convergence can be obtained.

Training Loss

Effect of frame sampling interval. We compare the effectiveness of different frame sampling
intervals (i.e. 1, 2, 3, and 4) on Bridge Dataset and CALVIN. With a larger frame interval, a longer
historical information our model can perceive and a longer future information needed to be predicted.
The total length of the four experimental frames is 4, including 2 historical frames and 2 future
frames. Results are shown in Tab. 3] It is observed that increasing the intervals from 1 to 3 improves
performance on Bridge and CALVIN. The potential reason is that consecutive frames are very
similar, and predicting frames that are farther away from the current step helps the robot gain a better
understanding of the future. However, when the interval increases from 3 to 4, this improvement
saturates quickly. We speculate that predicting frames too far into the future may not offer effective
guidance for immediate local action prediction.

6 Conclusion

In this paper, we propose VidMan, a novel framework utilizing video diffusion models for robot
imitation learning, which addresses the limitations of current GPT-style paradigms in real-time
applications. By combining a Dynamics-aware Visionary Stage, which develops a deep understanding
of environment dynamics through pre-training on the Open X-Embodiment dataset, with a Dynamics-
modulated Action Stage that efficiently integrates this knowledge into action prediction, VidMan
achieves both high precision and computational efficiency. This two-stage approach, ensures robust
and rapid action generation, significantly improving performance on benchmarks like CALVIN and
the OXE dataset. In the future, we will expand VidMan to be able to perceive more dimensions of
information.
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A Appendix

The outline of the Appendix is as follows:

* Negative impacts and limitations.

* Details of the network and training process.
* Description and usage guide for OXE.

* Additional experimental results.

* Visualizations of video prediction and action prediction.

A.1 Negative Impacts and Limitations

Potential Negative Social Impact. Our method has no ethical risk on dataset usage and privacy
violation since all the benchmarks are publicly available and transparent.

Limitations and Future Works. Our current model operates solely on 2D vision and does not
possess 3D perception capabilities. This limitation affects its performance on tasks that demand
accurate 3D spatial understanding. Our future work will prioritize the integration of 3D perception
into the model. Our model’s capacity to comprehend complex human instructions is limited. It
currently lacks the sophistication of a CLIP’s language encoder. We are considering state-of-the-art
Large Language Models (LLMs), such as LLama [61]], as a promising avenue for future exploration
to enhance these capabilities. The model’s perception is not fine-grained. It processes the entire
image as a single input for action prediction. We believe that incorporating fine-grained auxiliary
inputs, such as object-bounding boxes or masks, could significantly enhance the model’s performance.
We are exploring ways to integrate such detailed inputs to refine the model’s perceptual abilities.

A.2 Network and Training Details

Model details. For the video autoencoder, we utilized Stabilityai’s VideoAutoencoderKL [49] to
encode the video into embeddings. For the text encoder, we employed CLIP’s text encoder [62]. For
the diffusion model, we used STDiT-XL/2 [21]].

Training details. The video diffusion transformer of VidMan contains 12 layers (we reduced the
original number of layers in Open-Sora to 12) and 16 heads with a hidden size of 1152. While
training on OXE for video prediction in stage 1, we used 16 Nvidia V100 32GB GPUs, with a batch
size of 24 per GPU resulting in a total batch size of 384. This stage will cost 42 hours. While training
on OXE in stage 2, we used 16 Nvidia V100 32GB GPUs, with a batch size of 18 per GPU. We
employed gradient accumulation, updating the parameters every 5 steps, resulting in a total batch
size of 1440. This process took 32 hours. While training on CALVIN in stage 2, we used 8 Nvidia
V100 32GB GPUs with a total batch size of 400. We use the AdamW [63]] optimizer with an inverse
square root decay learning rate schedule [64]], with weight decay of 0.1. Training hyperparameters
are shown in Tab. @]

Table 4: Training Hyperparameters

Hyperparameters Ist Stage 2nd Stage OXE Training 2nd Stage CALVIN Training

batch size 384 1440 400
learning rate 2e-5 le-4 le-4
dropout 0.1 0.1 0.1
optimizer AdamW AdamW AdamW
weight decay 0.1 0.1 0.1
Ir schedule None inverse square root decay inverse square root decay
training steps 100k 300k 20 epochs
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Figure 5: Our model utilizes a layer-wise adapter, which includes a self-attention layer and a feed-

forward network (FFN). This block uses a gating mechanism to distill the information extracted by
the Open-Sora block into the action query.

Layer-wise adapter. As shown in Fig. [5] following [22], our model employs a layer-wise self
attention block, which comprises a self-attention layer and a feed-forward network (FFN). This block
incorporates a gating mechanism to refine the information extracted by the VDT block into the action

query.

A.3 More Details of Open X-Embodiment Datasets

We trained VidMan using a curated selection from the Open X-Embodiment Dataset [8]], which
is a rich repository of robot learning datasets. Our training data encompasses a variety of robot
forms, environments, and tasks, reflecting a broad spectrum of robot types, sensor configurations,
and labeling styles, including the presence or absence of language instructions.

Inspired by the approach taken in Octo [7], we began by filtering out datasets that did not include
image streams or those that did not utilize delta end-effector control. From the remaining datasets,
we carefully selected those with the highest diversity and task relevance, omitting any that were too
repetitive, had low-resolution images, or were too specialized.

We then divided the chosen datasets into two groups: “more diverse" and “less diverse", based on
the variety of tasks and environments they represented. To ensure a balanced training, we assigned
a higher weight to the “more diverse" datasets. Additionally, we adjusted the weight of some large
datasets that had an abundance of data points to maintain a balanced mix.

To streamline the training process, we filled in any gaps in the camera channels with zero-padding and
standardized the gripper action spaces across all datasets. This standardization meant that a gripper
command of +1 consistently signified “the gripper is open", and O signified “the gripper is closed".

A.4 Additional Experimental Results

Why use pure noise in stage 2. In the second stage, a key issue is how to utilize the video prediction
model pre-trained in the first stage for action prediction. We replaced the noisy images from the first
stage with zero embeddings, pure noise, and images without noise, and then concatenated them with
historical frames along the channel dimension as input to the VDT. All experiments were trained and
tested for offline validation on the Bridge dataset. These experiments used a small batch size of 192
and were trained for 100k iterations with VDT block frozen. The results are shown in Tab. 5 We
found that using pure noise during training allows the model to achieve a certain level of performance
during evaluation. One possible reason is that using pure noise aligns with the denoising process,
effectively distilling the pre-trained model’s future perception capabilities into action prediction.
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Table 5: V¥ type in stage 2. Concatenating historical frames with noise in the channel dimension is
an effective way.

type | MSEl xyzT angle
no_noise 11.2 6.6 0.4
pure_noise 4.8 32.7 37.6
pure_zero 12.1 2.3 6.5

Table 6: Effect of historical frames v.s. future frames. The length of historical frames is more
important than the length of future frames.

Bridge Dataset CALVIN
history, future | FID| FVDJ | MSE| xyz1 angle? | Avg.Len. T
m=1, n=1 28.9 318 4.20 37.0 41.6 2.09
m=2, n=1 27.3 305 1.80 489 55 2.80
m=2, n=2 38.4 376 0.89 51.5 58.2 342

Effect of historical frames v.s. future frames. To explore whether the length of historical frames
or future frames has a greater impact on action prediction performance, we conducted analytical
experiments with varying lengths of historical and future frames. We experimented with different
settings: 1) history frame n=1, future frame m=1; 2) n=2, m=1; n=2, m=2. We kept the length of
historical and future frames consistent across both the first and second training stages. The frame
interval was set to 3. Results are shown in Tab. [6} Comparing row 1 and row 2, if the length of
historical frames is shortened, there will be a significant decrease in performance on both Bridge and
CALVIN. Comparing row 2 and row 3, shortening the length of future frames also leads to a decrease
in performance, but not as significant as with the historical frames.

Detailed numerical metrics on OXE data. The numerical metrics in Fig. [3|are displayed in Tab.

Results on RLBench. We also conducted experiments on RLBench [23]]. We used 18 tasks from
RLBench for multi-task robot learning evaluation. Each task includes 2-60 variations. For example,
in the stack blocks task, “stack 2 red blocks" and “stack 4 purple blocks" are considered as two
variants. During testing, our model has to handle novel object poses, randomly sampled goals, and
randomly sampled scenes with different semantic instantiations of object colors, shapes, sizes, and
categories. Each multi-task agent is evaluated independently on all of the tasks. Evaluations are
scored either O for failures or 100 for complete successes. We report average success rates on 25
evaluation episodes per task for agents trained with 100 demonstrations. On the RLBench benchmark,

Table 7: Detailed numerical metrics on OXE data. All models were trained on OXE and validated
on offline performance across four datasets. VidMan outperformed Octo-base [7]] by 5.6% on Bridge,
2.6% on Taco Play, 9.9% on Cable Routing, and 9.0% on Autolab URS. Additionally, Our method
also shows improvements over the VidMan-GPT approach.

Bridge Taco Play
Method MSE| xyz1 anglet avgxyzang?|MSE| xyz1 angle avgxyzang?
RT-1-X 43 |362 38.1 37.2 49 |364 421 39.3
Octo-small 34 | 403 455 42.9 43 1390 441 41.6
Octo-base 22 | 458 538 49.8 19 | 625 650 63.8
VidMan-GPT | 1.5 | 465 552 50.9 1.6 | 627 67.0 64.9
VidMan 0.8 | 523 584 554 1.0 | 643 684 66.4
Cable Routing Autolab URS
Method MSE| xyz?1 angle? avgxyzang]|MSE| xyz7 angle? avgxyzang?
RT-1-X 14.3 | 8.7 13.5 11.1 123 | 139 192 16.6
octo-small 120 | 10.0 150 12.5 129 | 13.8 180 159
octo-base 75 | 125 172 14.9 86 | 232 253 243
VidMan-GPT | 5.6 | 132 198 16.5 62 | 243 270 25.7
VidMan 33 | 224 271 24.8 34 1294 370 332
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Open Slide  Sweepto Meat off Turn Put in Close Drag Stack Screw

Models Drawer Block  Dustpan Grill Tap Drawer Jar Stick Blocks Bulb
PerAct 80 72 56 84 80 68 60 68 36 24
RVT 71.2+69 81.6+54 72.0+0.0 88.0+£2.5 93.6+4.1 88.0+57 52+25 992+1.6 28.8+3.9 48.0+5.7
Act3D 93 93 92 94 94 90 92 92 12 47
Ours 944+3.6 97.6+44 928+1.8 904+£22 96.8+33 832+18 83+28 84.8+35 48+0.0 66.4+2.1
Put in Place Put in Sort Push Insert Stack Place Avg. Inf.
Models  Safe Wine  Cupboard Shape Buttons Peg Cups Cups Success  Speed
PerAct 44 12 16 20 48 0 0 0 42.7 -
RVT  91.2+3.0 91.0+£5.2 49.6+3.2 36.0£2.5 100.0£0.0 11.2+£3.0 26.4+8.2 4.0+25 62.9 11.6
Act3D 95 80 51 8 99 27 9 3 65.1 -
Ours 67.2+33 79.6+0.0 32.8+3.3 48.0+£0.0 89.6+1.6 21.6+3.6 182+1.8 132+1.8 674 18.3

Table 8: Multi-Task Performance on RLBench-100.

we compared our method with 3 methods: PerAct [65], RVT [66]], Act3D [67]]. To align with methods
like RVT, we also reported the variance of 5 seeds in the evaluation on RLBench.

A.5 Visualization

Visualization of our video prediction. We investigate the video prediction performance of VidMan
trained on OXE in stage 1. Qualitative results are shown in Fig. [6] It can be observed that VidMan
correctly predicts future frames, although some details (such as occluded objects) are missing. This
predictive capability in the second stage can strongly guide action prediction as potential future
forecasts.

Visualization of our offline action prediction. As shown in Fig. |/, we visualized VidMan’s results
on OXE offline evaluation. It can be observed that our model effectively fits the ground truth actions
across various scenarios, potentially demonstrating its applicability to real robot tasks.

17



”fllp pot uprlght in sink”

Figure 6: Video prediction results on OXE. The images in yellow boxes are ground-truth images;
the images in blue boxes are predicted images. The language instruction is placed below the image.
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“Fllp orange pot uprlght in smk"

“move the knlfe from rlght 5|de to Ieft 5|de"
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“put spatula on plate sink”

Figure 7: Offline action prediction results on OXE. The upper part of each group of images shows
subsampled frames from an episode, while the lower part displays the true and predicted 7D pose
results, including x, y, yaw, pitch, roll, and grasp over time.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We believe that the main claims reflect the areas we are targeting: robot
manipulation and imitation learning.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See the Appendix.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: We do not have theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: See Section 5 and Appendix.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

21



Answer: [Yes]

Justification: We already include the data and instructions in Section 5 and Appendix and
the code will be released upon acceptance.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Section 5 for more details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Our experiments are quite stable with multiple runs. All results are observed
via a fixed seed.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Appendix for more details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The research is conducted with the NeurIPS code of Ethics in every respect.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See Appendix.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

23


https://neurips.cc/public/EthicsGuidelines

11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited the creators of all existing assets. All the used existing assets
are open-source.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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