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ABSTRACT

Multi-objective decision-making is often deemed overly complex in bandit set-
tings, leading to algorithms that are both complicated and frequently impractical.
In this paper, we challenge that notion by showing that, under a novel goodness of
arms condition, multiple objectives can facilitate learning, enabling simple near-
greedy methods to achieve sub-linear Pareto regret. To our knowledge, this is the
first work to demonstrate the effectiveness of near-greedy algorithms for multi-
objective bandits and also the first to study the regret of such algorithms for para-
metric bandits in the absence of context distributional assumptions. We further
introduce a framework for objective fairness, supported by strong theoretical and
empirical evidence, illustrating that multi-objective bandit problems can become
both simpler and more efficient.

1 INTRODUCTION

Multi-objective decision-making problems have become increasingly prevalent in today’s complex,
real-world applications. From recommendation systems to robotics, decision-makers must often
optimize multiple, potentially conflicting objectives simultaneously. This setting naturally gives rise
to multi-objective bandit problems (Drugan & Nowe, 2013; Turgay et al., 2018; Lu et al., 2019; Xu
& Klabjan, 2023; Kim et al., 2023; Cheng et al., 2024; crepon et al., 2024; Zhang, 2024), which
generalize the single-objective bandit framework by incorporating several objectives. Although this
extension may seem conceptually straightforward, balancing exploration and exploitation across
multiple objectives significantly increases the complexity of the problem.

To address multi-objective bandit problems, most existing approaches focus on achieving Pareto
optimality (Drugan & Nowe, 2013; Yahyaa & Manderick, 2015; Tekin & Turgay, 2018; Turgay et al.,
2018; Lu et al., 2019; Kim et al., 2023; Cheng et al., 2024). However, these methods often involve
updating empirical Pareto fronts in each round, leading to substantial computational overhead and
limiting their suitability for often real-time and sequential decision-making applications.

While multi-objective problems are generally more complex than their single-objective counterparts,
it is natural to ask whether multiple objectives could, in some cases, facilitate learning rather than
hinder it. Formally, we pose the following research question:

Can the presence of multiple objectives actually facilitate learning rather than hinder it?

A priori, the answer is not always yes. Nonetheless, there may be scenarios in which multiple
objectives can be leveraged to achieve simpler, more efficient solutions. A positive answer to this
question could reshape our perspective on multi-objective problems: instead of always resorting to
increasingly complex methods, we might exploit a simpler, near-greedy approach to handle multiple
objectives more effectively. To our knowledge, this perspective has been largely overlooked, perhaps
because it appears counterintuitive that adding objectives could simplify the problem. Consequently,
an important research direction is to identify the precise conditions under which multi-objective
bandit problems become admissible—even potentially advantageous—for simple algorithms.

In this work, we show that the existence of good arms for multiple objectives can enable simpler
near-greedy algorithms to achieve strong performance. Such “goodness” means that, for each ob-
jective, there is at least one arm that performs sufficiently well (and these arms may differ across
objectives), a scenario commonly observed in practice. We show that this condition leads to what we
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call free exploration—the ability to collect informative feedback without incurring extra exploration
cost. Concretely, we propose a novel near-greedy algorithm, MOG (Algorithm 1), and its variants,
and prove that, under the suitable goodness assumption, they attain a regret bound of Õ(

√
T ). To

our knowledge, these are the first explosion-free algorithms for multi-objective bandits.

From a broader perspective, our work is related to the literature on exploration-free linear bandits in
the single-objective setting (Kannan et al., 2018; Raghavan et al., 2018; Bastani et al., 2021; Kim &
Oh, 2025), where greedy (or near-greedy) strategies can be efficient if the contexts are sufficiently
diverse. However, our analysis here differs crucially: we do not rely on any stochasticity or diversity
in the contexts (features). Notably, our algorithms perform effectively even in fixed feature settings,
marking the first result (to our knowledge) in which a greedy-type algorithm achieves no-regret
without any diversity assumptions in parametric bandits. This new insight suggests that multiple
objectives can sometimes replace or augment the role that context diversity plays in single-objective
settings, which can be of independent interest.

We evaluate our proposed algorithms both theoretically and empirically, analyzing their regret per-
formance and introducing a novel fairness criterion to ensure that no single objective is neglected.
Our results show that these simple and efficient methods not only exhibit strong performance but
also satisfy fairness guarantees—representing, to the best of our knowledge, the first such theoreti-
cal result on fairness in multi-objective bandits. Consequently, our work opens new perspectives in
multi-objective bandit research by providing a new class of algorithms and offering stronger guar-
antees on both Pareto optimality and fairness.

1.1 CONTRIBUTIONS

• We present and rigorously analyze a novel, sufficient condition on the goodness of
arms (definition 5) under which near-greedy algorithms achieve statistical efficiency in
multi-objective bandit problems without relying on the commonly assumed context distri-
butional assumptions in the greedy bandit literature (Kannan et al., 2018; Raghavan et al.,
2018; Bastani et al., 2021; Kim & Oh, 2025). Under this condition, free exploration can
be effectively leveraged. Notably, free exploration persists even in fixed context settings,
rather than just stochastic environments. Our key (and somewhat surprising) insight is that
having multiple objectives can enhance rather than hinder the learning process.

• We propose and analyze three practical algorithms, MOG, MOG-R, and MOG-WR, showing
that under the goodness assumption, each algorithm attains Õ(

√
T ) Pareto regret, where T

is the total number of rounds. Crucially, our proposed algorithms do not require construct-
ing or maintaining empirical Pareto fronts, significantly reducing computational overhead
compared to many existing algorithms.

• We introduce the notion of objective fairness (definition 13) as a criterion for evaluating
multi-objective bandit algorithms. We prove that the MOG and MOG-R algorithm satisfies
objective fairness, while the MOG-WR algorithm satisfies a general version of this criterion
(definition 6). To our knowledge, this is the first theoretical analysis of fairness in multi-
objective bandit problems.

• Through extensive numerical experiments, we demonstrate that MOG, MOG-R and MOG-WR
consistently outperform existing multi-objective methods across a wide range of scenarios.
These results empirically validate our theoretical claims.

1.2 RELATED WORK

The multi-objective bandit problem, an extension of the single-objective bandit framework that cap-
tures real-world scenarios with multiple conflicting optimization objectives, was first introduced by
Drugan & Nowe (2013). They proposed two approaches using the UCB algorithm: one based on
Pareto optimality and the other on scalarization. While the scalarization approach simplifies the
problem by reducing it to a single-objective one (Drugan & Nowe, 2013; Yahyaa & Manderick,
2015; Zhang, 2024), the Pareto optimality approach treats all objectives equally, without making
any assumptions about their interrelationships. This second approach inspired numerous studies on
multi-objective bandits focused on Pareto efficiency (Turgay et al., 2018; Tekin & Turgay, 2018; Lu
et al., 2019; Xu & Klabjan, 2023; Kim et al., 2023; Cheng et al., 2024; crepon et al., 2024).
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Recent advancements have extended the multi-objective bandit framework to linear contextual set-
tings. Lu et al. (2019) established theoretical regret bounds for the UCB algorithm within the gener-
alized linear bandit framework. Kim et al. (2023) explored Pareto front identification in linear bandit
settings. Additionally, Cheng et al. (2024) introduced two algorithms stochastic linear bandits un-
der a hierarchy-based Pareto dominance condition. In a different approach, Zhang (2024) proposed
a hypervolume scalarization method in stochastic linear bandit settings and analyzed hypervolume
regret, a metric that measures how well the Pareto front is generated.

While these works made important strides, they largely overlook the potential for free exploration
that can arise from the existence of good arms for each objective, particularly in the absence of the
diversity in context stochasticity. Recent research on single-objective linear contextual bandits with
stochastic contexts has shown that when context diversity is sufficiently high, greedy algorithms
can achieve near-optimal regret bounds in terms of the total number of rounds. (Bastani et al.,
2021; Kannan et al., 2018; Raghavan et al., 2018; Kim & Oh, 2025). However, the extension of
these results to multi-objective bandits has been limited by a diversity assumption on the context
distribution, leaving a gap in understanding how exploration can occur without the this assumption.

Our work addresses this gap by focusing on free exploration driven by good arms for different
objectives, even in the absence of context stochasticity. While Bayati et al. (2020) demonstrated
that greedy algorithms perform well in non-contextual single-objective settings when the number
of arms is large, they relied on a β-regularity assumption related to the reward distribution. In
contrast, we introduce the concept of γ-goodness (Assumption 3), which generalize the notion of β-
regularity to feature spaces in the multi-objective setting. Unlike Bayati et al. (2020), which provided
only Bayesian regret bounds—a weaker notion of regret than the frequentest regret, we rigorously
establish the frequentest regret bounds for our proposed algorithms, MOG, MOG-R, and MOG-WR,
under this generalized goodness assumption and for multi-objective problem settings. This is the
first time that a theoretical guarantee has been provided for exploration-free algorithms in multi-
objective linear bandits, without relying on the diversity assumption on context distribution, which
is a significant departure from existing literature.

2 PROBLEM SETTINGS

2.1 NOTATIONS

We denote by [n] := {1, . . . , n} for n ∈ N. For a vector x ∈ Rd, we use ∥x∥2 and ∥x∥A =
√
x⊤Ax

to denote to denote the l2 norm and the weighted norm of x induced by a positive definite matrix
A ∈ Rd×d. We define the d-dimensional ball Bd

R = {x ∈ Rd | ∥x∥2 ≤ R}. Finally, 1{condition}
means the indicator function that takes the value 1 if the condition is true and 0 otherwise.

2.2 MULTI-OBJECTIVE LINEAR BANDITS

In each round t ∈ [T ], each feature vector xi ∈ Rd for i ∈ [K] is associated with stochastic reward
yi,m(t) for objective m ∈ [M ] with mean x⊤i θ

∗
m where θ∗m ∈ Rd is a fixed, unknown parameter.

After the agent pulls an arm a(t) ∈ [K], the agent receives a stochastic reward vector ya(t)(t) =(
ya(t),1(t), . . . , ya(t),M (t)

)
∈ RM as a bandit feedback, where ya(t),m(t) = x⊤a(t)θ

∗
m + ηa(t),m(t)

and ηa(t),m(t) ∈ R is zero-mean noise for objective m ∈ [M ]. To simplify notation, we denote by
x(t) := xa(t) and y(t) := ya(t)(t), the selected arm vector in round t and its rewards, respectively,
with slight notational overloading. We assume that for all m ∈ [M ], ηa(t),m(t) is conditionally
σ2-sub-Gaussian for some σ > 0, i.e., for all λ ∈ R, E[eληa(t),m(t)|Ft−1] ≤ exp

(
λ2σ2/2

)
where

Ft is the σ-algebra generated by
(
{x(s)}s∈[t+1], {a(s)}s∈[t], {y(s)}s∈[t]

)
.

While we present our problem setting in the fixed-feature setup for clarity of exposi-
tion—highlighting our main idea of free exploration without relying on the context distributional
diversity assumption—we also provide results under a varying-context setting in Appendix G.

2.2.1 PARETO REGRET METRIC

In this work, we use the notion of Pareto regret (Drugan & Nowe, 2013; Tekin & Turgay, 2018;
Turgay et al., 2018; Lu et al., 2019; Xu & Klabjan, 2023; Kim et al., 2023; Cheng et al., 2024;
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crepon et al., 2024) as the performance metric for multi-objective bandit algorithms. Before we
formally define the Pareto regret, we introduce the notions of Pareto order and Pareto front.
Definition 1 (Pareto order). For u =

(
u1, . . . , uM

)
, v =

(
v1, . . . , vM

)
∈ RM , the vector u

dominates v, denoted by v ≺ u, if and only if vm ≤ um for all m ∈ [M ], and there exists m′ ∈ [M ]
such that vm′ < um′ . We use the notation v ⊀ u when v is not dominated by u, and u ∥ v when u
and v are incomparable, i.e., either u or v is not dominated by the other, respectively.
Definition 2 (Pareto front). Let µi ∈ RM be the expected reward vector of arm i ∈ [K]. Then, arm
i is Pareto optimal if and only if µi is not dominated by µi′ for all i′ ∈ [K]. The Pareto front is the
set of all Pareto optimal arms.
Definition 3 (Pareto regret). We denote Pareto suboptimality gap ∆i for arm i ∈ [K] as the infimum
of the scalar ϵ ≥ 0 such that µi becomes Pareto optimal arm after adding ϵ to all entries of its
expected reward. Formally,

∆i := inf {ϵ | (µi + ϵ) ⊀ µi′ ,∀i′ ∈ [K]} .
Then, the cumulative Pareto regret is defined as PR(T ) :=∑T

t=1 E[∆a(t)], where E[∆a(t)] repre-
sents the expected Pareto suboptimality gap of the arm pulled at round t.

The goal of the agent is to minimize the cumulative Pareto regret while ensuring fairness across
objectives, which is described in the next section.

2.2.2 OBJECTIVE FAIRNESS

Beyond Pareto regret. Pareto regret minimization is often a central goal in multi-objective bandit
algorithms, but it does not fully capture the essence of the multi-objective problem. Paradoxically,
focusing solely on Pareto regret minimization itself allows algorithms to optimize for a single spe-
cific objective, potentially neglecting others. Specifically, an algorithm that behaves with respect to
a single-objective bandit problem may perform just as well in the Pareto optimal sense (Xu & Klab-
jan, 2023), hence defeats the purpose of the multi-objective problem. Therefore, multi-objective
bandit algorithms should aim to balance multiple objectives, typically incorporating additional con-
siderations such as fairness, alongside Pareto regret minimization.

Existing fairness criterion (Drugan & Nowe, 2013). In multi-objective bandits, how fairly an
algorithm handles multiple objectives is considered an important factor. Fairness in multi-objective
bandits was first introduced by Drugan & Nowe (2013), who defined it as how evenly the Pareto front
is sampled (Definition 7). However, this definition requires tracking the selection frequency of each
true Pareto optimal arm, making it unsuitable for theoretical analysis. Many previous studies have
mentioned fairness in the selection process, but, to the best of our knowledge, none has provided a
theoretical analysis of fairness (Yahyaa & Manderick, 2015; Turgay et al., 2018; Lu et al., 2019).

Furthermore, in practice, the fairness principle requires multi-objective algorithms to compute the
empirical Pareto front at each arm selection, resulting in significant computational overhead (Drugan
& Nowe, 2013; Yahyaa & Manderick, 2015; Turgay et al., 2018; Lu et al., 2019). Specifically,
algorithms that construct the empirical Pareto front in each round incur a time complexity ofO(K2)
per round. This indicates that such algorithms may encounter scalability challenges in real-world
applications involving a significantly large arm set.

Objective fairness. To address these limitations, we propose a new notion of fairness in multi-
objective bandit problems. The fairness we introduce provides theoretical guarantees without im-
posing additional computational overhead on the algorithms. We present a new notion of fairness
based on the near-optimality in each objective in definition 13.
Definition 4 (Objective fairness). Let µi,m be the expected reward of arm i for objective m, a∗m be
the arm that has the highest expected reward for objective m, and µ∗

m := µa∗
m,m. For all ϵ > 0, we

define the objective fairness index OFIϵ,T of an algorithm as

OFIϵ,T := min
m∈[M ]

(
1

T
E

[
T∑

t=1

1{µ∗
m − µa(t),m < ϵ}

])
.

Then, we say that an algorithm satisfies objective fairness if for a given ϵ, there exists a positive
lower bound Lϵ such that limT→∞ OFIϵ,T ≥ Lϵ.

4
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Intuitively, our perspective of objective fairness makes sure that the algorithms consistently consider
all optimal arms for each objective. The objective fairness index measures the proportion of rounds
in which the ϵ-optimal arms are selected for the least selected objective. Therefore, objective fairness
is an asymptotic concept that ensures the consistent selection of near-optimal arms for each objective
as time progresses. Conversely, if limT→∞ OFIϵ,T → 0, this implies that the algorithm ultimately
does not consider optimal arms for at least one objective.

Additionally, we extend Definition 13 to consider not only the directions of objective parameters but
also the weighted sum of their directions, introducing the notion of generalized objective fairness
(definition 6). This extended definition ensures that optimal arms on the positive side of the Pareto
front (Figure 2) are selected in proportion to the total rounds T . A detailed discussion, including the
improvement over Drugan & Nowe (2013)’s fairness notion, is provided in Appendix B.

Pareto front approximation. We argue that algorithms pursuing (generalized) objective fairness
can address many challenges in real-world problems more efficiently than traditional approaches.
A major advantage of these algorithms is that they eliminate the need to construct the empirical
Pareto front at each iteration, which is typically required by traditional methods to ensure fairness.
Although these algorithms do not approximate the Pareto front in every round, they allow for on-
demand approximation of the Pareto front by estimating the parameters of each objective.

Lemma 1 (Connection from objective parameter estimation to Pareto front approximation). Sup-
pose ∥xi∥2 ≤ 1 holds for all arms i ∈ [K]. Let θ̃m(t) be an estimator for θ∗m for m = 1, . . . ,M ,
and we define the empirical Pareto front Õ(t) with respect to the estimated expected reward(
x⊤i θ̃1(t), . . . , x

⊤
i θ̃M (t)

)
for each arm i ∈ [K] in round t. If ∥θ̃m(t) − θ∗m∥2 < ϵ holds for all

m ∈ [M ], then, for all arms i ∈ Õ(t), the suboptimality gap satisfies ∆i ≤ 2ϵ.

3 PROPOSED ALGORITHM

3.1 MULTI-OBJECTIVE GREEDY (MOG) ALGORITHM

We propose a new algorithm named the MOG algorithm, that greedily selects arms based on a target
objective in each round. The default setting for determining the target objective is a round-robin
approach, where in each round t we use the modulo operator (mod) to cycle through the objectives
as targets (Line 3). Initially, the algorithm greedily selects arms based on the initial parameters
β1, . . . , βM until the minimum eigenvalue of the Gram matrix Vt−1 =

∑t−1
s=1 x(s)x(s)

⊤ exceeds a
certain threshold B (Line 5). After the initial rounds, the algorithm greedily selects arms iteratively
using the OLS estimators θ̂m(t) of θ∗m (Line 8).

This simple approach is presented without loss of generality: various selection strategies can also be
employed, depending on specific problem requirements. For instance, if certain objectives are more
(or less) important, their selection frequency can be adjusted accordingly. Alternatively, the target
objective can be chosen randomly, an approach we denote by MOG-R (Algorithm 2), and further
describe in Appendix E.

The MOG algorithm is easy to implement and generic, making it easily extendable. While Al-
gorithm 1 represents the simplest yet efficient approach, we propose a more general algorithm,
MOG-WR (Algorithm 3). This algorithm selects arms greedily based on the direction of the weighted
sum of the estimated objective parameters. If the bandit problem has a convex Pareto front, MOG-WR
can fully explore the entire Pareto front. In general, MOG-WR explores the positive side of the Pareto
front (since one does not need to explore non-positive sides). Detailed descriptions and analyses of
MOG-WR can be found in Appendix F.

If the feature vectors do not span Rd, the minimum eigenvalue of the Gram matrix in Line 4 remains
zero. In such cases, the MOG algorithm can be implemented using the more general formulation
presented in Algorithm 4. Further details are provided in Appendix I.

Most existing algorithms regarding Pareto efficiency construct the empirical Pareto front on each
round, resulting in complex algorithm structure and less practicality. Compared to other multi-
objective bandit algorithms, our algorithms are very easy to implement and have significantly lower
computational overhead. Aside from these advantages, surprisingly, our simple algorithms can
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Algorithm 1 Multi-Objective Greedy algorithm (MOG)

Require: Total rounds T , Eigenvalue threshold B
1: Initialize V0 ← 0× Id, and β1, . . . , βM ∈ Rd

2: for t = 1 to T do
3: Select the target objective m← t modM {If m = 0, then m←M}
4: if λmin(Vt−1) < B then
5: Select action a(t) ∈ argmaxi∈[K] x

⊤
i βm

6: else
7: Update the OLS estimators θ̂1(t), . . . , θ̂M (t)

8: Select action a(t) ∈ argmaxi∈[K] x
⊤
i θ̂m(t)

9: end if
10: Observe y(t) =

(
ya(t),1(t), . . . , ya(t),M (t)

)
11: Update Vt ← Vt−1 + x(t)x(t)⊤

12: end for

achieve theoretical performance guarantees, which are typically obtained by more complex algo-
rithms, when good arms exist for each objective.

3.2 FREE EXPLORATION INDUCED BY MANY GOOD ARMS

The MOG algorithm (Algorithm 1) is built on the insight that exploration can arise naturally, even
when the algorithm is focused solely on exploitation, as long as the multi-objective bandit problem
has many good arms. In most existing multi-objective bandit studies, as the number of objectives
increases, the problem setup becomes more complex, leading to more sophisticated algorithms,
particularly in comparison to single-objective bandits.

However, we observe a surprising and beneficial effect: as the number of objectives increases, unlike
the single-objective case, the multiple directions of good arms can naturally induce free exploration.
This allows simple near-greedy algorithms like MOG to achieve statistical efficiency (see Theorem 1).

The core idea is that, for each objective, rounds where greedy selections for other objectives can
simultaneously function as exploration rounds for the remaining objectives. In each round, exploita-
tion occurs for one objective, while inherently providing exploration for the others. This mechanism
enables automatic exploration without incurring additional Pareto regret, which offers a significant
performance advantage.

This phenomenon is intuitive, yet it has not been rigorously examined in multi-objective settings so
far. Our work is the first to formalize the conditions under which natural exploration can occur in
the presence of good arms for multiple objectives, paving the way for simpler and more efficient
algorithms for multi-objective bandit problems.

4 ANALYSIS

In this section, we analyze the algorithm MOG from the perspective of Pareto regret and objective
fairness. Our analysis is established in the fixed feature setup to expose our main idea clearly,
however, we also present similar results in a stochastic environment in Appendix G. We start with a
boundedness assumption similar to those used in the linear bandit literature (Abbasi-Yadkori et al.,
2011; Chu et al., 2011b; Agrawal & Goyal, 2013; Abeille & Lazaric, 2017; Li et al., 2017).
Assumption 1 (Boundedness). For all i ∈ [K] and m ∈ [M ], ∥xi∥2 ≤ 1 and ∥θ∗m∥2 = 1.

Assumption 1 is used to make a clean analysis for convenience and the first part of it is in fact
standard in bandit literature. Notably, we can obtain a regret bound of the proposed algorithm that
differs by at most a constant factor under the conditions ∥xi∥2 ≤ xmax and l ≤ ∥θ∗m∥2 ≤ L for all
i ∈ [K] and m ∈ [M ]. Our analysis focuses on the insights that multiple objectives may enhance
learning under certain regularity (e.g. goodness of arms in Definition 5) rather than always posing
hindrance. In light of these insights, the lower bound l represents the minimum contribution of each
objective. We will later discuss how to extend our analysis to arbitrary bounds for feature vectors
and objective parameters in Appendix H.

6
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As stated earlier in the Introduction and Section 3.2, we are interested in the problem setting where
there exist good arms for multiple objectives. We start with a simple condition that there are enough
objectives to span the feature space without loss of generality.
Assumption 2. We assume θ∗1 , . . . , θ∗M span Rd.

It is important to note that Assumption 2 is used without loss of generality. We can actually relax
Assumption 2 so that θ∗1 , . . . , θ

∗
M span the space of feature vectors, span({x1, . . . , xK}) (see details

in Appendix I). That is, it can be sufficient to assume that θ∗1 , . . . , θ∗M span a strict subspace of Rd if
the feature vectors span such a subspace. Yet, for clear exposition of our main idea, we work with
Assumption 2 and define λ := λmin(

1
M

∑M
m=1 θ

∗
m(θ∗m)⊤), which is positive under Assumption 2.

Next, we introduce the γ-goodness condition of arms with feature vectors in multi-objective linear
bandits. In brief, this condition ensures the presence of good arms in every objective direction.
Definition 5 (Goodness of arms). For fixed γ ∈ (0, 1], we say that the feature vectors of the arms
{x1, . . . , xK} satisfy γ-goodness condition if there exists α > 0 such that

for all β ∈ Bd
α(θ

∗
1) ∪ . . . ∪ Bα(θ

∗
M ), there exists k ∈ [K] such that x⊤k

β

∥β∥2
≥ γ,

and denote such xk as the γ-good arm for direction β.

Assumption 3 (Goodness). The feature vectors {x1, . . . , xK} satisfy γ-goodness for some γ ≥
1− λ2

18 .

Assumption 3 states that there exists at least one γ-good arm for directions in the neighborhoods
of objective parameters. We relax the γ-goodness condition by relaxing the requirement of the
existence of γ-good arms and instead allowing a positive probability of their existence in a stochastic
setting (see Assumption 4 in Appendix G).

Practical implication of arm goodness. The γ-goodness condition often arises in real-world ap-
plications where each objective has at least one arm (or item) that performs reasonably well. For ex-
ample, in a personalized recommendation system optimizing multiple metrics such as click-through
rates, watch time, and user satisfaction, it is plausible to assume that there exists at least one item
among many that delivers high click-through rates, another (possibly different from the first one)
that increases watch time, and so on. Consequently, the existence of “good arms” across different
objective directions naturally aligns with many practical scenarios, reinforcing the applicability of
our theoretical findings.
Remark 1. The notion of γ-goodness is related to the concept of β-regularity introduced by Bayati
et al. (2020) in the non-contextual multi-armed bandit framework. Specifically, they assume that
the prior distribution Γ for each arm’s expected reward µ satisfies Pµ[µ > 1 − ϵ] = Θ(ϵβ) for
every ϵ > 0. Our γ-goodness generalizes this idea to linear reward bandit problems with multiple
objectives. Comparing Assumption 4 under d = M = 1 with β-regularity in the stochastic context
setting shows that γ-goodness is a weaker (and thus more general) condition than β-regularity.
Appendix C.2 provides a detailed discussion contrasting these assumptions.

Remark 2. It is worthy noting that the above assumptions are irrelevant to the diversity assumption
on context distribution which is commonly used in the existing greedy bandit literature (Kannan
et al., 2018; Raghavan et al., 2018; Hao et al., 2020; Bastani et al., 2021). In particular, we explain
cases where γ-goodness holds but the traditional diversity assumptions do not in Appendix C.3.

Before we start our analysis, let α denote the value that satisfies the goodness condition defined
in Definition 5, together with γ as specified in Assumption 3. If α is greater than ψ(λ, γ) :=√

λ2

9 − λ4

324 γ −
(
1− λ2

18

)√
1− γ2, then we replace the value of α with ψ(λ, γ). Since a larger α

tightens the goodness condition, the condition remains valid even if α is reduced.

4.1 REGRET ANALYSIS OF MOG

We establish the lower bound of the minimum eigenvalue on the Gram matrix that grows linearly
with respect to t. Specifically, instead of assuming contextual diversity as in prior greedy bandit

7
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work, we leverage the presence of good arms for each objective to guarantee a constant lower bound
on the growth of the Gram matrix’s minimum eigenvalue over a single round-robin cycle. Let T0
denote the number of initial rounds required until the condition λmin(Vt−1) ≥ B holds.
Lemma 2 (Increment of the minimum eigenvalue of the Gram matrix). Suppose that Assumptions
1, 2, and 3 hold. If the OLS estimator satisfies ∥θ̂m(s) − θ∗m∥ ≤ α, for all m ∈ [M ] and for all
s ≥ T0+1, then the selected arms for a single cycle s = t0, t0+1, . . . , t0+M −1 (t0 ≥ T0+1)
by Algorithm 1 satisfy

λmin

(
t0+M−1∑

s=t0

x(s)x(s)⊤
)
≥ λ

3
M.

The proof of the lemma is provided in Appendix D.1.

It is well known that if the minimum eigenvalue of the Gram matrix increases linear with t, a regret
bound of Õ(

√
T ) can be derived. The following theorem establishes the Pareto regret of MOG.

Theorem 1 (Pareto regret bound of MOG). Suppose that Assumptions 1, 2, and 3 hold. If we
run Algorithm 1 with B = min

{
σ
α

√
2dT log(dT 2), 4σ2

α2

(
d
2 log

(
1 + 2T

d

)
+ log (T )

)}
, then the

Pareto regret of Algorithm 1 is upper-bounded by

PR(T ) ≤ 24σ

λ

√
2dT log(dT ) + 4T0 + 10M.

The proof of the theorem is provided in Appendix D.2.

Discussion of Theorem 1. The theorem demonstrates that the cumulative Pareto regret bound of
MOG is Õ(

√
dT ) in terms of d and T . To the best of our knowledge, our study is the first to prove

the frequentiest regret bound of a greedy algorithm in the linear reward setting without relying on
context stochasticity. Notably, this bound does not include the term dependent on K, and our algo-
rithm performs well even when the number of arms is infinite. Furthermore, we show in Appendix J
matching lower bound of Ω(

√
dT ) under our problem setting. Theorem 1 provides the theoretical

foundation that if there are many good arms, simple near-greedy algorithms can outperform even
more complicated exploration-based algorithms for multi-objective linear bandits (see Section 5).

Next, we analyze how quickly exploration can be completed. It is generally challenging to precisely
determine a bound on the number of initial rounds T0. However, in the MOG algorithm, if the feature
vectors selected during the initial rounds span Rd, T0 can be upper-bounded by O(B).
Corollary 1 (Number of initial rounds). Suppose that Assumptions 1, 2, and 3 hold. If the
feature set S selected during the initial rounds in Algorithm 1 spans Rd, then T0 can be bounded by
T0 ≤

⌊
B/λmin

(
1
M

∑
xi∈S xi(xi)

⊤)⌋+M.

The proof of the corollary is given in Appendix D.4.

The above corollary implies that T0 in the bound stated in Theorem 1 is of the order log T . No-
tably, Corollary 1 is valid for the deterministic version of MOG (Algorithm 1) in the case of fixed
arms; however, similar results can be derived with high probability for randomized algorithms or in
stochastic (varying) context settings (see Corollary 3).
Remark 3. We can conclude the initial phase with minimal number of rounds by employing the
most diverse set of M feature vectors during the initial rounds.

4.2 OBJECTIVE FAIRNESS OF MOG

We have confirmed that the MOG algorithm satisfies objective fairness. In the regret analysis of the
MOG algorithm, we derived l2 bounds on the estimators of each objective parameter (see Lemma 8).
This implies that for a given ϵ > 0, there exists Tϵ such that, after round Tϵ, only ϵ-optimal arms are
selected with high probability. The following theorem establishes a lower bound on the objective
fairness index.
Theorem 2 (Objective fairness of MOG). Suppose that Assumptions 1, 2, and 3 hold. If we run
Algorithm 1 using B as given in Theorem 1, the objective fairness index of Algorithm 1 is bounded

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

below by

OFIϵ,T ≥
(
T − Tϵ −M

MT

)(
1− 3M

T

)
,

where Tϵ = max(⌊ 288σ
2d log(dT )
λ2ϵ2 ⌋+ T0 +M, 2T0 + 2M).

The proof of the theorem is provided in Appendix D.3.

Discussion of Theorem 2. The theorem shows that Algorithm 1 satisfies objective fairness. No-
tably, for any given ϵ > 0, limT→∞ OFIϵ,T = 1

M and the limit does not include a term with K.
Furthermore, we prove that with high probability, our algorithm selects near-optimal arms for each
objective at a ratio of 1

M in the long run (this phenomenon is also observed in the experiments in
section 5), and it selects only ϵ-optimal arms of an objective after a certain number of rounds Tϵ. To
our knowledge, this is the first theoretical analysis of fairness in multi-objective bandits.

5 EXPERIMENT
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Figure 1: Evaluation of multi-objective bandit algorithms with tuned parameters. The top row
shows results for d = 5, K = 50, M = 5, and the bottom row shows results for d = 10, K = 100,
M = 10. The shaded areas and the error bars indicate ± half the standard deviation for each
algorithm.

We evaluate our proposed algorithms –MOG, MOG-R, and MOG-WR– in both fixed and stochastic
context settings, comparing them with ParetoUCB (Drugan & Nowe, 2013), MOGLM-UCB (Lu
et al., 2019), and PFIwR (Kim et al., 2023). Performance is assessed in terms of Pareto regret,
Pareto front estimation accuracy, and objective fairness under the linear bandit model ym(t) ∼
N (x⊤i θ

∗
m, 0.1

2) for all i ∈ [K] and m ∈ [M ]. The detailed experimental settings are provided in
Appendix K.1. Figures 1 illustrates the performance of each algorithm in the fixed feature setup.

The result in Figures 1a and 1d clearly demonstrates that our proposed algorithms outperform the
others empirically, despite their simpler structure. Moreover, in Figures 1b and 1e, we observe that
MOG, MOG-R and MOG-WR approach the true Pareto front more efficiently than the empirical Pareto
fronts used by other algorithms. Additionally, we confirm that the objective fairness indices of MOG
and MOG-R (with uniform objective distribution) converge to approximately 1

M , regardless of K
(Figures 1c and 1f). Additional results, including performance evaluations in various settings and
under stochastic contexts, the effect of parameter settings on algorithm performance, experiment
results based on real-world data, and a more in-depth analysis are presented in Appendix K.
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LLM USAGE

We employed an LLM for typo correction and grammar checking.
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A ADDITIONAL NOTATIONS

We define the d-dimensional ball Bd
R = {x ∈ Rd | ∥x∥2 ≤ R} and the (d− 1)-dimensional sphere

Sd−1
R = {x ∈ Rd | ∥x∥2 = R}. R can be omitted for simplicity if R = 1, i.e. Bd := Bd

1,
and Sd−1 := Sd−1

1 . We define ∆M as the M -dimensional simplex, given by {(w1, . . . , wM ) ∈
Rd|∑m∈[M ] wi = 1, w1, . . . wM ≥ 0}. We also denote the positive orthant of Rd by Rd

+. For
matrices A and B, we write A ⪰ B to indicate that A− B is positive definite. The i-th unit vector
in Rd is denoted by e(d)i , and when the dimension d is clear from the context, we simply write ei.
We define the spanning space of feature vectors x1, . . . , xK as Sx, and its orthogonal complement
as S⊥

x . The projection map onto Sx is denoted by πSx : Rd → Sx, and when the space Sx is clear
from the context, we simply write πs.

B GENERALIZED OBJECTIVE FAIRNESS

In Section 2.2.2, we defined the objective fairness of a multi-objective algorithm. Objective fairness
guarantees that the near-optimal arms in each objective direction are consistently selected without
neglecting any objective. Building on this principle, we propose a generalized objective fairness
criterion that ensures a multi-objective algorithm continues to select the near-optimal arms across
all weight-sum directions of the objectives.

Definition 6 (Generalized objective fairness). Given a weight vector w ∈ ∆M , let µi,w :=∑
m∈[M ] wmx

⊤
i θ

∗
m be the expect weighted reward of arm i, a∗w be the arm that has the largest

expected weighted reward with respect to the weight vector w, and µ∗
w := µa∗

w,m. For all ϵ > 0,
define the generalized objective fairness index GOFIϵ,T of an algorithm as

GOFIϵ,T := inf
w∈∆M

(
1

T
E

[
T∑

t=1

1{µ∗
w − µa(t),w < ϵ}

])
.

Then, we say that the algorithm satisfies the generalized objective fairness if for given ϵ, there exists
a positive lower bound Lϵ that satisfies limT→∞ GOFIϵ,T ≥ Lϵ.

Intuitively, generalized objective fairness considers intermediate arms on the Pareto front, which
are not optimal for individual objectives. It ensures the consistent selection of the optimal arms
corresponding to some weight-sum reward functions. The next lemma explains that the generalized
objective fairness criterion guarantees that the algorithm consistently selects Pareto near-optimal
arms that lie within the positive side (Figure 2) of the Pareto front.

Lemma 3 (Boyd & Vandenberghe (2004)). Consider a multi-criterion problem, minimizing F (x) =
(f1(x), . . . , fm(x)) with respect to Rm

+ . In scalarization, we choose a positive vector w̃, and mini-
mize the scalar function w̃⊤F (x). Then, any minimizer for scalarization is guaranteed to be Pareto
optimal, and conversely, every Pareto optimal of a convex multi-criterion problem minimizes the
function w̃⊤F (x) for some nonnegative weight vector w̃.

Corollary 2. In a multi-objective bandit problem, the optimal arms corresponding to weight-sum
scalarized reward functions are contained in Pareto Front. Conversely, every Pareto optimal arms
that lie within the positive side of the Pareto front are optimal for some weight-sum scalarized reward
function.

Remark 4. In a multi-objective bandit problem, if the true Pareto front is convex, the generalized
objective fairness ensures consistent selection of the entire Pareto front.

In some cases, it may be important to determine whether an algorithm fully explores the entire Pareto
front. If we aim to evaluate whether an algorithm consistently selects the entire Pareto front, we can
further extend the concept of GOF. In such cases, fairness can be redefined by employing alternative
scalarization methods that enable full exploration of the Pareto front (Paria et al., 2020; Golovin &
Zhang, 2020; Zhang, 2024), rather than relying on the weighted sum.
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Figure 2: The two axes in the graph represent the expected rewards for each objective in a two-
objective multi-objective problem. The six points, A, B, C, D, E, and F , in the figure represent
the Pareto front, while the dashed polygon outlines the convex hull of the Pareto front. Within the
Pareto front, the positive side of the Pareto front refers to the points located on the positive side of
the convex hull, highlighted in red, corresponding to points A, C, E, and F .

B.1 GENERALIZED OBJECTIVE FAIRNESS VS FAIRNESS SUGGESTED BY DRUGAN & NOWE
(2013)

In this section, we explain how our fairness criterion differs from and improves upon the one pro-
posed by Drugan & Nowe (2013). The fairness criterion defined by Drugan & Nowe (2013) is as
follows, and we refer to it as Pareto front fairness.
Definition 7 (Pareto front fairness (Drugan & Nowe, 2013)). Let T ∗

i (n) be the number of rounds an
optimal arm i is pulled, and E[T ∗(n)] be the expected number of times optimal arms are selected.
The unfairness of a multi-objective bandit algorithm is defined as the variance of the arms in Pareto
front A∗,

ϕ =
1

|A∗|
∑
i∈A∗

(
T ∗
i (n)− E[T ∗(n)]

)2
.

For a perfectly fair usage of optimal arms, we have that ϕ→ 0.

Now, we compare our generalized objective fairness (GOF) with Pareto front fairness (PFF). The
key differences and improvements are summarized as follows:

• GOF guarantees consistent selection of Pareto-optimal arms lies within the positive side of
the Pareto front, while PFF considers the entire Pareto front (see Corollary 2).

• Statistical analysis is feasible with GOF but not with PFF, as PFF requires the number of
times each true optimal arm is pulled, which can only be computed in simulated studies. In
contrast, the definition of GOF incorporates an ϵ argument, enabling theoretical analysis.
Detailed theoretical analysis of fairness is provided in Appendices D.3, E.3, and F.4.

• GOF accommodates differences in the importance of objectives, whereas PFF assumes
equal importance across objectives. These differences are reflected in the indices of the
two fairness criteria. GOF uses the lower bound of the selection ratio for each optimal arm
as its index, whereas PFF employs the variance in the frequency of selecting each optimal
arm.

• Algorithms based on the GOF perspective do not require computing the empirical Pareto
front, whereas PFF-based algorithms incur additional computational costs for empirical
Pareto front estimation.

C γ-GOODNESS

In this section, we introduce the concept of γ-goodness, compare it with the alternative regularity
condition employed in another greedy bandit study Bayati et al. (2020), and clarify the distinction
between γ-goodness and context diversity (Assumption 3 in Bastani et al. 2021) assumption, which
is commonly used in the existing greedy bandit literature.
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We first extend the definition of a γ-good arm in Definition 5 to an arbitrary vector.
Definition 8 (γ-good vectors). For fixed γ ∈ (0, 1], we say that the vector x ∈ Rd is γ-good for the
direction of θ ∈ Rd if x⊤ θ

∥θ∥2
≥ γ holds.

The following naturally arises from the definition; however, it plays a pivotal role in applying the
goodness assumption to the analysis.
Proposition 1. If there exists a γ-good arm for θ, then the optimal arm for θ is also γ-good.
Proposition 2. Suppose x is a random variable that can only take values corresponding to γ-good
arms for θ. Then, E[x] is also γ-good for θ.

The above proposition holds because the region {x ∈ Bd | x⊤ θ
∥θ∥2

≥ γ} is convex.

C.1 γ-GOODNESS CONDITION FOR STOCHASTIC CONTEXTS SETUP

Before explaining the meaning of γ-goodness, we first extend the γ-goodness condition to be ap-
plicable in a stochastic context setup. In a multi-objective linear contextual bandit framework, the
stochastic context setup assumes that the context set χ(t) = {xi(t) ∈ Rd, i ∈ [K]} in each round t
is drawn from some unknown distribution Pχ(t). Detailed explanations regarding this problem can
be found in Section G.1. Under the stochastic context setup, we introduce the definition of goodness
with respect to the context distribution and present the γ-goodness assumption as follows.
Definition 9 (Goodness of arms – stochastic context version). For fixed γ ≤ 1, we say that the
distribution Pχ(t) of feature vector set χ(t) satisfies γ-goodness condition if there exists a positive
number qγ that satisfies

for all β ∈ Sd−1, Pχ(t)[∃i ∈ [K], xi(t)
⊤β ≥ γ] ≥ qγ .

Assumption 4 (γ-goodness – stochastic context version). We assume Pχ(t) satisfies γ-goodness
condition for all t ∈ [T ], with γ > 1− λ2

18 .

Different from fixed version, the goodness condition requires only the positive probability qγ of the
presence of γ-good arms not the existence of them (i.e. qγ = 1). Instead, the condition requires
γ-good arms for not only the neighborhood of objective parameters but also all directions. In other
words, γ-goodness signifies that for any direction β ∈ Sd−1, there exists at least one γ-good arm
with a probability of at least qγ . Intuitively, if the union of the supports of each arm xi(t) for i ∈ [K]
covers all of Sd−1, γ-goodness will be guaranteed for all γ < 1. The following lemma formalizes
this concept.
Lemma 4. Suppose x1(t), . . . , xK(t) are continuous variables with density function f1, . . . , fK . If
f = f1 + . . .+ fK is a bounded function and positive near Sd−1 (i.e., there exist r ∈ (0, 1) satisfies
f is always positive at {x ∈ Rd | r < ∥x∥2 < 1}), then Pχ(t) satisfies γ-goodness for all γ ∈ (0, 1).

Proof. Fix γ ∈ (0, 1). From the definition of f , f/K is the probability density function of X =
Uniform(x1(t), . . . , xK(t)). Define pβ = Pχ(t)[X

⊤β ≥ γ] for unit vector β ∈ Sd−1. Then,

pβ = Pχ(t)[X
⊤β ≥ γ] =

∫
{x∈BR | x⊤β≥γ}

f(x)

K
dx ≥

∫
{x∈BR | x⊤β≥max(γ,r)}

f(x)

K
dx > 0,

for all β ∈ Sd−1.

Consider the function F : β
F→ pβ . From the boundedness of f , we can easily check F is contin-

uous. By the fact that the compactness is preserved by continuous functions, {pβ | β ∈ Sd−1} is
compact. Define qγ := min{pβ |β ∈ Sd−1}, then we have qγ > 0 since pβ > 0 for all β ∈ Sd−1 .
Then, for all β ∈ Sd−1

Pχ(t)[∃i ∈ [K], xi(t)
⊤β ≥ γ] ≥ Pχ(t)[X

⊤β ≥ γ] = pβ ≥ qγ

Remark 5. The above lemma states that if the set of arm χ(t) includes just a single continuous
variable that can cover Sd−1, then γ-goodness will hold for all γ < 1 regardless of the distributions
of the remaining arms.

16



864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917

Under review as a conference paper at ICLR 2026

C.2 γ-GOODNESS VS β-REGULARITY

In Bayati et al. (2020), they assume the prior distribution Γ of the expected reward µ of each arm
satisfies Pµ[µ > 1 − ϵ] = Θ(ϵβ) for all ϵ > 0 in non-contextual MAB setting. Let’s compare
this with γ-goodness when m = d = 1. We claim that γ-goodness can be considered weaker than
β-regularity from three perspectives.

The most significant difference is that in β-regularity, the probability that the expected reward µi

exceeds 1 − ϵ is required for all arm i ∈ [K], along with the assumption that µi’s are drawn
independently from prior Γ. In contrast, in γ-goodness, it is sufficient to ensure that the prob-
ability that one of the K arms satisfies xi(t)⊤β ≥ γ, without the need for the independence
assumption between arm vectors. Secondly, unlike β-regularity, γ-goodness does not require a
specific relationship like Θ(1 − γ) between the probability of the existence of near-optimal arms
Pχ(t)[∃i ∈ [K], xi(t)

⊤β ≥ γ] and the threshold γ ; instead, it focuses on the existence of a positive
lower bound qγ . Lastly, the β-regularity assumes the probability of µ > 1 − ϵ for all ϵ > 0, while
this work does not mandate γ-goodness for γ very close to 1; it is sufficient to hold γ-goodness only
for some γ ≥ 1− ( λ

18 )
2.

C.3 γ-GOODNESS VS CONTEXT DIVERSITY

In recent years, there has been significant interest in the optimality of the Greedy algorithm in
single-objective bandit problems (Bastani et al., 2021; Kannan et al., 2018; Raghavan et al., 2018;
Hao et al., 2020). A common theme among these studies is the assumption that feature vectors
follow a distribution satisfying specific diversity conditions. For example, Bastani et al. (2021)
assume the existence of a positive constant λ such that for each vector u ∈ Rd and context vector
xi(t), λmin

(
E[xi(t)xi(t)⊤1{xi(t)⊤u ≥ 0}

)
≥ λ. The γ-goodness condition fundamentally differs

from traditional context diversity assumptions. Below, we provide examples where the γ-goodness
condition holds, while traditional diversity conditions do not.

Example 1 (Containing fixed arms) Imagine a situation where one feature vector is a continuous
variable while the other arms are fixed. For example, let x1(t) be uniformly distributed over Bd

while x2(t) = x2, . . . , xK(t) = xK are fixed at some points in Sd−1. By Lemma 4, Pχ(t) satisfies
γ-goodness for all γ ∈ (0, 1). However, it is easy to see that diversity is not satisfied because
λmin

(
E[x2(t)x2(t)⊤1{x2(t)⊤u ≥ 0}

)
= λmin(x2x

⊤
2 1{x⊤2 u ≥ 0}) ≤ λmin(x2x

⊤
2 ) = 0.

Example 2 (Low-randomness distribution) Consider a scenario where the feature vectors are drawn
from a finite set of discrete points. Despite the lack of diversity, if these points are strategically
chosen to cover Sd−1 adequately, the goodness condition can still be satisfied. For example, sup-
pose there is a set of points P = {a1, a2, . . . , aN} that contains

√
1− γ2-net of Sd−1. Assume

that x1(t) be chosen uniformly from the d − 1 points and other arms x2(t), . . . , xK(t) be cho-
sen from the remaining points. Obviously, Pχ(t) satisfies γ-goodness with qγ ≥ 1

N . In contrast,
λmin

(
E[x1(t)x1(t)⊤1{x1(t)⊤u ≥ 0}

)
= 0 since there are only d− 1 candidates that can be x1(t).

Therefore, context diversity does not hold in this scenario.

Although γ-goodness encompasses cases where the traditional context diversity assumption is not
covered, there is no inclusion relationship between the two conditions. Here is an example where
γ-goodness does not hold, but context diversity does.

Example 3 (Proper support) Consider a case where 1 is given as the upper bound of the l2 norm of
feature vectors, but the actual support of feature vectors is smaller. For instance, if xi(t) follows a
uniform distribution over Bd

1/2 for all i ∈ [K] and t ∈ [T ], then context diversity still holds (Bastani
et al. (2021)), but γ-goodness does not hold for γ > 1/2.

D ANALYSIS OF MOG WITH FIXED FEATURES

D.1 PROOF OF LINEAR GROWTH OF MINIMUM EIGENVALUE OF THE GRAM MATRIX

The proof of Lemma 2 is presented in Section D.1.2 and its supporting lemmas are presented in
Section D.1.1.
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Figure 3: The larger circle represents the unit sphere in Rd while the interior of smaller circle
indicates the region where θ̂m(s) may exist. Then, the blue line illustrates the distance between θ∗m
and the γ-good arm for θ̂m(s).

D.1.1 TECHNICAL LEMMAS FOR LEMMA 2

The following lemma states that, after sufficient exploration rounds, the distance between the γ-good
arms for the OLS estimator of the objective parameters and the respective true objective parameters
can be bounded.

Lemma 5. Given Assumptions 1, assume the OLS estimator satisfies ∥θ̂m(s) − θ∗m∥ ≤ α, for
m ∈ [M ] and s ≥ T0 + 1. If x ∈ Bd is γ-good for θ̂m(s), then the distance between x and θ∗m is
bounded by

∥θ∗m − x∥2 ≤
√

2 + 2α
√
1− γ2 − 2γ

√
1− α2.

Proof. Let the origin be denoted by O, and define θ̂m(s) := O⃗A, θ̂m(s)

∥θ̂m(s)∥ := O⃗B, θ∗m = O⃗C, and

let a γ-good arm x be denoted by O⃗D. By Assumption 1, C lies on the unit d-dimension sphere
centered at O(sphere O). By the assumption of the lemma, A lies on or inside the sphere centered
C with radius α(sphere C), and B is the intersection point of the extension of OA with sphere O.
Define the hyperplane P , orthogonal to OB, that passes through the point dividing OB in the ratio
γ : 1 − γ. Then, by the definition of γ-good arms, point D lies on or inside the unit sphere O, and
must be located on or beyond the hyperplane P .

Let G and H denote the foot of the perpendiculars from C and D onto OB, respectively. Since D is
located on or beyond the hyperplance P , OH ≥ γ and (the distance between D and OB )= DH =√
OD2 −OH2 ≤

√
1− γ2. Letting (the distance between C and OB )= CG = l (≤ α), we have

GH = OG−OH =
√
OC2 − CG2−OH ≤

√
1− l2− γ. The equality holds when OD = 1 and

OH = γ, i.e., D is lying on the hyperplane P .

Now, consider the hyperplane P ′ that passes through bothD andH and is orthogonal toOB (Figure
3 illustrates the case when P = P ′). Let I be the foot of the perpendicular from C to P ′. Then,
□CGHI is a rectangle and we can bound DI ≤ DH + IH = DH + CG ≤

√
1− γ2 + l. The

equality holds for both inequality when D, H , and I lie on the same line, in that order, and D is
lying on the hyperplane P .
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Therefore, by the Pythagorean theorem,

∥θ∗m − x∥22 = CD2 = DI2 + CI2 = DI2 +GH2

≤ (
√
1− γ2 + l)2 + (

√
1− l2 − γ)2

= 1− γ2 + l2 + 2(
√
1− γ2)l + 1− l2 + γ2 − 2(

√
1− l2)γ

= 2 + 2(
√
1− γ2)l − 2(

√
1− l2)γ

≤ 2 + 2(
√
1− γ2)α− 2(

√
1− α2)γ.

The last inequality holds since l ≤ α.

Now, we will demonstrate that the γ-good arms for multiple objectives spans Rd by deriving a lower
bound on the minimum eigenvalue of the Gram matrix constructed from γ-good arms.

Lemma 6. Given Assumptions 1 and 2, assume the OLS estimator satisfies ∥θ̂m(s) − θ∗m∥ ≤ α,
for all m ∈ [M ] and s ≥ T0 + 1. If xr(1), . . . , xr(M) ∈ Bd are γ-good for θ̂1(s1), . . . , θ̂M (sM ) for
some s1, . . . , sM ≥ T0 + 1, respectively, then the following holds

λmin

 ∑
m∈[M ]

xr(m)

(
xr(m)

)⊤ ≥ λ

3
M.

Proof. For all m ∈ [M ], we can get ∥xr(m) − θ∗m∥ ≤
√
2 + 2α

√
1− γ2 − 2γ

√
1− α2 by

Lemma 5.

Then, for any unit vector u ∈ Bd,

u⊤

 ∑
m∈[M ]

xr(m)

(
xr(m)

)⊤u =
∑

m∈[M ]

〈
u, xr(m)

〉2
=

∑
m∈[M ]

〈
u, θ∗m + (xr(m) − θ∗m)

〉2
=

∑
m∈[M ]

{⟨u, θ∗m⟩2 +
〈
u, xr(m) − θ∗m

〉2
+ 2 ⟨u, θ∗m⟩

〈
u, xr(m) − θ∗m

〉
}

≥ u⊤
 ∑

m∈[M ]

θ∗m
(
θ∗m
)⊤u+ 0− 2

√
2 + 2α

√
1− γ2 − 2γ

√
1− α2M

≥ λM − 2

√
2 + 2α

√
1− γ2 − 2γ

√
1− α2M.

We define α in Section 4 as having a value less than or equal to ψ(λ, γ) :=
√

λ2

9 − λ4

324 γ −(
1− λ2

18

)√
1− γ2. This leads the inequality λ− 2

√
2 + 2α

√
1− γ2 − 2γ

√
1− α2 ≥ λ

3 . There-
fore, we have

λmin

 ∑
m∈[M ]

xr(m)

(
xr(m)

)⊤ ≥ (λ− 2

√
2 + 2α

√
1− γ2 − 2γ

√
1− α2

)
M ≥ λ

3
M.

D.1.2 PROOF OF LEMMA 2.

The previous lemma shows that the minimum eigenvalue of the Gram matrix increases at a rate of
O(λ). It is well known that if the minimum eigenvalue of the Gram matrix increases linear with t, a
regret bound of Õ(

√
T ) can be derived.
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Proof. For s = t0, . . . , t0 +M − 1 (t0 ≥ T0 + 1), ∥θ̂m(s)− θ∗m∥ < α for all m ∈ [M ]. Then, by
Assumption 3 and Proposition 1, the selected arm x(s) are γ-good arms for the corresponding target
objectives in round s = t0, . . . , t0 +M − 1. Since the target objectives in round s = t0, . . . , t0 +
M − 1 are all different M objectives, we have

λmin

(
t0+M−1∑

s=t0

x(s)x(s)⊤
)
≥ λ

3
M,

by Lemma 6.

D.2 PROOF OF THE REGRET BOUND

Theorem 1 is proven by deriving an l2 bound on θ̂m(t) − θ∗m. This is enabled by Lemma 2, which
shows that the minimum eigenvalue of the Gram matrix grows linearly with t with high proba-
bility, thereby allowing us to obtain the desired bound. The proof of Theorem 1 is presented in
Section D.2.2 and its supporting lemmas are presented in Section D.2.1.

D.2.1 TECHNICAL LEMMAS FOR THEOREM 1

To apply Lemma 2, a sufficient number of initial exploration is required to ensure its preconditions
are satisfied. We discuss this requirement in the next section (Section D.4). In the current section,
we assume this condition is met via Lemma 9, and proceed to prove Theorem 1.

Lemma 7 (Minimum eigenvalue growth). Suppose Assumptions 1, 2, and 3 hold, and fix δ > 0.

If we run Algorithm 1 with B = min

[
σ
α

√
2dT log(dTδ ), 4σ2

α2

(
d
2 log

(
1 + 2T

d

)
+ log

(
1
δ

))]
, then

with probability 1− 2Mδ, the following holds for the minimum eigenvalue of the Gram matrix

λmin

(
t−1∑
s=1

x(s)x(s)⊤
)
≥ B +

λ

3
(t− T0 −M),

for T0 +M ≤ t ≤ T .

Proof. If we choose B as stated in the lemma, the OLS estimator satisfies ∥θ̂m(s) − θ∗m∥ ≤ α for
all s ≥ T0 + 1 and m ∈ [M ] with probability 1− 2Mδ, by Lemma 9. Thus, by applying Lemma 2
to every single round after exploration, we have, for t ≥ T0 +M ,

λmin

(
t−1∑
s=1

x(s)x(s)⊤
)
≥ λmin

(
T0∑
s=1

x(s)x(s)⊤
)

+ λmin

(
t−1∑

s=T0+1

x(s)x(s)⊤
)

≥ B +

[
t− 1− T0

M

]
× λ

3
M,

≥ B +
λ

3
(t− T0 −M).

With Lemma 7, we are ready to derive the l2 bound of θ̂m(t)− θ∗m for m ∈ [M ].

Lemma 8. Fix δ > 0. Under the same conditions as those in Lemma 7, with probability at least
1− 3Mδ, for all m ∈ [M ] and t ≥ 2T0 + 2M , the OLS estimator θ̂m(t) of θ∗m satisfies

∥∥∥θ̂m(t)− θ∗m
∥∥∥
2
≤ 6σ

λ

√
d log(dt/δ)

t− T0 −M
.
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Proof. From the closed form of the OLS estimators, for all m ∈ [M ],∥∥∥θ̂m(t)− θ∗m
∥∥∥
2
=

∥∥∥∥∥∥
(

t−1∑
s=1

x(s)x(s)⊤
)−1 t−1∑

s=1

x(s)ηa(s),m(s)

∥∥∥∥∥∥
2

≤ 1

λmin

(∑t−1
s=1 x(s)x(s)

⊤
) ∥∥∥∥∥

t−1∑
s=1

x(s)ηa(s),m(s)

∥∥∥∥∥
2

For the denominator, we have λmin (Vt−1) ≥ B+ λ
3 (t−T0−M) for t ≥ T0+M , with probability

at least 1 − 2Mδ, by Lemma 7. To bound the l2 norm of St−1,m :=
∑t−1

s=1 x(s)ηa(s),m(s), we can
use Lemma 23, the martingale inequality of Kannan et al. (2018). The lemma states that for fixed
m ∈ [M ], ∥St−1,m∥2 ≤ σ

√
2dt log(dt/δ) holds with probability at least 1 − δ. Therefore, with

probability at least 1− 3Mδ, for all m ∈ [M ] and t ≥ 2T0 + 2M ,∥∥∥θ̂m(t)− θ∗m
∥∥∥
2
≤ σ

√
2dt log(dt/δ)

B + λ(t− T0 −M)/3
≤ 6σ

λ

√
d log(dt/δ)

t− T0 −M
.

The last inequality holds when t ≥ 2T0 + 2M .

D.2.2 PROOF OF THEOREM 1

Proof. Let E be the event that
∥∥∥θ̂m(t)− θ∗m

∥∥∥
2
≤ 6σ

λ

√
d log(dtT )
t−T0−M holds for all m ∈ [M ] and

t ≥ 2T0 + 2M . Then, P(Ē) ≤ 3M
T by Lemma 8 with δ = 1

T .

Let m(t) be the target objective for round t and a∗m be the optimal arm with respect to objective m.
Then, the suboptimality gap on round t is bounded by

∆a(t)(t) ≤
(
xa∗

m(t)

)⊤
θ∗m(t) − x(t)⊤θ∗m(t) ≤ 2∥θ̂m(t)(t)− θ∗m(t)∥2.

Let ∆max be the maximum suboptimality gap. For t ≥ 2T0 + 2M ,

E[∆a(t)(t)] ≤ E[∆a(t)(t) | E] + P(E)∆max

≤ 2E[ ∥θ̂m(t)(t)− θ∗m(t)∥2 | E] +
3M

T
∆max

≤ 12σ

λ

√
d log(dtT )

t− T0 −M
+

3M

T
∆max.

Then, the Pareto regret is bounded by

PR(T ) =
T∑

t=2T0+2M+1

E[∆a(t)(t)] + (2T0 + 2M)∆max

≤
T∑

t=2T0+2M+1

12σ

λ

√
d log(dtT )

t− T0 −M
+ {(3M

T
)T + 2T0 + 2M}∆max

≤ 12σ

λ

√
2d log(dT )

∫ T

0

1√
t
dt+ {2T0 + 5M}∆max

≤ 24σ

λ

√
2dT log(dT ) + 2{2T0 + 5M}.

The last inequality holds because we have ∆max ≤ 2 under Assumption 1.

D.3 PROOF OF THEOREM 2

Proof. Define the event Ωm,t for all m ∈ [M ] as

Ωm,t := {ω ∈ Ω | Objective m is a target objective for round t}.
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Then, P(Ωm,t) = 1{t ≡ m mod M} from the Round-Robin process.

LetE be the event that
∥∥∥θ̂m(t)− θ∗m

∥∥∥
2
≤ 6σ

λ

√
d log(dtT )
t−T0−M holds for allm ∈ [M ] and t ≥ 2T0+2M .

Then, P(Ē) ≤ 3M
T by Lemma 8 with δ = 1

T . We know that on Ωm,t ∩ E, for t ≥ 2T0 + 2m,

µ∗
m − µa(t),m ≤ 2∥θ̂m(t)− θ∗m∥2 ≤

12σ

λ

√
d log(dtT )

t− T0 −M
≤ 12σ

λ

√
2d log(dT )

t− T0 −M
.

Let Tϵ = max(⌊ 288σ
2d log(dT )
λ2ϵ2 ⌋+T0+M, 2T0+2M). Then, on Ωm,t∩E, we have µ∗

m−µa(t),m < ϵ
for all t > Tϵ. Therefore, for all m ∈ [M ],

1

T
E

[
T∑

t=1

1{µ∗
m − µa(t),m < ϵ}

]
=

1

T

T∑
t=1

E
[
1{µ∗

m − µa(t),m < ϵ}
]

≥ 1

T

T∑
t=1

E[1{µ∗
m − µa(t),m < ϵ} | Ωm,t] P(Ωm,t)

≥ 1

T

T∑
t=Tϵ+1

E[1{µ∗
m − µa(t),m < ϵ} | Ωm,t] P(Ωm,t)

≥ 1

T

T∑
t=Tϵ+1, M |t−m

E[1{µ∗
m − µa(t),m < ϵ} | Ωm,t ∩ E] P(E)

≥ 1

T

T∑
t=Tϵ+1, M |t−m

P(E)

≥ 1

T

[
T − Tϵ
M

](
1− 3M

T

)
≥
(
T − Tϵ −M

MT

)(
1− 3M

T

)

D.4 THE PARAMETER B AND THE NUMBER OF INITIAL ROUNDS

In this section, we discuss the appropriate value of B, the threshold of the minimum eigenvalue of
the Gram matrix. For convenience, denote Vt :=

∑t
s=1 x(s)x(s)

⊤ and St :=
∑t

s=1 x(s)ηa(s)(s)
⊤.

When the minimum eigenvalue of the empirical covariance matrix VT0−1 exceeds a certain thresh-
old, we can guarantee the l2 bound of the OLS estimator θ̂(t) of θ∗ for t ≥ T0 with high probability.
I.e.,

λmin(VT0−1) ≥ f(a) ⇒ for all t ≥ T0,
∥∥θ̂(t)− θ∗∥∥2 ≤ a (1)

If we set B = f(α), then with high probability, ∥θ̂m(t)− θ∗m∥ ≤ α after initial rounds.

Kveton et al. (2020) suggest f(a) that satisfies Eq.(1) using a bound of ∥St∥Vt−1
−1 . However,

a small mistake was made in their process: the bound they derived by modifying Theorem 1 of
Abbasi-Yadkori et al. (2011) is actually a bound for ∥∑t

s=τ0+1 x(s)ηa(s)(s)
⊤∥Vt−1

−1 , where τ0 =

min{t ≥ 1 : Vt ≻ 0}, not ∥St∥Vt−1
−1 . To address this problem, the simplest approach would be

to use the bound of ∥St∥2 suggested by Kannan et al. (2018). Alternatively, we can use the bound
of ∥St∥Vt−1

−1 proposed by Li et al. (2017). The following lemma explains how the theoretical
value of the initial parameter B, given by Õ(min(

√
dT , d log T )), can be derived through these two

approaches.
Lemma 9. Given Assumption 1, for any a > 0 and δ > 0, if we run Algorithm 2 with

B = min

[
σ

α

√
2dT log(

dT

δ
),

4σ2

α2

(
d

2
log

(
1 +

2T

d

)
+ log

(
1

δ

))]
,
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then with probability at least 1 − 2Mδ, the OLS estimator satisfies ∥θ̂m(t) − θ∗m∥2 ≤ α for all
m ∈ [M ] and t ≥ T0 + 1.

Proof. First we will bound B using the fact∥∥∥θ̂m(t)− θ∗m
∥∥∥
2
=
∥∥∥(Vt−1)

−1
St−1,m

∥∥∥
2
≤ 1

λmin (Vt−1)
∥St−1,m∥2,

where St,m :=
∑t

s=1 x(s)ηa(s),m(s)⊤.

Since for fixed m ∈ [M ], ∥St−1,m∥2 ≤ σ
√
2dt ln(td/δ) holds for all t ≤ T with probability at

least 1 − δ by Lemma 23 and it is obvious that λmin(Vt−1) ≥ λmin(VT0−1) for t ≥ T0, we have∥∥∥θ̂m(t)− θ∗m
∥∥∥
2
≤ α for all m ∈ [M ] and t ≥ T0 + 1 with probability at least 1 −Mδ when the

value of B set to σ
a

√
2dT log(dT/δ).

Alternatively, we can use the fact∥∥∥θ̂m(t)− θ∗m
∥∥∥2
2
= (St−1,m)

⊤
Vt−1

−1Vt−1
−1St−1,m ≤

1

λmin(Vt−1)
∥St−1,m∥2Vt−1

−1 .

By Lemma 24, for fixed m ∈ [M ], ∥St−1,m∥2Vt−1
−1 ≤ 4σ2(d2 log(1 + 2t

d ) + log( 1δ )) holds for all

t ≤ T with probability at least 1− δ, and hence, we have
∥∥∥θ̂m(t)− θ∗m

∥∥∥
2
< a for all m ∈ [M ] and

t ≥ T0 + 1 with probability at least 1−Mδ by setting B to 4σ2

a2 (d2 log(1 +
2T
d ) + log( 1δ )).

Therefore, if we set B = min

[
σ
α

√
2dT log(dTδ ), 4σ2

α2

(
d
2 log

(
1 + 2T

d

)
+ log

(
1
δ

))]
, we have∥∥∥θ̂m(t)− θ∗m

∥∥∥
2
< a for all m ∈ [M ] and t ≥ T0 + 1 with probability at least 1− 2Mδ.

D.4.1 PROOF OF COROLLARY 1

Proof. Let S be the feature set selected during initial rounds and λS := λmin

(
1
M

∑
xi∈S xi(xi)

⊤)
Then, for any T1 ≥ ⌊ B

λS
⌋ + M , if we keep playing with feature vectors in S in a Round-Robin

manner for T1 rounds,

λmin

(
T1−1∑
s=1

x(s)x(s)⊤
)
≥
[
T1 − 1

M

]
× λSM ≥ λS(T1 −M) ≥ B.

Hence, we have T0 ≤ ⌊ B
λS
⌋+M .

E RANDOMIZED VERSION OF MOG ALGORITHM

E.1 MULTI-OBJECTIVE GREEDY ALGORITHM – RANDOMIZED VERSION

We propose a randomized version of MOG algorithm named the MOG-R algorithm, which selects
target objective randomly for each round (Line 3). The algorithm takes as input the probability mass
function (p1, . . . , pM ) of selecting each objective, which can be uniformly set to 1

M in the absence
of specific information. The other aspects remain identical to the original MOG algorithm.

The MOG-R algorithm can be interpreted as a greedy algorithm operating in a multi-objective set-
ting, where the prioritized objective changes in each round. The statistical guarantees of the MOG-R
algorithm demonstrate that applying a greedy algorithm to the prioritized objective can be an effi-
cient strategy when there exist good arms for multiple objectives. This suggests that in real-world
scenarios where the dominant objective changes across rounds, an algorithm can still achieve strong
performance in terms of regret, even when solely exploiting the dominant objective in each round.
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Algorithm 2 Multi-Objective Greedy algorithm – Randomized version (MOG-R)

Require: Total rounds T , Eigenvalue threshold B, Objective distribution (p1, . . . , pM )
1: Initialize V0 ← 0× Id, and β1, . . . , βM ∈ Rd

2: for t = 1 to T do
3: Randomly select the target objective m ∈ [M ] from the distribution (p1, . . . , pM ).
4: if λmin(Vt−1) < B then
5: Select action a(t) ∈ argmaxi∈[K] x

⊤
i βm

6: else
7: Update the OLS estimators θ̂1(t), . . . , θ̂M (t)

8: Select action a(t) ∈ argmaxi∈[K] x
⊤
i θ̂m(t)

9: end if
10: Observe y(t) =

(
ya(t),1(t), . . . , ya(t),M (t)

)
11: Update Vt ← Vt−1 + x(t)x(t)⊤

12: end for

E.2 PARETO REGRET BOUND OF MOG-R

The following theorem demonstrates that the MOG-R algorithm possesses near optimal regret with
respect to T .
Theorem 3 (Pareto regret bound of MOG-R). Suppose Assumptions 1, 2, and 3 hold. If we run
Algorithm 1 with B = min

[
σ
α

√
2dT log(dT 2), 4σ2

α2

(
d
2 log

(
1 + 2T

d

)
+ log (T )

)]
, then the Pareto

regret of Algorithm 2 is bounded by

PR(T ) ≤ 48σ

λp∗
√

2dT log(dT ) + 4T0 + 6M +
60d

λp∗
,

where p∗ = minm∈[M ](pm)M .

Discussion of Theorem 3. The theorem establishes that MOG-R has Õ
(√

dT
λ

)
Pareto regret bound,

which matches the bound for the original deterministic version of MOG. In other words, this implies
that even when the target objective in MOG is determined stochastically, a similar level of statistical
guarantee can be maintained.
Remark 6. The value of p∗ becomes smaller as the probability differences among the objectives
selected by the algorithm increase. Conversely, if a uniform distribution is used for selecting the
target objective, p∗ takes a value of 1.
Corollary 3 (Number of initial rounds). Suppose Assumptions 1, 2, and 3 hold. If the feature
set S selected during the initial rounds in Algorithm 2 spans Rd, then T0 can be bounded by T0 ≤⌊
2B/p∗λmin

(
1
M

∑
xi∈S xi(xi)

⊤)⌋ .
The proof of Theorem 3 is presented in Section E.2.2 and its supporting lemmas are presented in
Section E.2.1, and the proof of corollary 3 is presented in Section E.2.3

E.2.1 TECHNICAL LEMMAS FOR THEOREM 3

To prove Theorem 3, we first establish the lower bound of the minimum eigenvalue of Gram ma-
trix that increases linearly with respect to t, in a slightly different way from the case of MOG. In
the previous analysis for MOG, we construct a constant lower bound for the increment of minimum
eigenvalue during one round robin cycle. For the randomized version, we make a constant lower
bound for λmin

(
E[x(t)x(t)⊤|Ht−1]

)
in each round, like existing greedy bandit approaches. How-

ever, it is important to note that the expectation of the lemma below arises not from the randomness
of the contexts, but rather from the randomness associated with the selection of the target objective
in each round.
Lemma 10 (Increment of the minimum eigenvalue of the Gram matrix). Suppose Assumptions 1,
2, and 3 hold. If the OLS estimator satisfies ∥θ̂m(s)− θ∗m∥ ≤ α, for all m ∈ [M ] and s ≥ T0 + 1,
then the arm selected by Algorithm 2 satisfies

λmin(E[x(s)x(s)⊤|Hs−1]) ≥
λp∗

3
,
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where p∗ = minm∈[M ](pm)M .

Proof. For all s ≥ T0 + 1 and m ∈ [M ], let Em(s) be the event that the objective m is a target
objective in round s. Then,

E[x(s)x(s)⊤|Hs−1] =

M∑
m=1

E[x(s)x(s)⊤|Em(s),Hs−1]P[Em(s)|Hs−1]

=

M∑
m=1

pmE[x(s)x(s)⊤|Em(s),Hs−1]

⪰ min
m∈[M ]

(pm)

M∑
m=1

E[x(s)|Em(s),Hs−1]E[x(s)|Em(s),Hs−1]
⊤.

, The final line is validated by Lemma 27.

By Assumption 3, there always exists γ-good arm for θ̂m(s) for all m ∈ [M ]. Hence, on
the event Em(s), the selected arm x(s) is γ-good for θ̂m(s) by Proposition 1. Therefore,
E[x(s)|Em(s),Hs−1] is also γ-good for θ̂m(s) by Proposition 2, and so we can apply Lemma 6
to derive the minimum eigen value of above matrix by

λmin(E[x(s)x(s)⊤|Hs−1]) ≥ min
m∈[M ]

(pm) λmin

(
M∑

m=1

E[x(s)|Em(s),Hs−1]E[x(s)|Em(s),Hs−1]
⊤
)

≥ minm∈[M ](pm)λM

3
.

The following lemma shows that the minimum eigenvalue of the Gram matrix increases at a rate
O(λ).
Lemma 11 (Minimum eigenvalue growth of Gram matrix). Suppose Assumptions 1, 2, and 3 hold.
Assume the OLS estimator satisfies ∥θ̂m(s) − θ∗m∥ ≤ α for all m ∈ [M ] and s ≥ T0 + 1. Then
for t ≥ T0, the following holds for the minimum eigenvalue of the Gram matrix of arms selected by
Algorithm 1

P

[
λmin

(
t∑

s=1

x(s)x(s)⊤
)
≤ B +

λq∗

6
(t− T0)

]
≤ de

−λq∗(t−T0)
30 ,

where C = λ− 2
√
2 + 2α

√
1− γ2 − 2γ

√
1− α2 and p∗ = minm∈[M ](pm)M .

Proof. By the subadditivity of minimum eigenvalue and Lemma 10, for t ≥ T0 + 1,

λmin

(
t∑

s=T0+1

E[x(s)x(s)⊤|Hs−1]

)
≥

t∑
s=T0+1

λmin(E[x(s)x(s)⊤|Hs−1]) ≥
λp∗

3
(t− T0)

In other words, P[λmin(
∑t

s=T0+1 E[x(s)x(s)⊤|Hs−1]) ≥ λp∗

3 (t − T0)] = 1 holds for t ≥ T0 + 1.
By applying Lemma25 to compute the lower bound of the minimum eigenvalue of the Gram matrix
after exploration, we have

P

[
λmin

(
t∑

s=T0+1

x(s)x(s)⊤
)
≤ λp∗

6
(t− T0)

]
≤ d( e

0.5

0.50.5
)−

λp∗
3 (t−T0) ≤ de

−λp∗(t−T0)
30 .

Therefore, by subadditivity of minimum eigenvalue, for t ≥ T0

P

[
λmin

(
t∑

s=1

x(s)x(s)⊤
)
≤ B +

λp∗

6
(t− T0)

]
≤ de

−λp∗(t−T0)
30 .
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The following lemma establishes the l2-bound for the estimated objective parameters, a critical
requirement for solving greedy bandit problems.

Lemma 12. Suppose Assumptions 1, 2, and 3 hold. Assume the OLS estimator satisfies ∥θ̂m(s)−
θ∗m∥ ≤ α for all m ∈ [M ] and s ≥ T0 + 1 for some α > 0. Then for any δ > 0, m ∈ [M ] and

t ≥ T0, with probability at least 1−Mδ − de−λp∗(t−T0)
30 , the OLS estimator θ̂m(t) of θ∗m satisfies

∥∥∥θ̂m(t+ 1)− θ∗m
∥∥∥
2
≤ 12σ

λp∗

√
d log(dt/δ)

t− T0
,

where p∗ = minm∈[M ](pm)M .

Proof. From the closed form of the OLS estimators, for all m ∈ [M ],

∥∥∥θ̂m(t+ 1)− θ∗m
∥∥∥
2
=

∥∥∥∥∥∥
(

t∑
s=1

x(s)x(s)⊤
)−1 t∑

s=1

x(s)ηa(s),m(s)

∥∥∥∥∥∥
2

≤ 1

λmin

(∑t
s=1 x(s)x(s)

⊤
) ∥∥∥∥∥

t∑
s=1

x(s)ηa(s),m(s)

∥∥∥∥∥
2

For the denominator, we have λmin (Vt) ≥ B + λp∗

6 (t − T0) for t ≥ T0, with probability at least

1− de−λp∗(t−T0)
30 , by Lemma 7. To bound the l2 norm of St,m :=

∑t
s=1 x(s)ηa(s),m(s), we can use

Lemma 23, the martingale inequality of Kannan et al. (2018). The lemma states for fixed m ∈ [M ],
∥St,m∥2 ≤ σ

√
2dt log(dt/δ) holds with probability at least 1 − δ. Therefore, with probability at

least 1−Mδ − de−λp∗(t−T0)
30 , for all m ∈ [M ] and t ≥ 2T0,

∥∥∥θ̂m(t+ 1)− θ∗m
∥∥∥
2
≤ σ

√
2dt log(dt/δ)

B + λp∗(t− T0)/6
≤ 12σ

λp∗

√
d log(dt/δ)

t− T0
.

The last inequality holds when t ≥ 2T0.

E.2.2 PROOF OF THEOREM 3

Proof. By Lemma 9, ifB is set byB = min
[
σ
α

√
2dT log(dT 2), 4σ2

α2

(
d
2 log

(
1 + 2T

d

)
+ log (T )

)]
,

we have ∥θ̂m(t)− θ∗m∥ ≤ α for all m ∈ [M ] and t ≥ T0 + 1 with probability at least 1− 2M
T . Let

E be the event that ∥θ̂m(t+1)− θ∗m∥ ≤ 12σ
λp∗

√
d log(dtT )

t−T0
holds for all t ≥ 2T0 and m ∈ [M ]. Then,

P(Ē) ≤ 2M
T + M

T + de
−λp∗(t−T0)

30 by Lemma 12.

Let ∆max be the maximum suboptimality gap and m(t) be the target objective in round t. For
t ≥ 2T0,

E[∆a(t+1)(t+ 1)] ≤ E[∆a(t+1)(t+ 1) | E] + P(E)∆max

≤ 2E[ ∥θ̂m(t+1)(t+ 1)− θ∗m(t+1)∥2 | E] +

(
3M

T
+ de

−λp∗(t−T0)
30

)
∆max

≤ 24σ

λp∗

√
d log(dtT )

t− T0
+

(
3m

T
+ de

−λp∗(t−T0)
30

)
∆max.
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Then, the Pareto regret is bounded by

PR(T ) =
T−1∑
t=2T0

E[∆a(t+1)(t+ 1)] + 2T0∆max

≤
T∑

t=2T0

24σ

λp∗

√
d log(dtT )

t− T0
+ {(3M

T
)T +

T∑
t=2T0

de
−λp∗(t−T0)

30 + 2T0}∆max

≤ 24σ

λp∗
√
2d log(dT )

∫ T

0

1√
t
dt+

(
2T0 + 3M +

T∑
t=2T0

de
−λp∗(t−T0)

30

)
∆max

≤ 48σ

λp∗
√
2dT log(dT ) +

(
2T0 + 3M +

30d

λp∗

)
∆max

≤ 48σ

λp∗
√
2dT log(dT ) + 2

(
2T0 + 3M +

30d

λp∗

)
.

The last inequality holds because we have ∆max ≤ 2 under Assumption 1.

E.2.3 PROOF OF COROLLARY 3

Proof. Let S be the feature set selected during initial rounds and λS := λmin

(
1
M

∑
xi∈S xi(xi)

⊤).
Then, λmin

(∑t
s=1 x(s)x(s)

⊤) ≥ p∗λSt/2 with probability at least 1− de−λSp∗/10 by Lemma 25.

Then, for any T0 ≥ ⌊ 2B
p∗λS
⌋, if we keep playing with the initial values for T0 rounds,

λmin

(
T0∑
s=1

x(s)x(s)⊤
)
≥ p∗λS

2
⌊ 2B

p∗λS
⌋ ≥ B.

Hence, we have T0 ≤ ⌊ 2B
p∗λS
⌋ with probability at least 1− de−λp∗/30.

E.3 OBJECTIVE FAIRNESS OF MOG-R

We confirmed that the MOG-R algorithm satisfies the objective fairness. The following theorem
shows the lower bound on the objective fairness index.

Theorem 4 (Objective fairness of MOG-R). Suppose Assumptions 1, 2, and 3 hold. Then, the
objective fairness index of Algorithm 1 satisfies for all m ∈ [M ],

OFIϵ,T ≥ min
m∈[M ]

(pm)

(
T − Tϵ
T

)(
1− 3M

T
− d( 1

dT
)

40σ2d
λp∗ϵ2

)
,

where Tϵ = max(⌊ 1152σ
2d log(dT )

λ2(p∗)2ϵ2
⌋+ T0, 2T0) in the same setting as Theorem 3.

Discussion of Theorem 4. The theorem demonstrates that Algorithm 2 satisfies objective fairness,
since for any given ϵ > 0, limT→∞ OFIϵ,T = minm∈[M ](pm). We show that with high probability,
our algorithm selects near-optimal arms for each objective m at a ratio of pm as time grows, and it
selects only ϵ-optimal arms of an objective after a certain rounds Tϵ.

Proof. Define the event Ωm,t for all m ∈ [M ] as

Ωm,t := {ω ∈ Ω | Objective m is a target objective for round t}.
Then, P(Ωm,t) = pm for all m ∈ [M ] and t ≤ T .

Let E be the event that ∥θ̂m(t + 1) − θ∗m∥ ≤ 12σ
λp∗

√
d log(dtT )

t−T0
holds for all t ≥ 2T0 and m ∈ [M ].

Then, P(Ē) ≤ 3M
T + de

−λp∗(t−T0)
30 by Lemma 9 and Lemma 12.
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We know that for t ≥ 2T0, on Ωm,t+1 ∩ E,

µ∗
m − µa(t+1),m ≤ 2∥θ̂m(t+ 1)− θ∗m∥2 ≤

24σ

λp∗

√
d log(dtT )

t− T0
≤ 24σ

λp∗

√
2d log(dT )

t− T0
.

Let Tϵ = max(⌊ 1152σ
2d log(dT )

λ2(p∗)2ϵ2
⌋+ T0, 2T0). Then, on Ωm,t+1 ∩ E, we have µ∗

m − µa(t+1),m < ϵ

for all t > Tϵ.

Then, for all m ∈ [M ],

1

T
E

[
T∑

t=1

1{µ∗
m − µa(t),m < ϵ}

]
≥ 1

T

T∑
t=1

E[1{µ∗
m − µa(t),m < ϵ} | Ωm,t] P(Ωm,t)

≥ pm
T

T−1∑
t=Tϵ

E[1{µ∗
m − µa(t+1),m < ϵ} | Ωm,t+1 ∩ E] P(E)

≥ pm
T

T−1∑
t=Tϵ

1 · P(E)

≥ pm
T

T−1∑
t=Tϵ

(
1− 3M

T
− de

−λp∗(Tϵ−T0)
30

)
≥ pm

T
(T − Tϵ)

(
1− 3M

T
− d( 1

dT
)

40σ2d
λp∗ϵ2

)
.

Therefore, the objective fairness index can be bounded by

OFIϵ,T ≥ min
m∈[M ]

(pm)

(
T − Tϵ
T

)(
1− 3M

T
− d( 1

dT
)

40σ2d
λp∗ϵ2

)
,

F LINEAR SCALARIZED VERSION OF MOG ALGORITHM

F.1 MULTI-OBJECTIVE GREEDY ALGORITHM – WEIGHTED RANDOMIZED VERSION

We propose another multi-objective near-greedy algorithm, named MOG-WR. While both MOG and
MOG-R focus solely on selecting optimal arms in specific objective directions, MOG-WR extends this
by also considering optimal arms in weighted objective directions. The algorithm takes as input a
distribution D from which the weight vectors are sampled. In each round, the algorithm selects the
arm that maximizes the weighted estimated reward based on the weight vector w drawn from D
(Line 5, 8). The rest of the algorithm structure remains identical to the original MOG.

The MOG-R algorithm can be regarded as a special case of the MOG-WR algorithm, where the distri-
bution D is set to

Pw∼D(w) :=

{
pm if w = e

(M)
m ,

0 otherwise.

The MOG-WR algorithm, like previously proposed scalarized multi-objective bandit algorithms, se-
lects the optimal arms corresponding to the reward functions generated in each round (Drugan &
Nowe, 2013; Yahyaa & Manderick, 2015; Zhang, 2024). We confirm that even with the application
of weighted scalarization, the greedy algorithm performs effectively, through both theoretical and
empirical validation, where good arms exist for multiple objectives. Additionally, we prove that the
MOG-WR algorithm satisfies generalized objective fairness.

F.2 REGULARITY INDICES

Before we start analysis, we first define two regularity indices of a distribution for weight vectors.
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Algorithm 3 Multi-Objective Greedy algorithm – Weighted Randomized version (MOG-WR)

Require: Total rounds T , Eigenvalue threshold B, Weight distribution D
1: Initialize V0 ← 0× Id, and β1, . . . , βM ∈ Rd

2: for t = 1 to T do
3: Sample a weight vector w = (w1, . . . , wM ) from the distribution D.
4: if λmin(Vt−1) < B then
5: Select action a(t) ∈ argmaxi∈[K]

(∑
m∈[M ] wmx

⊤
i βm

)
6: else
7: Update the OLS estimators θ̂1(t), . . . , θ̂M (t)

8: Select action a(t) ∈ argmaxi∈[K]

(∑
m∈[M ] wmx

⊤
i θ̂m(t)

)
9: end if

10: Observe the reward vector y(t) =
(
ya(t),1(t), . . . , ya(t),M (t)

)
11: Update Vt ← Vt−1 + x(t)x(t)⊤

12: end for

Definition 10 (Regularity indices of a distribution). Let D be a distribution on M -dimensional
simplex, ∆M = {(w1, . . . , wM ) ∈ Rd|∑m∈[M ] wi = 1, w1, . . . wM ≥ 0}. For given ϵ > 0, We
define the two regularity indices of distribution D, Vϵ,D and Iϵ,D as

Vϵ,D := min
m̄∈[M ]

Pw∼D

∥∥∥∥∥∥
∑

m∈[M ]

wmθ
∗
m − θ∗m̄

∥∥∥∥∥∥ < ϵ


Iϵ,D := inf

w̄∈∆M
Pw∼D

∥∥∥∥∥∥
∑

m∈[M ]

wmθ
∗
m −

∑
m∈[M ]

w̄mθ
∗
m

∥∥∥∥∥∥ < ϵ

 .

Intuitively, the regularity indices described above explain how evenly the weight distribution gen-
erates weighted objectives. Specifically, Vϵ,D measures whether the weighted objectives are well-
sampled near the parameter space of each objective, while Iϵ,D captures how uniformly all possible
weighted objectives are sampled. By definition, it is straightforward to confirm that Vϵ,D ≥ Iϵ,D
always holds.

The following lemma demonstrates that for any continuous distribution D with positive density
function, the regularity indices are always positive.
Lemma 13. If D has a continuous density function f which is positive on ∆M , then both regularity
indices Vϵ,D and Iϵ,D are positive.

Proof sketch. It is enough to show Iϵ,D > 0. Fix ϵ > 0 and define g : ∆M → Rd such that

g(w̄) := Pw∼D
(∥∥∥∑m∈[M ] wmθ

∗
m −

∑
m∈[M ] w̄mθ

∗
m

∥∥∥ < ϵ
)

. Then, we can show that g is a posi-

tive continuous function. Since ∆M is compact, we have infw∈∆M g(w) = minw∈∆M g(w) > 0.

F.3 PARETO REGRET BOUND OF MOG-WR

The following corollary shows that it is possible to achieve a Õ(
√
T ) regret bound Algorithm 3, if

the weight distribution D satisfies Vα/2,D > 0.
Corollary 4 (Pareto regret bound of MOG-WR). Suppose Assumptions 1, 2, and 3 hold. If we
run Algorithm 3 with B = min

[
2σ
α

√
2dT log(dT 2), 16σ2

α2

(
d
2 log

(
1 + 2T

d

)
+ log (T )

)]
, then the

Pareto regret of Algorithm 3 is bounded by

PR(T ) ≤ 48σ

λv∗
√

2dT log(dT ) + 4T0 + 6M +
60d

λv∗
,

where v∗ = Vα/2,DM .

We can establish the regret bound for MOG-WR using the same arguments employed for the regret
bound of MOG-R, with the aid of the following two lemmas. The first lemma pertains to the linear
growth of the minimum eigenvalue of the Gram matrix.
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Lemma 14 (Increment of the minimum eigenvalue of the Gram matrix). Suppose Assumptions 1,
2, and 3 hold. If the OLS estimator satisfies ∥θ̂m(s)− θ∗m∥ ≤ α, for all m ∈ [M ] and s ≥ T0 + 1,
then the arm selected by Algorithm 3 satisfies

λmin(E[x(s)x(s)⊤|Hs−1]) ≥
λv∗

3
,

where v∗ = Vα/2,DM .

Proof. For s ≥ T0 + 1 and m ∈ [M ], let E′
m̄(s) be the event that the weighted objec-

tive
∑

m∈[M ] wmθ
∗
m in round s satisfies

∥∥∥∑m∈[M ] wmθ
∗
m − θ∗m̄

∥∥∥ < α/2. Then, on E′
m̄(s), if

∥θ̂m(s)− θ∗m∥ ≤ α/2 holds, then the following holds.∥∥∥∥∥∥
∑

m∈[M ]

wmθ̂m(t)− θ∗m

∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑

m∈[M ]

wmθ̂m(t)−
∑

m∈[M ]

wmθ
∗
m

∥∥∥∥∥∥+
∥∥∥∥∥∥
∑

m∈[M ]

wmθ
∗
m − θ∗m

∥∥∥∥∥∥
≤

∑
m∈[M ]

wm

∥∥∥θ̂m(t)− θ∗m
∥∥∥+

∥∥∥∥∥∥
∑

m∈[M ]

wmθ
∗
m − θ∗m

∥∥∥∥∥∥
<
α

2
+
α

2
= α

Thus, by Assumption 3, there exists γ-good arm for the weighted objective
∑

m∈[M ] wmθ̂m(t) in
round t.

Since the arm selected by Algorithm 3 satisfies

E[x(s)x(s)⊤|Hs−1] =

M∑
m=1

E[x(s)x(s)⊤|E′
m(s),Hs−1]P[E′

m(s)|Hs−1]

⪰ Vα/2,D
M∑

m=1

E[x(s)x(s)⊤|E′
m(s),Hs−1]

⪰ Vα/2,D
M∑

m=1

E[x(s)|E′
m(s),Hs−1]E[x(s)|E′

m(s),Hs−1]
⊤,

, and E[x(s)|E′
m(s),Hs−1] is γ-good for the weighted objective

∑
m∈[M ] wmθ̂m(s) in round s, we

have

λmin(E[x(s)x(s)⊤|Hs−1]) ≥ Vα/2,D λmin

(
M∑

m=1

E[x(s)|E′
m(s),Hs−1]E[x(s)|E′

m(s),Hs−1]
⊤
)

≥ Vα/2,DλM

3
,

by Lemma 6.

Then, we can drive l2 bound of θ̂m(t)−θ∗m with above lemma. The next lemma shows how to bound
the Pareto regret with the bound on ∥θ̂m(t)− θ∗m∥2.

Lemma 15. Given Assumption 1, for all round t, the Pareto suboptimality gap of Algorithm 3 can
be bounded by ∆a(t)(t) ≤ 2

∥∥∥∑m∈[M ] wmθ̂m(t)−∑m∈[M ] wmθ
∗
m

∥∥∥
2
, where w is the generated

weight vector in round t. Furthermore, if there exists an upper bound U that satisfies ∥θ̂m(t) −
θ∗m∥2 < U for all m ∈ [M ], we have ∆a(t)(t) ≤ 2U .

Proof. Fix round t ∈ [T ]. Letw ∈ ∆M be the generated weight vector in round t, and a∗w be the true
optimal arm for the weighted objective

∑
m∈[M ] wiθ

∗
m. Then, by Corollary 2, a∗w is in the Pareto
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Front, and so we have

∆a(t)(t) ≤ min
m∈[M ]

(
x⊤a∗

w
θ∗m − x⊤a(t)θ∗m

)
≤

∑
m∈[M ]

(
wmx

⊤
a∗
w
θ∗m − wmx

⊤
a(t)θ

∗
m

)

= x⊤a∗
w

 ∑
m∈[M ]

wmθ
∗
m

− x⊤a(t)
 ∑

m∈[M ]

wmθ
∗
m


≤ 2

∥∥∥∥∥∥
∑

m∈[M ]

wmθ̂m(t)−
∑

m∈[M ]

wmθ
∗
m

∥∥∥∥∥∥
2

,

with Assumption 1.

The latter part of the lemma can be directly derived using the triangle inequality.

F.4 OBJECTIVE FAIRNESS OF MOG-WR

Corollary 5 (Generalized objective fairness of MOG-WR). Suppose Assumptions 1, 2, and 3 hold.
Then, the objective fairness index of Algorithm 3 satisfies for all m ∈ [M ],

GOFIϵ,T ≥ Iα/2,D
(
T − Tϵ
T

)1− 3M

T
− d

(
1

dT

) 40σ2d
λv∗ϵ2

 ,

where Tϵ = max(⌊ 1152σ
2d log(dT )

λ2(v∗)2ϵ2
⌋ + T0, 2T0) and v∗ = Vα/2,DM in the same setting as Theo-

rem 4.

We can prove Corollary 5 using the same approach as in MOG-R, based on Lemma 14 and the
definition of the index Iϵ,D.

G STOCHASTIC CONTEXTS SETUP

We verified that our proposed algorithms are statistically efficient even in stochastic context settings.
In this section, we demonstrate the Pareto regret bound and objective fairness of MOG algorithm in
a stochastic context setting. Notably, MOG-R and MOG-WR can also be analyzed theoretically using
the same approach.

G.1 PROBLEM SETTING

In multi-objective linear contextual bandit under stochastic contexts setup, the set of feature vectors
χ(t) = {xi(t) ∈ Rd, i ∈ [K]} is drawn from some unknown distribution Pχ(t) in each round
t = 1, . . . , T . Each arm’s feature xi(t) ∈ χ(t) for i ∈ [K] need not be independent of each other
and can possibly be correlated. In this case, we denote xa(t)(t) as x(t). Other settings are identical
to the fixed arms case in Section 2.2.

Pareto regret metric Pareto regret can be defined in the same way as in the fixed-arm case (Tekin
& Turgay, 2018; Turgay et al., 2018; Lu et al., 2019; Cheng et al., 2024). The key difference is
that in the fixed-arm setting, each arm’s expected reward remains constant over time, and hence the
Pareto front does not change. In contrast, in the contextual setup, the expected reward of each arm
varies across rounds, and consequently the Pareto front also evolves. Therefore, the definition of
Pareto regret is taken with respect to the Pareto front at each round.
Definition 11 (Pareto front). Let µi(t) ∈ RM be the expected reward vector of arm i ∈ [K] in round
t. Then, arm i is Pareto optimal if and only if µi(t) is not dominated by µi′(t) for all i′ ∈ [K]. The
Pareto front is the set of all Pareto optimal arms in round t.
Definition 12 (Pareto regret). We denote Pareto suboptimality gap ∆i(t) for arm i ∈ [K] as the
infimum of the scalar ϵ ≥ 0 such that µi(t) becomes Pareto optimal arm after adding ϵ to all entries
of its expected reward. Formally,

∆i(t) := inf {ϵ | (µi(t) + ϵ) ⊀ µi′(t),∀i′ ∈ [K]} .
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Then, the cumulative Pareto regret is defined as PR(T ) := ∑T
t=1 E[∆a(t)(t)], where E[∆a(t)(t)]

represents the expected Pareto suboptimality gap of the arm pulled at round t.

Objective fairness Objective fairness can also be defined in the same way as in the fixed-arm case.
For each round, the fairness index is defined with respect to the optimal arm for each objective, which
may vary over time.
Definition 13 (Objective fairness). For each round t ∈ [T ], let µi,m(t) be the expected reward of
arm i for objective m, a∗m(t) be the arm that has the highest expected reward for objective m, and
µ∗
m(t) := µa∗

m,m(t). For all ϵ > 0, we define the objective fairness index OFIϵ,T of an algorithm
as

OFIϵ,T := min
m∈[M ]

(
1

T
E

[
T∑

t=1

1{µ∗
m(t)− µa(t),m(t) < ϵ}

])
.

Then, we say that an algorithm satisfies objective fairness if for a given ϵ, there exists a positive
lower bound Lϵ such that limT→∞ OFIϵ,T ≥ Lϵ.

G.2 PARETO REGRET BOUND OF MOG WITH STOCHASTIC CONTEXTS

To analyze MOG under stochastic setup, the following assumption is essential to guarantee that the
feature vectors in round t are not influenced by previous rounds s = 1, . . . , t− 1.
Assumption 5 (Independently distributed contexts). The context sets χ(1), . . . , χ(T ), drawn from
unknown distribution Pχ(1), . . . , Pχ(T ) respectively, are independently distributed across time.

All of the greedy linear contextual bandit with stochastic contexts assumes the independence of
context sets. It is important to note that feature vectors within the same round are allowed to be
dependent, even under Assumption 5.

As in the regret bounds of MOG, MOG-R, and MOG-WR in fixed arm setting, the key to deriving
the regret bound of MOG in the stochastic contextual setup is to establish the linear growth of the
minimum eigenvalue of the Gram matrix.
Lemma 16 (Increment of the minimum eigenvalue of the Gram matrix). Suppose Assumptions 1,
2, 4, and 5 hold. If the OLS estimator satisfies ∥θ̂m(s)−θ∗m∥ ≤ α, for allm ∈ [M ] and s ≥ T0+1,
then the selected arms for a single cycle s = t0, t0 + 1, . . . , t0 +M − 1 (t0 > T0) by Algorithm
1 satisfies

λmin(

t0+M−1∑
s=t0

E[x(s)x(s)⊤|Hs−1]) ≥
λqγM

3
,

where qγ is defined in Definition 9.

Proof. For s ≥ T0 + 1, let m(s) be the target objective for iteration s and R(s) be the event that
there exist γ-good arm for θ̂m(s)(s). Then,

E[x(s)x(s)⊤|Hs−1]

⪰ E[x(s)x(s)⊤|R(s),Hs−1] P(R(s)|Hs−1)

⪰ qγE[x(s)x(s)⊤|R(s),Hs−1]

⪰ qγE[x(s)|R(s),Hs−1]E[x(s)|R(s),Hs−1]
⊤.

Thus, we have
∑t0+M−1

s=t0
E[x(s)x(s)⊤|Hs−1] ⪰ qγ

∑t0+M−1
s=t0

E[x(s)|R(s),Hs−1]E[x(s)|R(s),Hs−1]
⊤.

Since E[x(s)|R(s),Hs−1] is γ-good for θ̂m(s)(s) by Proposition 1 and 2, so we can apply Lemma 6
by

λmin(

t0+M−1∑
s=t0

E[x(s)x(s)⊤|Hs−1]) ≥ qγ λmin(

t0+M−1∑
s=t0

E[x(s)|R(s),Hs−1]E[x(s)|R(s),Hs−1]
⊤)

≥ qγλM

3
.
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Then, the regret bound can then be derived by the same logic as in the proof of Theorems 1 and 3.
The following corollary demonstrates that the MOG algorithm also possesses a Õ(

√
T )-regret bound

in the case of stochastic contexts.
Corollary 6 (Pareto Regret Bound of MOG with Stochastic Contexts). Suppose As-
sumptions 1, 2, 4, and 5 hold. If we run Algorithm 1 with B =

min
[
σ
α

√
2dT log(dT 2), 4σ2

α2

(
d
2 log

(
1 + 2T

d

)
+ log (T )

)]
where α =

√
λ2

9 − λ4

324 γ −(
1− λ2

18

)√
1− γ2, the Pareto regret of Algorithm 1 is bounded by

PR(T ) ≤ 48σ

λqγ

√
2dT log(dT ) + 2

(
2T0 + 5M +

30d

λqγ

)
,

where qγ in Definition 9.

The corollary demonstrates that the cumulative Pareto regret bound of MOG is Õ(
√
dT
λ ). Addition-

ally, in a stochastic setup, T0 can also be bounded at a scale of O(B) with high probability.

G.3 OBJECTIVE FAIRNESS OF MOG WITH STOCHASTIC CONTEXTS

The objective fairness index can be bounded by combining the arguments from Theorems 2 and 4
with Lemma 16. The following corollary implies that Algorithm 1 satisfies objective fairness.
Corollary 7 (Objective Fairness of MOG with Stochastic Contexts). Suppose Assumptions 1, 2, 4,
and 5 hold. Then, the objective fairness index of Algorithm 1 satisfies for all m ∈ [M ],

OFIϵ,T ≥
(
T − Tϵ −M

MT

)(
1− 3M

T
− d( 1

dT
)

40σ2d
λqγϵ2

)
,

where Tϵ = max(⌊ 1152σ
2d log(dT )

λ2q2γϵ
2 ⌋+ T0 +M, 2T0 + 2M) in the same setting as Theorem 6.

Notably, for any given ϵ > 0, limT→∞ OFIϵ,T = 1
M .

H RELAXATION OF THE BOUNDEDNESS ASSUMPTION

In this section, we explain how to release the boundedness assumption, Assumption 1. In conclusion,
we can obtain results of the same scale as Theorems 1 and 2 for any arbitrary bound ∥xi∥2 ≤ xmax

and l ≤ θ∗m ≤ L for all m ∈ [M ]. For clarity, we will separately discuss how to release the
l2 norm bounds on the feature vector and the objective parameters in Appendix H.1 and H.2,
respectively. However, It is important to note that there is no issue in applying the same argument
even when the bound on the feature vectors and the bound on the objective parameters are released
simultaneously. We present how to release the boundedness assumption in fixed features setting, but
the same reasoning can be applied to the case of stochastic contexts.

H.1 RELEASING BOUND ON FEATURE VECTORS

We demonstrate how the minimum eigenvalue of the Gram matrix can increase linearly when the
l2 norm of the feature vectors is bounded by an arbitrary upper bound xmax. Since the γ-goodness
assumption is related to the scale of the feature, we modify the γ-goodness assumption correspond-
ingly.
Assumption 6 (Boundedness). For all i ∈ [K] and m ∈ [M ], ∥xi∥2 ≤ xmax and ∥θ∗m∥2 = 1.
Assumption 7 (γ-Goodness). We assume {x1, . . . , xK} satisfies γ-goodness with γ >
xmax

λ

√
2
√
1 + λ2 − 2.

The following lemma is the key to the release process.

Lemma 17. Given Assumptions 6, assume the OLS estimator satisfies ∥θ̂m(s) − θ∗m∥ ≤ α, for

m ∈ [M ] and s ≥ T0 + 1. If x ∈ Bd
xmax

satisfies x⊤ θ̂m(s)

∥θ̂m(s)∥ ≥ γ, then the distance between x
γ and
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1

Figure 4: The interior of the circle with radius xmax

γ represents the region where x
γ may exist in Rd,

while that of the smallest circle indicates the region where θ̂m(s) may exist. Then, the blue line
illustrates the case when x

γ is farthest from the θ∗m.

θ∗m is bounded by∥∥∥∥θ∗m − x

γ

∥∥∥∥
2

≤
√
1 + (

xmax

γ
)2 + 2α

√
(
xmax

γ
)2 − 1− 2

√
1− α2.

Proof. Consider the case when x
γ is the farthest from θ∗m. As we easily can see from Figure 4,∥∥∥∥θ∗m − x

γ

∥∥∥∥2
2

≤
(
α+

√
(
xmax

γ
)2 − 1

)2

+ (1−
√
1− α2)2

= 1 + (
xmax

γ
)2 + 2α

√
(
xmax

γ
)2 − 1− 2

√
1− α2.

Corollary 8. Suppose Assumptions 2, 6, and 7 hold. Assume the OLS estimator satisfies
∥θ̂m(s)− θ∗m∥ ≤ α, for all m ∈ [M ] and s ≥ T0 + 1. If xr(1), . . . , xr(M) ∈ Bd

xmax
are γ-good for

θ̂1(s1), . . . , θ̂M (sM ) for some s1, . . . , sM ≥ T0 + 1, respectively, then the following holds

λmin

 ∑
m∈[M ]

xr(m)

(
xr(m)

)⊤ ≥ (λγ2 − 2xmax

√
γ2 + x2max + 2α

√
x2max − γ2 − 2γ2

√
1− α2

)
M.

Proof. By Lemma 17,
∥∥∥θ∗m − xr(m)

γ

∥∥∥
2
≤
√
1 + (xmax

γ )2 + 2α
√
(xmax

γ )2 − 1− 2
√
1− α2 holds

for all m ∈ [M ]. Then,

λmin

 ∑
m∈[M ]

xr(m)

(
xr(m)

)⊤ = γ2λmin

 ∑
m∈[M ]

xr(m)

γ

(
xr(m)

γ

)⊤


≥ γ2
λmax

 ∑
m∈[M ]

θ∗m(θ∗m)⊤

− 2M

(
xmax

γ

)∥∥∥∥θ∗m − xr(m)

γ

∥∥∥∥


≥ λγ2 − 2xmax

√
γ2 + x2max + 2α

√
x2max − γ2 − 2γ2

√
1− α2.
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The above corollary means that even when Assumptions 1 and 3 are replaced by Assumptions 6
and 7, respectively, we can still obtain a regret bound that differs by at most a constant factor.
Furthermore, using the same argument as before, we can also verify the objective fairness with
replaced assumptions.

H.2 RELEASING BOUND ON OBJECTIVE PARAMETERS

In this section, we present how to handle objective parameters with varying l2 norm sizes. The
γ-goodness assumption is related to the scale of the objectives either, the γ-goodness assumption is
modified again correspondingly.

Assumption 8 (Boundedness). For all i ∈ [K] and m ∈ [M ], ∥xi∥2 ≤ 1 and l ≤ ∥θ∗m∥2 ≤ L.

Assumption 9 (γ-Goodness). We assume {x1, . . . , xK} satisfies γ-goodness with γ > 1− λ2

8L4 .

The following lemma is the key to the release process.

Lemma 18. Given Assumptions 8, assume the OLS estimator satisfies ∥θ̂m(s) − θ∗m∥ ≤ α, for
m ∈ [M ] and s ≥ T0 + 1. If x ∈ Bd is γ-good for θ̂m(s), then the distance between x and θ∗

m

∥θ∗
m∥2

is
bounded by ∥∥∥∥ θ∗m

∥θ∗m∥2
− x
∥∥∥∥
2

≤

√
2 +

2α

l

√
1− γ2 − 2γ

√
1− α2

l2
.

Proof. Consider the case when x is the farthest from θ∗
m

∥θ∗
m∥2

. As we easily can see from Figure 5,
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Figure 5: The larger circle represents the unit sphere in Rd while the interior of the smallest circle
indicates the region where θ̂m(s) may exist. Then, the blue line illustrates the case when x is farthest
from the θ∗

m

∥θ∗
m∥2

.

we can obtain the following result from Lemma 5 by replacing α by α
l .

∥∥∥∥ θ∗m
∥θ∗m∥2

− x
∥∥∥∥
2

≤

√√√√2

(
1 +

(α
l

)√
1− γ2 − γ

√
1−

(α
l

)2)
.
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Corollary 9. Suppose Assumptions 2, 8, and 9 hold. Assume the OLS estimator satisfies
∥θ̂m(s) − θ∗m∥ ≤ α, for all m ∈ [M ] and s ≥ T0 + 1. If xr(1), . . . , xr(M) ∈ Bd are γ-good
for θ̂1(s1), . . . , θ̂M (sM ) for some s1, . . . , sM ≥ T0 + 1, respectively, then the following holds

λmin

 ∑
m∈[M ]

xr(m)

(
xr(m)

)⊤ ≥
 λ

L2
− 2

√
2 +

2α

l

√
1− γ2 − 2γ

√
1− α2

l2

M.

The corollary can be derived from Lemma 18 and λmin

(
1
M

∑M
m=1

( θ∗
m

∥θ∗
m∥2

)( θ∗
m

∥θ∗
m∥2

)⊤) ≥ λ
L2 .

Therefore, we can still obtain a regret bound that differs by at most a constant factor and the objective
fairness criterion when Assumptions 1 and 3 are replaced by Assumptions 8 and 9, respectively.

I RELAXATION OF ASSUMPTION 2

Until now, we have conducted the analysis under the assumption that the feature vectors span Rd.
Although this assumption is not explicitly stated, it is implied by Lemma 6. In this section, we
present a sufficient condition under which our proposed algorithms perform well when the feature
vectors do not span Rd and explain how this leads to regret bounds and objective fairness.

Intuition. It is evident that any bandit algorithm cannot obtain information about the true objective
parameters in the direction of S⊥

x while interacting with feature vectors x1, . . . , xK . In other words,
during the process of estimating the objective parameters, no estimator can converge to the true
parameters in the direction of space S⊥

x . Interestingly, from the perspective of regret and optimality,
this poses no significant issue. This can be expressed mathematically as for any pair of arms i, j ∈
[K] and m ∈ [M ],

x⊤i θ
∗
m − x⊤j θ∗m = x⊤i (πS(θ

∗
m))− x⊤j (πS(θ∗m)).

The above equation explains why regret and optimality are determined solely by the projection
vector of the objective parameters onto Sx.

Algorithm 4 Multi-Objective Greedy algorithm (MOG)

Require: Total rounds T , Threshold B
Initialize V0 ← 0× Id, and β1, . . . , βM ∈ Rd

for t = 1 to T do
Select the target objective m← t modM {If m = 0, then m←M}
if min∥β∥=1, β∈Sx

(∑t−1
s=1 ⟨β, x(s)⟩

2
)
< B then

Select action a(t) ∈ argmaxi∈[K] x
⊤
i βm

else
Update the OLS estimator θ̂m(t), arbitrary solution of

(∑t−1
s=1 x(s)x(s)

⊤) θ =∑t−1
s=1 x(s)ya(s),m(s), for m ∈ [M ]

Select action a(t) ∈ argmaxi∈[K] x
⊤
i θ̂m(t)

end if
Observe y(t) =

(
ya(t),1(t), . . . , ya(t),M (t)

)
Update Vt ← Vt−1 + x(t)x(t)⊤

end for

Algorithm 4 provides a general formulation of the MOG algorithm for use when the feature vectors do
not span Rd. In this case, it is impossible to satisfy λmin(Vt−1) > B (> 0), which is the initial explo-
ration criterion stated in Algorithm 1. Therefore, the initial exploration criterion should be modified.
Instead of λmin(Vt−1) > B, we can use min∥β∥=1, β∈Sx

(∑t−1
s=1 ⟨β, x(s)⟩

2
)
> B. Additionally,

under this condition, a unique least squares solution no longer exists. Therefore, for each round t,
we use an arbitrary solution θ̂m(t) of the equation

(∑t−1
s=1 x(s)x(s)

⊤) θ =
∑t−1

s=1 x(s)ya(s),m(s).
Notably, at least one solution exists after initial phase since x(1), . . . , x(t−1) span Sx. By extending
Algorithm 1 in this way, we can conduct the same analysis as before.
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The following are the revised versions of Assumptions 1, 2, and 3 when the feature vectors do not
span Rd.
Assumption 10 (Boundedness). For all i ∈ [K] and m ∈ [M ], ∥xi∥2 ≤ 1 and ∥πs(θ∗m)∥2 = 1.

Once again, the above assumption is intended for a clear analysis. The analyses conducted in this
section can be also extended to arbitrary bounds ∥xi∥2 ≤ xmax and l ≤ πs(θ

∗
m) ≤ L for all

m ∈ [M ] by the same process in Appendix H.
Assumption 11. We assume θ∗1 , . . . , θ∗M span Sx.

In the following analysis, we define λ1 := min∥β∥=1, β∈Sx

(
1
M

∑M
m=1 ⟨β, θ∗m⟩

2
)

. Then, given As-

sumption 11, λ1 is always positive and clearly, λ1 = min∥β∥=1, β∈Sx

(
1
M

∑M
m=1 ⟨β, πS(θ∗m)⟩2

)
.

Next, we reconsider how to define γ-goodness. If the feature vectors do not span Rd, it becomes
important to determine whether γ-good arms exist near the direction of πS(θ∗m) rather than θ∗m. The
following definition clarifies this concept.
Definition 14 (γ-goodness). For fixed γ ∈ (0, 1], we say that the set of feature vectors {x1, . . . , xK}
satisfies γ-goodness condition when there exists α > 0 that satisfies

for all β ∈ Bα(πS(θ
∗
1)) ∪ . . . ∪ Bα(πS(θ

∗
M )), there exists i ∈ [K], x⊤i

β

∥β∥2
≥ γ. (2)

Assumption 12 (γ-goodness). We assume {x1, . . . , xK} satisfies γ-regular with γ > 1− λ2
1

18 .

Once again, in the following analysis, α denote the value that satisfies the goodness condition defined
in Definition 14, in conjunction with γ as specified in Assumption 12. Again, if α is greater than

ψ(λ1, γ) :=

√
λ2
1

9 −
λ4
1

324 γ −
(
1− λ2

1

18

)√
1− γ2, then we replace the value of α with ψ(λ1, γ).

The only question is how to construct an l2 bound on πS
(
θ̂m(s)

)
− πS

(
θ∗m
)

without utilizing the
minimum eigenvalue of the Gram matrix, which is zero when Sx ⊊ Rd. The key idea is that we
can use min∥β∥=1, β∈Sx

(∑t−1
s=1 ⟨β, x(s)⟩

2
)

to fulfill the role previously played by the minimum
eigenvalue. We present 2 Lemmas, Lemma 19 and Lemma 20, to explain the idea. First, The
following demonstrates the linear growth of min∥β∥=1, β∈Sx

(∑t−1
s=1 ⟨β, x(s)⟩

2
)

.

Lemma 19. Suppose Assumptions 10, 11, and 12 hold. Assume a least square solution θ̂m(s)

satisfies ∥πS
(
θ̂m(s)

)
− πS

(
θ∗m
)
∥ ≤ α, for all m ∈ [M ] and s ≥ T0 + 1. If xr(1), . . . , xr(M) ∈ Bd

are γ-good for πs
(
θ̂1(s1)

)
, . . . , πs

(
θ̂M (sM )

)
, for some s1, . . . , sM ≥ T0 + 1, respectively, then

min
∥β∥=1, β∈Sx

 ∑
m∈[M ]

〈
β, xr(m)

〉2 ≥ λ1
3
M.

Proof. Since the greedy selection of θ̂m(s) is equal to that of πS
(
θ̂m(s)

)
, for the same reason as

Lemma 5, we can get ∥xr(m) − πS
(
θ∗m
)
∥2 ≤

√
2
(
1 + α

√
1− γ2 − γ

√
1− α2

)
.

Then, for any unit vector β ∈ Sx,

β⊤
(

M∑
m=1

xr(m)x
⊤
r(m)

)
β

=

M∑
m=1

{
〈
β, πS

(
θ∗m(s)

)〉2
+
〈
β, xr(m) − πS

(
θ∗m(s)

)〉2
+ 2

〈
β, πS

(
θ∗m(s)

)〉〈
β, xr(m) − πS

(
θ∗m(s)

)〉
}

≥Mλ1 − 2

√
2
(
1 + α

√
1− γ2 − γ

√
1− α2

)
M.
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The next lemma shows how to derive l2 bound on πS
(
θ̂m(s)

)
− πS

(
θ∗m
)

with

min∥β∥=1, β∈Sx

(∑t−1
s=1 ⟨β, x(s)⟩

2
)

.

Lemma 20. For all m ∈ [M ] and s ∈ [T ], any least square solution θ̂m(t) of(∑t−1
s=1 x(s)x(s)

⊤) θ =∑t−1
s=1 x(s)ya(s),m(s) satisfies∥∥∥πS(θ̂m(s)
)
− πS

(
θ∗m
)∥∥∥

2
≤ ∥∑t−1

s=1 x(s)ηa(s),m(s)∥2
min∥β∥=1, β∈Sx

(∑t−1
s=1 ⟨β, x(s)⟩

2
) .

Proof. From the definition of θ̂m(t), we have

( t−1∑
s=1

x(s)x(s)⊤
)
(θ̂m(t)− θ∗m) =

t−1∑
s=1

x(s)ηa(s),m(s).

Since the row space of
(∑t−1

s=1 x(s)x(s)
⊤) is in S,∥∥∥∥∥

t−1∑
s=1

x(s)ηa(s),m(s)

∥∥∥∥∥
2

=

∥∥∥∥∥(
t−1∑
s=1

x(s)x(s)⊤
) (

πS
(
θ̂m(s)

)
− πS

(
θ∗m
))∥∥∥∥∥

2

≥ min
∥β∥=1, β∈Sx

(
β⊤( t−1∑

s=1

x(s)x(s)⊤
)
β

)∥∥∥πS(θ̂m(s)
)
− πS

(
θ∗m
)∥∥∥

2
.

The last inequality holds by Lemma 28.

With above two lemmas, we can obtain the same regret bound and objective fairness as in Theorem
1 and 2.

It is important to note that the same discussion applies to MOG-R and MOG-WR, indicating that our
proposed near-greedy algorithms can perform well even when the feature vectors do not span Rd,
when there exist good arms for multiple objectives.

J LOWER BOUND

Theorem 5. Suppose Assumptions 1, 2, and 3 hold, and d ≥ 2 and K ≥ d2. For any algorithm
choosing action a(t) at round t, there exists a worst-case problem instance such that the Pareto
regret of the algorithm is lower bounded as

sup
(θ∗

1 ,...,θ
∗
M )

PR(T ) = Ω(
√
dT ).

Discussion of Theorem 5. The above theorem shows that the regret bound for our algorithm in
Theorem 1 is optimal in terms of d and T . This bound matches the lower bound of Chu et al. (2011a)
in the single-objective setting. However, in their work, the d term in the lower bound is obtained
by partitioning the time horizon and carefully designing the features within each partition. As a
result, their analysis requires the condition T ≥ d2, and their approach is not applicable in our fixed
feature setting. Instead, we obtain the d term by partitioning the set of K arms, which leads to the
requirement that K ≥ d2 in our analysis.

For our convenience, we define the following augmented parameter set, which will be used through-
out the remainder of this section.

Definition 15. The augmented parameter set Θ is a set of combinations of objective parameters, i.e.,
Θ :=

{(
θ
(1)
1 , θ

(1)
2 , . . . , θ

(1)
M

)
,
(
θ
(2)
1 , θ

(2)
2 , . . . , θ

(2)
M

)
, . . . ,

(
θ
(d)
1 , θ

(d)
2 , . . . , θ

(d)
M

)}
, where each θ(j)m ∈

Rd for all j ∈ [d] and for all m ∈ [M ]. The set of the first objective parameters in each of instances
in Θ is defined as Θ1 =

{
θ
(1)
1 , θ

(2)
1 , . . . , θ

(d)
1

}
.

38



2052
2053
2054
2055
2056
2057
2058
2059
2060
2061
2062
2063
2064
2065
2066
2067
2068
2069
2070
2071
2072
2073
2074
2075
2076
2077
2078
2079
2080
2081
2082
2083
2084
2085
2086
2087
2088
2089
2090
2091
2092
2093
2094
2095
2096
2097
2098
2099
2100
2101
2102
2103
2104
2105

Under review as a conference paper at ICLR 2026

Note that Θ represents d separate multi-objective problem instances, while Θ1 represents d separate
single-objective (objective 1) problem instances.

Proof sketch. We prove the theorem by constructing the augmented parameter set Θ and defining the
feature set so that the feature vectors are aligned with the direction of objective parameters and has
maximum length, thereby ensuring that Assumption 3 is satisfied. Then, we bound the Bayes Pareto
regret Eθ∗∼UNIFORM(Θ)[PR(T )] for any action sequence a(t), t ∈ [T ]. For this, we convert our
problem to single objective problem, and then use Lemma 26. The proof of Theorem 5 is presented
in Section J.2, and its supporting lemmas are presented in Section J.1

J.1 TECHNICAL LEMMAS FOR THEOREM 5

We first construct the set of problem instances that can be converted to a single objective problem.

Lemma 21. Suppose Assumptions 1, 2, and 3 hold. For all d ≥ 2 and K ≥ d2, there exist an
augmented parameter set Θ and a set of feature vectors such that for any action sequence a(t) ∈ [K]
for t ∈ [T ], there exists another action sequence a′(t) ∈ [d] for t ∈ [T ] that satisfies

Eθ∗∼UNIFORM(Θ)

[
T∑

t=1

∆a(t)

]
≥ Eθ∗

1∼UNIFORM(Θ1)

[
T∑

t=1

(max
i∈[d]

x⊤i θ
∗
1 − x⊤a′(t)θ

∗
1)

]
. (3)

Proof. It is enough to show whenM = d andK = d2, because ifM > d (Assumption 2 guarantees
M ≥ d) or K > d2, we can make the same argument by setting θ(j)m = θ

(j)
d for all d ≤ m ≤M and

j ∈ [d] or xi = xd for d ≤ i ≤ K. We first divide the cases by when d = 2 and d ≥ 3.

Case 1. d =M = 2 and K = 4

<latexit sha1_base64="z0S/QfarsR9AXWnw3DAtJEO1Ulw=">AAACC3icbVDLSgNBEJz1bXxFPXoZEiQRJewGiXoTvHiMYKKQXcPspGOGzM4uM71CWHL34q948aCIV3/Am3/j5HHwVdBQVHXT3RUmUhh03U9nZnZufmFxaTm3srq2vpHf3GqaONUcGjyWsb4OmQEpFDRQoITrRAOLQglXYf9s5F/dgTYiVpc4SCCI2K0SXcEZWqmdL/jYA2Q3Wbm6N2xn1SEt90sH/dK+D4kRMlalvXa+6FbcMehf4k1JkUxRb+c//E7M0wgUcsmMaXlugkHGNAouYZjzUwMJ4312Cy1LFYvABNn4lyHdtUqHdmNtSyEdq98nMhYZM4hC2xkx7Jnf3kj8z2ul2D0OMqGSFEHxyaJuKinGdBQM7QgNHOXAEsa1sLdS3mOacbTx5WwI3u+X/5JmteLVKrWLw+LpyTSOJbJDCqRMPHJETsk5qZMG4eSePJJn8uI8OE/Oq/M2aZ1xpjPb5Aec9y86PJk+</latexit>

ω
(2)
2 (k→, k→ + ε→)

<latexit sha1_base64="Dv5PHK8oR7ei1GsjDItNZIo+X2o=">AAACC3icbVA9SwNBEN3zM8avqKXNYpAkKOEuSNQuYGOpYFTInWFvMzFL9vaO3TkhHOlt/Cs2ForY+gfs/DduYgqNPhh4vDfDzLwwkcKg6346M7Nz8wuLuaX88srq2nphY/PSxKnm0OSxjPV1yAxIoaCJAiVcJxpYFEq4CvsnI//qDrQRsbrAQQJBxG6V6ArO0Ertwo6PPUB2k5W9yrCd1Ya03C/t+ZAYIWNV2u+XKu1C0a26Y9C/xJuQIpngrF348DsxTyNQyCUzpuW5CQYZ0yi4hGHeTw0kjPfZLbQsVSwCE2TjX4Z01yod2o21LYV0rP6cyFhkzCAKbWfEsGemvZH4n9dKsXsUZEIlKYLi34u6qaQY01EwtCM0cJQDSxjXwt5KeY9pxtHGl7cheNMv/yWXtapXr9bPD4qN40kcObJNdkiZeOSQNMgpOSNNwsk9eSTP5MV5cJ6cV+ftu3XGmcxskV9w3r8APCyZPQ==</latexit>

ω
(1)
2 (k→ + ε→, k→)

<latexit sha1_base64="Z4go3DuRFwIbW3itlrwNkg70G00=">AAACCHicbVDLSgNBEJyNrxhfUY8eHAxCRAm7IlFvAS8eI5gHJDHMTjrJkNnZZaZXCEuOXvwVLx4U8eonePNvnDwOaixoKKq66e7yIykMuu6Xk1pYXFpeSa9m1tY3Nrey2ztVE8aaQ4WHMtR1nxmQQkEFBUqoRxpY4Euo+YOrsV+7B21EqG5xGEErYD0luoIztFI7u9/EPiC7S/Le0aideCOaHxw3ITJChupkcNTO5tyCOwGdJ96M5MgM5Xb2s9kJeRyAQi6ZMQ3PjbCVMI2CSxhlmrGBiPEB60HDUsUCMK1k8siIHlqlQ7uhtqWQTtSfEwkLjBkGvu0MGPbNX28s/uc1YuxetBKhohhB8emibiwphnScCu0IDRzl0BLGtbC3Ut5nmnG02WVsCN7fl+dJ9bTgFQvFm7Nc6XIWR5rskQOSJx45JyVyTcqkQjh5IE/khbw6j86z8+a8T1tTzmxml/yC8/EN+1OYqQ==</latexit>

ω
(1)
1 (k + ε, k)

<latexit sha1_base64="pBYU+m/x3cSTRH56UNWlqqmN6Gc=">AAACCHicbVDLSgNBEJz1bXytevTgYBASlLAbxMct4MVjBKOBbAyzk44ZdnZ2mekVwpKjF3/FiwdFvPoJ3vwbJzEHXwUNRVU33V1hKoVBz/twpqZnZufmFxYLS8srq2vu+salSTLNocETmehmyAxIoaCBAiU0Uw0sDiVchdHpyL+6BW1Eoi5wkEI7ZjdK9ARnaKWOux1gH5Bd56VqedjJ/SEtRfvRXgCpETJR5Y5b9CreGPQv8SekSCaod9z3oJvwLAaFXDJjWr6XYjtnGgWXMCwEmYGU8YjdQMtSxWIw7Xz8yJDuWqVLe4m2pZCO1e8TOYuNGcSh7YwZ9s1vbyT+57Uy7B23c6HSDEHxr0W9TFJM6CgV2hUaOMqBJYxrYW+lvM8042izK9gQ/N8v/yWX1Yp/WDk8PyjWTiZxLJAtskNKxCdHpEbOSJ00CCd35IE8kWfn3nl0XpzXr9YpZzKzSX7AefsE+zmYqg==</latexit>

ω
(2)
1 (k, k + ε)

<latexit sha1_base64="demYqA8joVo6gramk8QqEJw1am4=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KolI1VvBi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O2vrG5tb24Wd4u7e/sFh6ei4peNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3cxvP6HSPJYPZpKgH9Gh5CFn1Fip4fVLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeGNn3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNkUbgrf88ippXVa8aqXauCrXbvM4CnAKZ3ABHlxDDe6hDk1ggPAMr/DmPDovzrvzsWhdc/KZE/gD5/MHe3qMtw==</latexit>

1

<latexit sha1_base64="demYqA8joVo6gramk8QqEJw1am4=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KolI1VvBi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O2vrG5tb24Wd4u7e/sFh6ei4peNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3cxvP6HSPJYPZpKgH9Gh5CFn1Fip4fVLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeGNn3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNkUbgrf88ippXVa8aqXauCrXbvM4CnAKZ3ABHlxDDe6hDk1ggPAMr/DmPDovzrvzsWhdc/KZE/gD5/MHe3qMtw==</latexit>

1

Figure 6: Problem space Θ construction when d = 2.

Fix 0 < ϵ < 1 and let θ(1)1 = (k+ ϵ, k), θ
(2)
1 = (k, k+ ϵ), θ

(1)
2 = (k′ + ϵ′, k′), θ(2)2 = (k′, k′ + ϵ′),

where ϵ < ϵ′ < 1 and 2k2 + 2kϵ+ ϵ2 = 2(k′)2 + 2(k′)ϵ+ ϵ2 = 1. Define the feature vectors x1 =

θ
(1)
1 , x2 = θ

(2)
1 , x3 = θ

(1)
2 , and x4 = θ

(2)
2 . Then all feature vectors and objective parameters have

l2 norm 1, satisfying Assumption 1. Also, each
(
θ
(1)
1 , θ

(1)
2

)
and

(
θ
(2)
1 , θ

(2)
2

)
satisfies Assumption 2,

and since x1, x2, x3, x4 are γ-good arms for θ(1)1 , θ
(2)
1 , θ

(1)
2 , θ

(2)
2 for any γ ≤ 1, the feature set

satisfies Assumption 3. Now, we show that the good arms for objective 1 (x1 and x2) are always the
better choice than other arms (x3 and x4) in both problem instances from the perspective of Pareto
optimality.
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If (θ∗1 , θ
∗
2) =

(
θ
(1)
1 , θ

(1)
2

)
,

E[∆1] = 1− ⟨θ(1)1 , θ
(1)
1 ⟩ (= 0)

E[∆2] = 1− ⟨θ(2)1 , θ
(1)
1 ⟩ (= ϵ2)

E[∆3] = 0 = 1− ⟨θ(1)1 , θ
(1)
1 ⟩

E[∆4] = 1− ⟨θ(2)2 , θ
(1)
1 ⟩ > ϵ2 = 1− ⟨θ(2)1 , θ

(1)
1 ⟩.

Otherwise, if (θ∗1 , θ
∗
2) =

(
θ
(2)
1 , θ

(2)
2

)
,

E[∆1] = 1− ⟨θ(1)1 , θ
(2)
1 ⟩ (= ϵ2)

E[∆2] = 1− ⟨θ(2)1 , θ
(2)
1 ⟩ (= 0)

E[∆3] = 1− ⟨θ(1)2 , θ
(2)
1 ⟩ > ϵ2 = 1− ⟨θ(1)1 , θ

(2)
1 ⟩

E[∆4] = 0 = 1− ⟨θ(2)1 , θ
(2)
1 ⟩.

Therefore, if we define a′(t) =
{
1 if a(t) = 1 or 3
2 if a(t) = 2 or 4

, the statement of lemma is satisfied.

Case 2. d =M ≥ 3 and K = d2

Fix 0 < ϵ < 1 and define Θ and feature vectors xi, i ∈ [d2] as

x1 = θ
(1)
1 = (k + ϵ, k, . . . , k),

x2 = θ
(2)
1 = (k, k + ϵ, k, . . . , k),

. . .

xd = θ
(d)
1 = (k, . . . , k, k + ϵ),

xd+1 = θ
(1)
2 = (k′ + 2ϵ, k′ − ϵ, k′ . . . , k′),

xd+2 = θ
(2)
2 = (k′, k′ + 2ϵ, k′ − ϵ, k′ . . . , k′),

. . .

x2d = θ
(d)
2 = (k′ − ϵ, k′, . . . , k′, k′ + 2ϵ)

x2d+1 = θ
(1)
3 = (k′ + 2ϵ, k′, k′ − ϵ, k′ . . . , k′),

x2d+2 = θ
(2)
3 = (k′, k′ + 2ϵ, k′, k′ − ϵ . . . , k′),

. . .

xd2 = θ
(d)
d = (k′, k′, . . . , k′ − ϵ, k′ + 2ϵ),

where dk2 + 2kϵ+ ϵ2 = d(k′)2 + 2(k′)ϵ+ 5ϵ2 = 1.

It is obvious that k′ < k and ∥xi∥ = 1 for all i ∈ [d2]. Similar to the simple case when d = 2, for
j ∈ [d], each

(
θ
(j)
1 , . . . , θ

(j)
d

)
satisfies Assumption 2, and the feature set satisfies Assumption 3.

To prove the lemma, similar to the simple d = 2 case, we will show that θ(j)1 is always better than
θ
(j)
m (m ̸= 1) for all j ∈ [d]. For any feature vector xi, we denote by ∆(xi) the sub-optimality

gap of the feature vector, i.e. ∆(xi) := ∆i. Then, it is enough to show that for any m, j ∈ [d] and
θ∗ ∈ Θ, Eθ∗ [∆(x(m−1)d+j)] = Eθ∗ [∆(θ

(j)
m )] ≥ maxj′∈[d]

(
θ
(j′)
1

)⊤
θ∗1 −

(
θ
(j)
1

)⊤
θ∗1 holds.

Let θ∗ be the objective parameters for (j∗)-th instance, i.e. θ∗ =
(
θ
(j∗)
1 , θ

(j∗)
2 , . . . , θ

(j∗)
d

)
∈ Θ. If

j∗ = j, then Eθ∗ [∆(θ
(j)
m )] = 0 = 1−

(
θ
(j)
1

)⊤
θ
(j)
1 .
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<latexit sha1_base64="N8Qp3zh+UC3g2NYDcTLz2GAG9Vw=">AAACCnicbVA9SwNBEN3z2/h1ammzGoQEJdxpUMuAjWUEo4HcGfY2E7Nkb+/YnRPCkdrGv2JjoYitv8DOf+MmpvDrDQOP92bYnRelUhj0vA9nanpmdm5+YbGwtLyyuuaub1yaJNMcGjyRiW5GzIAUChooUEIz1cDiSMJV1D8d+Ve3oI1I1AUOUghjdqNEV3CGVmq72wH2ANl1XjosD9u5P6Sl/r6tvQBSI2Siym236FW8Mehf4k9IkUxQb7vvQSfhWQwKuWTGtHwvxTBnGgWXMCwEmYGU8T67gZalisVgwnx8ypDuWqVDu4m2rZCO1e8bOYuNGcSRnYwZ9sxvbyT+57Uy7J6EuVBphqD410PdTFJM6CgX2hEaOMqBJYxrYf9KeY9pxtGmV7Ah+L9P/ksuDyr+UeXovFqsVSdxLJAtskNKxCfHpEbOSJ00CCd35IE8kWfn3nl0XpzXr9EpZ7KzSX7AefsEPxmZUQ==</latexit>

ω
(3)
1 (k, k, k + ε)

<latexit sha1_base64="66X4pJr6tcKV56+rlj/RS8bWBcE=">AAACDHicbVDLSgMxFM34rPVVdekmWIQWpcxIqS4LblxWsA9oa8mkt21oJjMkd4Qy9APc+CtuXCji1g9w59+YPhbaekjgcM65JPf4kRQGXffbWVldW9/YTG2lt3d29/YzB4c1E8aaQ5WHMtQNnxmQQkEVBUpoRBpY4Euo+8PriV9/AG1EqO5wFEE7YH0leoIztFInk23hAJDdJzkvP+4k3pjmhmctiIyQoTqnQ3vyNuUW3CnoMvHmJEvmqHQyX61uyOMAFHLJjGl6boTthGkUXMI43YoNRIwPWR+alioWgGkn02XG9NQqXdoLtb0K6VT9PZGwwJhR4NtkwHBgFr2J+J/XjLF31U6EimIExWcP9WJJMaSTZmhXaOAoR5YwroX9K+UDphlH21/aluAtrrxMahcFr1Qo3Raz5eK8jhQ5JickRzxyScrkhlRIlXDySJ7JK3lznpwX5935mEVXnPnMEfkD5/MHALuZow==</latexit>

ω
(1)
1 (k + ε, k, k)

<latexit sha1_base64="cMYeN2b8+G4nfUPCbUAL+1uqKIc=">AAACDHicbVBNS0JBFJ1nX2ZfVss2QxIYhbwnYi2FNi0NUgM1mTdedXDevMfMfYE8/AFt+ittWhTRth/Qrn/T+LEo7cDA4ZxzuXOPH0lh0HW/ndTK6tr6Rnozs7W9s7uX3T+omzDWHGo8lKG+85kBKRTUUKCEu0gDC3wJDX94NfEbD6CNCNUtjiJoB6yvRE9whlbqZHMtHACy+yRfPB13Em9M88NzOjxrQWSEDJXlpzblFtwp6DLx5iRH5qh2sl+tbsjjABRyyYxpem6E7YRpFFzCONOKDUSMD1kfmpYqFoBpJ9NjxvTEKl3aC7V9CulU/T2RsMCYUeDbZMBwYBa9ifif14yxd9lOhIpiBMVni3qxpBjSSTO0KzRwlCNLGNfC/pXyAdOMo+0vY0vwFk9eJvViwSsXyjelXKU0ryNNjsgxyROPXJAKuSZVUiOcPJJn8krenCfnxXl3PmbRlDOfOSR/4Hz+AP41maQ=</latexit>

ω
(2)
1 (k, k + ε, k)

<latexit sha1_base64="vuRxhUrnd8eQie2GfahzhjFH4ZM=">AAACGXicbVBNSwMxEM3W7/q16tFLsEgratktpXoUvHisYFVoa8mm0zY0m12SWaEs/Rte/CtePCjiUU/+G9OPg1YfDLy8N0NmXhBLYdDzvpzM3PzC4tLySnZ1bX1j093avjZRojnUeCQjfRswA1IoqKFACbexBhYGEm6C/vnIv7kHbUSkrnAQQzNkXSU6gjO0Usv1GtgDZHdpwT8YttLSkBb6+cNSA2IjZKSOaD9//PNx0HJzXtEbg/4l/pTkyBTVlvvRaEc8CUEhl8yYuu/F2EyZRsElDLONxEDMeJ91oW6pYiGYZjq+bEj3rdKmnUjbUkjH6s+JlIXGDMLAdoYMe2bWG4n/efUEO6fNVKg4QVB88lEnkRQjOoqJtoUGjnJgCeNa2F0p7zHNONowszYEf/bkv+S6VPQrxcplOXdWnsaxTHbJHikQn5yQM3JBqqRGOHkgT+SFvDqPzrPz5rxPWjPOdGaH/ILz+Q3lup5Q</latexit>

ω
(1)
2 (k→ + 2ε, k→ → ε, k→)

<latexit sha1_base64="IA/71ZhrvY8o/gTO+tzPRiXDDA0=">AAACGXicbVDLSgNBEJz1GeMr6tHLYJBE1LAbQ/QY8OIxgjFCEsPspGOGzM4uM71CWPIbXvwVLx4U8agn/8bJQ/BV0FBUddPd5UdSGHTdD2dmdm5+YTG1lF5eWV1bz2xsXpow1hxqPJShvvKZASkU1FCghKtIAwt8CXW/fzry67egjQjVBQ4iaAXsRomu4Ayt1M64TewBsuskf7Q3bCfFIc33c4dNiIyQoTqg/dyo9otfyl47k3UL7hj0L/GmJEumqLYzb81OyOMAFHLJjGl4boSthGkUXMIw3YwNRIz32Q00LFUsANNKxp8N6a5VOrQbalsK6Vj9PpGwwJhB4NvOgGHP/PZG4n9eI8buSSsRKooRFJ8s6saSYkhHMdGO0MBRDixhXAt7K+U9phlHG2bahuD9fvkvuSwWvHKhfF7KVkrTOFJkm+yQPPHIMamQM1IlNcLJHXkgT+TZuXcenRfnddI640xntsgPOO+f5N+eUg==</latexit>

ω
(3)
2 (k→ → ε, k→, k→ + 2ε)

<latexit sha1_base64="5D9KFR8f4//z6hquLPCsLws8U0Q=">AAACGXicbVDLSgNBEJz1GeMr6tHLYJAkqGE3inoMePEYwRghiWF20jFDZmeXmV4hLPkNL/6KFw+KeNSTf+PkIaixoKGo6qa7y4+kMOi6n87M7Nz8wmJqKb28srq2ntnYvDJhrDlUeShDfe0zA1IoqKJACdeRBhb4Emp+72zo1+5AGxGqS+xH0AzYrRIdwRlaqZVxG9gFZDdJ3isMWsnhgOZ7ub1SAyIjZKj2aS83rINvodDKZN2iOwKdJt6EZMkElVbmvdEOeRyAQi6ZMXXPjbCZMI2CSxikG7GBiPEeu4W6pYoFYJrJ6LMB3bVKm3ZCbUshHak/JxIWGNMPfNsZMOyav95Q/M+rx9g5bSZCRTGC4uNFnVhSDOkwJtoWGjjKviWMa2FvpbzLNONow0zbELy/L0+Tq1LROy4eXxxly0eTOFJkm+yQPPHICSmTc1IhVcLJPXkkz+TFeXCenFfnbdw640xmtsgvOB9f4SGeUQ==</latexit>

ω
(1)
3 (k→ + 2ε, k→, k→ → ε)
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Figure 7: Problem space Θ construction when d = 3. The blue line represents the direction of
(1, 1, 1), and the sphere has the radius of 1.

Suppose j∗ ̸= j. For all m′ ∈ [d], since

⟨θ(j)1 , θ
(j∗)
1 ⟩ = dk2 + 2kϵ = 1− ϵ2,

⟨θ(j)1 , θ
(j∗)
m′ ⟩ ≤ (k + ϵ)(k′) + k(k′ + 2ϵ) + k(k′ − ϵ) + (d− 3)kk′

= dkk′ + kϵ+ k′ϵ

<
d

2
k2 +

d

2
(k′)2 + kϵ+ k′ϵ

=

(
1

2
− ϵ2

2

)
+

(
1

2
− 5ϵ2

2

)
= 1− 3ϵ2,

it holds that Eθ∗ [∆(θ
(j)
1 )] = ϵ2 = 1−

(
θ
(j)
1

)⊤
θ∗1 .

For m ̸= 1 and m′ ̸= 1, we have

⟨θ(j)m , θ
(j∗)
1 ⟩ ≤ max

m′ ̸=1
⟨θ(j)1 , θ

(j∗)
m′ ⟩ < 1− 3ϵ2,

⟨θ(j)m , θ
(j∗)
m′ ⟩ ≤ 2(k′)(k′ + 2ϵ) + (k′ − ϵ)2 + (d− 3)(k′)2

= d(k′)2 + 2k′ϵ+ ϵ2

= 1− 4ϵ2,

and hence Eθ∗ [∆(x(m−1)d+j)] = Eθ∗ [∆(θ
(j)
m )] > 3ϵ2 > ϵ2 = 1 −

(
θ
(j)
1

)⊤
θ∗1 . Therefore, if we

define a′(t) = a(t) mod m (if a(t)/m ∈ N, then a′(t) = m), then the lemma holds.

Lemma 22. Suppose Assumptions 1, 2, and 3 hold. For all 0 < ϵ < 1, d ≥ 2, K ≥ d2, and any
action sequence a(t) for t ∈ [T ], there exists a augmented parameter set Θ and a set of features
satisfying Equation (3), where for all j ∈ [d], the expected reward of arm j for objective 1 is equal
to 1 in j-th problem instance and is 1− ϵ2 in other instances j′ ∈ [d]− {j}.

Proof. The parameter set Θ and the feature set {x1 = θ
(1)
1 , x2 = θ

(2)
1 , . . . , xd2 = θ

(d)
d (= xd2+1 =

. . . = xK)} constructed in the proof of Lemma 21 satisfy the properties required in the latter part
of this lemma. For each j ∈ [d], the feature vector of arm j is given by θ(j)1 , so in the j-th instance,
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the expected reward for objective 1 is ⟨θ(j)1 , θ
(j)
1 ⟩ = 1. For any other instance j′ ∈ [d] \ j, we have

⟨θ(j)1 , θ
(j′)
1 ⟩ = 1− ϵ2.

The above lemma reduces the problem of bounding multi-objective regret to that of deriving a lower
bound for the single-objective case. In particular, for each of d instances, one arm among the d arms
has a single-objective expected reward larger than the others by ϵ2, which makes it possible to apply
Lemma 26.

J.2 PROOF OF THEOREM 5

Proof. By Lemma 22, it is enough to bound the single objective regret
Eθ∗

1∼UNIFORM(Θ1)[
∑T

t=1(maxi∈[d] x
⊤
i θ

∗
1 − x⊤a′(t)θ

∗
1)], where for each θ

(j)
1 ∈ Θ1, the ex-

pected reward of the arm j is equal to 1 , while the other arms j′ ∈ [d] − {j} have the expected
reward 1 − ϵ2. If we set ϵ =

√
1− 1

1+ 1
2

√
d
T

, then the expected reward of arm j is 1

1+ 1
2

√
d
T

for

j′(̸= j)-th instances. Scaling by 1
2 + 1

4

√
d
T > 1

2 , we have that the expected reward of arm j ∈ [d]

is 1
2 + 1

4

√
d
T for j-th instance, while it is 1

2 for other instances. Applying Lemma 26, we have

Eθ∗
1∼UNIFORM(Θ1)[

T∑
t=1

(max
i∈[d]

x⊤i θ
∗
1 − x⊤a′(t)θ

∗
1)] = Ω(

√
dT ).

Therefore, by Lemma 22,

sup
(θ∗

1 ,...,θ
∗
M )

[
T∑

t=1

E[∆a(t)]

]
≥ Eθ∗∼UNIFORM(Θ)

[
T∑

t=1

∆a(t)

]

≥ Eθ∗
1∼UNIFORM(Θ1)

[
T∑

t=1

(max
i∈[d]

x⊤i θ
∗
1 − x⊤a′(t)θ

∗
1)

]
= Ω(

√
dT ).

K EXPERIMENT

In this section, we present the experimental settings and results for our proposed algorithm. In sum-
mary, our algorithm achieves excellent empirical performance and exhibits stability across different
parameter settings. Detailed descriptions of the experimental setup can be found in Section K.1.

We evaluated the performance of each algorithm in both cases of fixed arms and stochastic arms.
When playing with stochastic arms, only contextual algorithms are compared. We evaluate the em-
pirical performance of multi-objective bandit algorithms from three perspectives: cumulative Pareto
regret, Pareto front approximation, and objective fairness. The results are presented in Section K.2

Additionally, we conducted experiments to examine how the performance of our proposed algo-
rithms varies with different parameter settings. Specifically, we altered the parameter B and the
initial objective parameters β1, . . . , βM of the MOG algorithm and measured the cumulative Pareto
regret and the objective fairness index. The results are presented in Section K.3

To indirectly evaluate whether our algorithm performs well in real-world scenarios, we conducted
a bandit experiment based on offline real-world data. A detailed explanation and the corresponding
results are provided in Section K.4.

K.1 SETTINGS

We validate the empirical performance of MOG, MOG-R, and MOG-WR in a linear bandit setting,
comparing them with other multi-objective algorithms. Specifically, we experiment with a linear
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bandit where ym(t) = N (xTi θ
∗
m, 0.1

2) for all i ∈ [K] and m ∈ [M ]. For each problem instance,
M objective parameters are sampled uniformly at random from the positive part of Sd−1. Then, K
feature vectors (K > 2M ) are generated by drawing samples from Bd. In the fixed arms setting, the
first M feature vectors are sampled from a multivariate normal distribution with the true objective
parameter as the mean and a covariance matrix of 0.1Id. These vectors are then scaled to ensure
their magnitudes lie within the range (3/4, 1). The remaining K −M feature vectors are sampled
uniformly at random from Bd, with M of these scaled to have magnitudes greater than 3/4 and
the rest scaled to have magnitudes less than 3/4. Limiting the magnitudes of the feature vectors
ensures that excessively large Pareto fronts, which could lead to meaningless results, are avoided.
For the varying arms setting, contexts are drawn uniformly from Bd. The results are averaged over
10 independent problem instances for each (d,K,M) combination, with each problem instance
being repeated 10 times to compute the final statistics (repeated 5 times for problem instances with
(d,K,M) = (20, 400, 20)).

We conduct experiments on our proposed near-greedy algorithms and the three baselines,
ParetoUCB (Drugan & Nowe, 2013), MOGLM-UCB (Lu et al., 2019), and PFIwR (Kim et al.,
2023) with tuned parameters for confidence width (The algorithms proposed by Cheng et al. (2024)
are excluded from the experiments as they are specifically designed for problems with hierarchi-
cal objective structures.) The experiments are run on Xeon(R) Gold 6226R CPU @ 2.90GHz (16
cores). When tuning existing algorithms, we selected the parameter settings that yielded the best
regret performance within the range specified in their respective papers. For PFIwR, we set δ = 0.1

and ϵ = 0.18. For MOGLM-UCB, the confidence width is defined as γt = c log det(Zt)
det(Z1)

, where

Zt = Id +
1
2

∑t
s=1 x(s)x(s)

⊤, with the tuned parameter c = 0.1. Additionally, we use B = 0.01
for our proposed algorithms, MOG, MOG-R, and MOG-WR. In terms of random variables in the
MOG-R algorithm, we use uniform distribution ( 1

M , . . . , 1
M ) for choosing the target objective. For

the MOG-WR algorithm, we use Dirichlet(1, . . . , 1) for generating the weight vectors.

K.2 MULTI-OBJECTIVE BANDIT ALGORITHM COMPARISON

K.2.1 CUMULATIVE PARETO REGRET
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Figure 8: Cumulative Pareto regret of multi-objective bandit algorithms with fixed arms across
various (d,K,M) combinations. The shaded areas represent ± half the standard deviation for each
algorithm.

The following summarizes the empirical results illustrated in Figure 8 and Figure 9, which plot
the cumulative regret of algorithms for the fixed context case and stochastic context case, respec-
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Figure 9: Cumulative Pareto regret of multi-objective bandit algorithms with stochastic contexts
across various (d,K,M) combinations. The shaded areas represent ± half the standard deviation
for each algorithm.

tively. As observed in these figures, our simple near-greedy algorithms, MOG, MOG-R, and MOG-WR,
demonstrate superior empirical performance compared to existing algorithms. In both fixed and
stochastic experimental setups, our proposed algorithms exhibit almost no regret after the explo-
ration phase, whereas other algorithms maintain a sublinear regret trend due to additional explo-
ration terms even after the initial rounds. Specifically, ParetoUCB and PFIwR rely on conservative
equations within the algorithm, resulting in relatively weak empirical performance. MOGLM-UCB,
by using a tunable confidence width, achieved better empirical performance than the previous two
algorithms but still lagged behind our proposed near-greedy algorithms. These results support our
claim that in multi-objective settings, where multiple objectives generate many good arms, a brief
exploration during the initial rounds is sufficient, after which exploitation alone can effectively ad-
dress the problem.

Among proposed algorithms, in the fixed feature setup, MOG consistently achieved the best perfor-
mance in most combinations of (d,K,M). This is likely due to its deterministic selection of diverse
arms, allowing it to efficiently and reliably complete the initial rounds. Among the randomized al-
gorithms, MOG-WR was better in experiments with relatively small d, whereas MOG-R outperformed
in larger experimental setups.

In the stochastic context setup, our near-greedy algorithms demonstrated exceptionally strong per-
formance. This aligns with findings from single-objective studies, which have shown similar re-
sults, and extends naturally to the multi-objective setting. However, a surprising observation is that
MOG-WR performed remarkably well, achieving near-zero regret in most scenarios. Notably, in the
fixed-arm case, arms were selected to ensure that each objective direction contained some good
arms. In contrast, in the stochastic setup, arms were drawn independently in each round from a unit
ball uniform distribution without such constraints. Under this setup, our experiments revealed that
MOG and MOG-R no longer had a performance advantage over MOG-WR. Additionally, MOG showed
very little difference between its deterministic and randomized versions in stochastic settings.

This remarkable performance of MOG-WR is likely due to its greedy selection of arms in intermediate
directions of the objectives. In multi-objective bandits, let us define the objective region as the region
formed by the weighted sums of all true objective vectors. Under this definition, any optimal arm
corresponding to a direction within the objective region belongs to the Pareto front. If some prior
knowledge about each objective is available, the probability that the intermediate directions of the
initial objective parameters fall within the objective region is higher than that of the initial objective
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directions themselves. Specifically, in this experiment, the true objective parameters were all drawn
from Rd

+, and we used the standard basis vectors of Rd (along with additional vectors if necessary)
as the initial objective parameters. In this case, the probability that intermediate directions between
these standard basis vectors belong to the objective region is trivially higher than that of each ei
direction. This observation provides a key explanation for why MOG-WR experiences almost no
regret during the initial phase. Moreover, in real-world scenarios, prior knowledge about the true
objective parameters is often available, which can further enhance the performance of MOG-WR.

K.2.2 PARETO FRONT APPROXIMATION

As mentioned earlier, our proposed algorithms do not compute the empirical Pareto front at every
round but can approximate the Pareto front when necessary. In this section, we empirically demon-
strate how effectively MOG, MOG-R, and MOG-WR can approximate the Pareto front. Since our
algorithms are near-greedy and do not include additional exploration terms after the initial rounds,
we use θ̂m(t) as described in Lemma 1 to estimate the empirical Pareto front. We compare the esti-
mated empirical Pareto front from our algorithms with those used by existing algorithms to evaluate
how accurately they identify the true Pareto front. As a comparison metric, we use accuracy, defined
as the proportion of arms correctly identified as belonging to the true Pareto front.

Figure 10 demonstrates that our algorithms effectively identify the Pareto front. Notably, when
d,M ≤ 10, MOG and MOG-R quickly identified the Pareto front, achieving an accuracy exceeding
0.98 within the first 100 rounds on average. The deterministic version MOG achieves the fastest, most
accurate, and most stable Pareto front approximation across all experimental settings. Specifically,
even in experiments with high dimensionality, a large number of arms, and multiple objectives,
MOG estimates the Pareto front with accuracy exceeding 0.95 within the first 100 rounds. Next,
MOG-R performed well in most cases, except for larger parameter experiments where d,M ≥ 15
and K ≥ 300. Similarly, MOGLM-UCB consistently showed strong performance across all settings.

In contrast, MOG-WR, while outperforming ParetoUCB and PFIwR after 300 rounds, exhibited
inferior Pareto front approximation performance compared to MOG and MOG-R. This is an expected
result, as efficient Pareto front approximation requires θ̂m(t) to converge quickly to θ∗m for each
objective m. Consequently, algorithms like MOG and MOG-R, which select more diverse arms, are
better suited for this task than MOG-WR. Nevertheless, by the end of 500 rounds, MOG-WR also
achieved higher Pareto front approximation accuracy compared to other existing algorithms.

K.2.3 OBJECTIVE FAIRNESS

As shown in Figures 11 and 12, we experimentally verified that our proposed algorithms, MOG and
MOG-R, satisfy objective fairness. In the fixed feature setup, the objective fairness index (OFI0.05,T )
of both MOG and MOG-R was observed to converge approximately to 1

M regardless of the number
of arms K, which is consistent with Theorems 2 and 4. This indicates that MOG and its randomized
version consistently select the optimal arms for all objectives, ensuring that no objective is ignored.

In contrast, for the MOG-WR algorithm, even considering that it is based on generalized objective
fairness, the OFI0.05,500 decreased significantly as the dimension d increased. This phenomenon
arises because the difficulty of obtaining weighted vectors in directions close to specific objectives
increases with higher dimensions. Specifically, we set D to dirichlet(1, . . . , 1), resulting in weight
vectors being sampled uniformly from ∆M . When the distribution was adjusted to favor sampling
near the vertices of ∆M (e.g., dirichlet(0.5, . . . , 0.5)), the objective fairness index can be improved.

In the contextual setup, the OFI0.05,500 values were generally much higher than those observed
in the fixed setup. This can be attributed to the experimental setting, where arms were uniformly
generated in Bd, causing near-optimal arms for each objective to overlap more frequently. In other
words, a single arm often became the near-optimal arm for multiple objectives, resulting in a higher
OFI0.05,500. Interestingly, contrary to our intuition, MOG-WR exhibited higher OFI0.05,500 values
than MOG and MOG-R in this setup. This phenomenon occurs because selecting optimal arms in
weighted objective directions becomes more advantageous than selecting optimal arms for each
individual objective.
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Figure 10: Pareto front estimation accuracy of multi-objective bandit algorithms across various
(d,K,M) combinations. For each algorithm, the error bars represent ± the standard deviation.
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Figure 11: Objective fairness index (ϵ = 0.05) of multi-objective bandit algorithms with fixed arms
across various (d,K,M) combinations. The shaded areas represent ± half the standard deviation
for each algorithm.
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Figure 12: Objective fairness index (ϵ = 0.05) of multi-objective bandit algorithms with stochastic
contexts across various (d,K,M) combinations. The shaded areas represent ± half the standard
deviation for each algorithm.
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K.3 EFFECT OF PARAMETER SETTINGS ON ALGORITHM PERFORMANCE

K.3.1 EFFECT OF B

We conduct experiments to demonstrate that our algorithm is not particularly sensitive to the choice
of B, and that free exploration still occurs effectively even when B is set to a relatively small value.
The experimental setup is identical to that of the previous experiments, and the results are averaged
over 10 repetitions for each of 10 independent problem instances per (d,K,M) combination.
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Figure 13: Cumulative Pareto regret of the MOG, MOG-R, and MOG-WR with fixed features across
various B values.
As shown in Figure 13 and Figure 15, free exploration emerges robustly for even very small values
of B in both fixed feature and stochastic context settings. This is because multiple objectives nat-
urally induce sufficient diversity among the selected arms, thereby reducing the need for dedicated
initial rounds. Furthermore, objective fairness is consistently satisfied across all cases (Figure 14,
Figure 16).

K.3.2 EFFECT OF INITIAL OBJECTIVE PARAMETERS

We examined the influence of the parameter B and the configurations of β1, . . . , βM on the perfor-
mance of the MOG algorithm. Specifically, we considered three distinct combinations with varying
degrees of diversity, as summarized in Table 1. For each parameter setting, we assessed the cumula-
tive Pareto regret of MOG. The experiments were conducted under a stochastic context across various
(d,K,M) combinations. We evaluated the performance of the algorithm under three cases, B = 1,
0.1, and 0.01, and examined how the degree of diversity in the initial objective parameters affects
learning.

Figure 17 illustrates the differences in cumulative Pareto regret for each parameter setting when
(d,K,M) = (5, 50, 5) and (10, 100, 10). Our MOG algorithm demonstrated stable performance
across all initial objective parameter combinations proposed in the stochastic context setup. Observ-
ing the inflection points in the graphs, we found that using highly diverse initial objective parameter
combinations allowed the algorithm to complete the initial exploration phase the fastest. However,
regret was lower when using less diverse combinations. As explained in Appendix K.2, this result
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Figure 14: Objective fairness index of the MOG and MOG-R algorithms with fixed features across
various B values.
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Figure 15: Cumulative Pareto regret of the MOG,MOG-R and MOG-WR algorithms with stochastic
contexts across various B values.

is related to the probability that the initial objective parameters lie within the region formed by the
weighted sum of Pareto optimal arms. In cases where there is some prior knowledge of the objective
parameters, initial objective parameters in intermediate directions are less likely to generate regret.
This outcome is also possible in our experimental setup because the objective parameters were sam-
pled from the positive part of Bd. Therefore, in the absence of any prior knowledge, lower diversity
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Figure 16: Objective fairness index of the MOG and MOG-R algorithms with stochastic contexts
across various B values.

Table 1: Combinations of initial objective parameters used in the experiments
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in the initial objective parameters may not be advantageous. In such cases, it is recommended to use
diverse β1, . . . , βM to facilitate rapid initial exploration.

Consistent with the results in the previous section, the algorithm demonstrates strong regret per-
formance across all values of B (B = 1, 0.1, 0.01), with smaller B values completing the initial
exploration phase more rapidly. The best performance was achieved with B = 0.01, indicating that
a brief initial exploration was sufficient. This finding is consistent not only in the stochastic context
setup but also in the fixed feature setup, as shown in Figure 8.

K.4 EXPERIMENT BASED ON REAL-WORLD WINE DATA (UCI MACHINE LEARNING
REPOSITORY)

K.4.1 SETTINGS

We conducted experiments using the wine dataset from the UCI Machine Learning Repository to
evaluate the performance of our algorithm in a bandit setting. The dataset contains 13 numerical
attributes for each wine (Table 2); among these, we used alcohol, quality, and red as reward objec-
tives, while the remaining 10 attributes were used as features. Figure 18 illustrates how the offline
data was adapted for the bandit experimental setup. For each reward objective, we first performed
linear regression on the normalized features. Then, in each round, rewards were generated by adding
noise to the predicted value based on the regression model. The noise was sampled fromN (0, 1) to
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Figure 17: Cumulative Pareto regret of the MOG algorithm across various parameter combinations

mimic the variability observed in the original dataset. Experiments were conducted under two set-
tings, K = 50 and K = 100, with 100 episodes of 500 rounds each being generated for evaluation.

Table 2: 3-objective bandit problem construction using off-line wine dataset.

Features fixed acidity volatile acidity citric acid residual sugar chlorides
free sulfur dioxide total sulfur dioxide density pH sulphates

Reward alcohol quality red

Figure 18: Description of how to use real-world off-line data for 3-objective bandit experiment.

In this real-world-inspired experiment, we measured the cumulative reward to compare the per-
formance of our algorithms with that of the existing contextual multi-objective bandit algorithm,
MOGLM-UCB. The parameter for MOGLM-UCB was set to c = 1 or 0.1 as in Lu et al. (2019), and
the experimental configuration for MOG is provided in Table 3.

51



2754
2755
2756
2757
2758
2759
2760
2761
2762
2763
2764
2765
2766
2767
2768
2769
2770
2771
2772
2773
2774
2775
2776
2777
2778
2779
2780
2781
2782
2783
2784
2785
2786
2787
2788
2789
2790
2791
2792
2793
2794
2795
2796
2797
2798
2799
2800
2801
2802
2803
2804
2805
2806
2807

Under review as a conference paper at ICLR 2026

Table 3: Parameter settings of MOG and its variants.

Algorithm Settings
MOG B = 1 and 0.1
MOG-R (ours) B = 1 and Uniform distribution for target objective selection
MOG-WR (ours) B = 1 and Dirichlet(α) distribution for weight vector generation

where α = (1, 1, 1), (2, 1, 1), (1, 2, 1), (1, 1, 1.5), (1, 1, 2)

K.4.2 RESULTS

Table 4 and Table 5 report the average cumulative rewards obtained by each algorithm under the two
settings, K = 50 and K = 100, respectively. The MOG-WR algorithm demonstrates Pareto-optimal
performance with respect to the cumulative rewards over the three objectives. Notably, MOG-WR
uses weights sampled from a Dirichlet distribution, and the choice of its parameters affects which
objective the algorithm tends to prioritize among the three objectives.

Table 4: Performance results of each algorithm on three objectives when K = 50. Algorithms
marked with † achieved Pareto optimal reward performance. Boldfaced values indicate the highest
reward achieved for each individual objective. The results are averaged over 100 generated episodes.

Algorithm Alcohol Quality Red
MOGLM-UCB (c = 1) 251.79 93.52 414.66
MOGLM-UCB (c = 0.1) 314.24 127.58 359.81
MOG (B = 1) 499.25 187.29 249.38
MOG (B = 0.1) 505.23 195.46 237.53
MOG-R (B = 1) 493.70 188.29 251.33
MOG-WR (B = 1, α = (1, 1, 1))† 558.66 237.63 386.89
MOG-WR (B = 1, α = (2, 1, 1))† 709.53 297.25 223.71
MOG-WR (B = 1, α = (1, 2, 1))† 624.95 310.85 259.50
MOG-WR (B = 1, α = (1, 1, 1.5))† 441.11 161.83 566.18
MOG-WR (B = 1, α = (1, 1, 2))† 346.12 102.46 675.28

Table 5: Performance results of each algorithm on three objectives when K = 100. Algorithms
marked with † achieved Pareto optimal reward performance. Boldfaced values indicate the highest
reward achieved for each individual objective. The results are averaged over 100 generated episodes.

Algorithm Alcohol Quality Red
MOGLM-UCB (c = 1) 290.26 109.80 474.66
MOGLM-UCB (c = 0.1) 348.17 142.29 418.70
MOG (B = 1) 535.11 203.75 287.56
MOG (B = 0.1) 541.99 209.11 277.22
MOG-R (B = 1) 541.72 203.49 285.69
MOG-WR (B = 1, α = (1, 1, 1))† 610.48 251.21 433.40
MOG-WR (B = 1, α = (2, 1, 1))† 765.97 317.67 266.33
MOG-WR (B = 1, α = (1, 2, 1))† 663.21 336.77 305.54
MOG-WR (B = 1, α = (1, 1, 1.5))† 480.48 178.30 612.76
MOG-WR (B = 1, α = (1, 1, 2))† 393.74 112.88 727.21

Figure 19 and Figure 20 show plots of cumulative rewards over time for each objective, as well as
the final cumulative rewards for two of the objectives achieved by each algorithm. In particular,
when the Dirichlet distribution was set to Dirichlet(1, 1, 1.5) (olive point), the MOG-WR algorithm
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Figure 19: Cumulative reward for 3-objectives, alcohol, quality, and red, when K = 50.
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Figure 20: Cumulative reward for 3-objectives, alcohol, quality, and red, when K = 100.

was observed to dominate the MOGLM-UCB algorithm (orange and brown points) across all three
objectives.

53



2862
2863
2864
2865
2866
2867
2868
2869
2870
2871
2872
2873
2874
2875
2876
2877
2878
2879
2880
2881
2882
2883
2884
2885
2886
2887
2888
2889
2890
2891
2892
2893
2894
2895
2896
2897
2898
2899
2900
2901
2902
2903
2904
2905
2906
2907
2908
2909
2910
2911
2912
2913
2914
2915

Under review as a conference paper at ICLR 2026

L AUXILIARY LEMMAS

Lemma 23 (Lemma A.1. of Kannan et al. (2018)). Let η1, . . . , ηt be independent σ2-subgaussian
random variables. Let x1, . . . , xt be vectors in Rd with each xs chosen arbitrarily as a function of
(x1, η1), . . . , (xs−1, ηt′−1) subject to ∥xs∥ ≤ xmax. Then with probability at least 1− δ,∥∥∥∥∥

t∑
s=1

ηsx(s)

∥∥∥∥∥ ≤ σ√2xmaxdt log(dt/δ).

Note that, the above lemma holds even when η1, . . . , ηt be conditionally σ2-subgaussian random
variables, because it was driven by using σ2-subgaussian martingale.
Lemma 24 (Lemma 8 of Li et al. (2017)). Given ∥xi∥ ≤ 1 for all i ∈ [K], suppose there is an
integer m such that λmin(Vm) ≥ 1, then for any δ > 0, with probability at least 1 − δ, for all
t ≥ m+ 1,

∥St∥2Vt
−1 ≤ 4σ2(

d

2
log(1 +

2t(xmax)
2

d
) + log(

1

δ
)).

Lemma 25 (Theorem 3.1 of Tropp (2011)). Let H1 ⊂ H2 · · · be a filtration and consider a finite
sequence {Xk} of positive semi-definite matrices with dimension d adapted to this filtration. Sup-
pose that λmax(Xk) ≤ R almost surely. Define the series Y ≡∑kXk and W ≡∑k E[Xk|Hk−1].
Then for all µ ≥ 0, γ ∈ [0, 1) we have

P[λmin(Y ) ≤ (1− γ)µ and λmin(W ) ≥ µ] ≤ d( e−γ

(1− γ)1−γ
)µ/R.

Lemma 26 (Theorem 5.1 of Auer et al. (2002)). For any T ≥ K ≥ 2, consider the multi-armed

bandit problem such that the probability slot machine pays 1 is set to 1
2 + 1

4

√
K
T for one uniformly

chosen arm and 1
2 for the rest of K − 1 arms. Then, there exists γ such that for any (multi-armed)

bandit algorithm choosing action at at time t, the expected regret is lower bounded by

E

(
piT −

T∑
t=1

rt,at

)
= Ω(

√
KT ).

Lemma 27. For any random variable vector X ∼ D, E[XX⊤] ⪰ E[X]E[X]⊤

Proof of Lemma 27. For any u ∈ Sd−1, u⊤E[XX⊤]u = E[u⊤XX⊤u] = E[⟨u,X⟩2] ≥
(E[⟨u,X⟩])2 = u⊤E[X]E[X]⊤u.
Lemma 28. Let v be a vector in S ⊂ Rd and A be a d × d matrix. Then ∥Av∥2 ≥
(minu∈S u

⊤Au) ∥v∥2.

Proof of Lemma 28.

∥Av∥2
∥v∥2

=

∥∥∥∥A v

∥v∥2

∥∥∥∥
2

≥ min
u∈S
∥Au∥2 ≥ min

u∈S
u⊤Au.
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