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ABSTRACT

Recent metric learning approaches parametrize semantic similarity measures
through the use of an encoder trained along with a similarity model, which op-
erates over pairs of representations. We extend such a setting and enable its use in
tasks including multi-class classification in order to tackle known issues observed
in standard classifiers such as their lack of robustness to out-of-distribution data.
We do so by further learning a set of class prototypes, each one representing a
particular class. Training is carried out so that each encoded example is pushed
towards the prototype corresponding to its class, and test instances are assigned
to the class corresponding to the prototype they are closest to. We thus provide
empirical evidence showing the proposed setting is able to match object recogni-
tion performance of standard classifiers on common benchmarks, while presenting
much improved robustness to adversarial examples and distribution shifts. We fur-
ther show such a model is effective for tasks other than classification, including
those requiring pairwise comparisons such as verification and retrieval. Finally,
we discuss a simple scheme for few-shot learning of new classes where only the
set of prototypes needs to be updated, yielding competitive performance.

1 INTRODUCTION

Despite the performance boost observed by multi-class classifiers based on neural networks com-
pared to alternative approaches, as evidenced since (Krizhevsky et al., 2012), it is now well-known
that such a modeling framework suffers from shortcomings that limit its potential deployment in
real-world applications. We highlight below some of such limitations:

e A worth mentioning threat regarding the use of current classifiers is the existence of ad-
versarial examples, as discussed originally by |Szegedy et al.|(2013) and |Goodfellow et al.
(2014). In fact, it is a known property of neural networks that it is possible to impose large
variations in their outputs by slightly changing their inputs. Attackers might then exploit
such property to fool deployed models into making certain decisions they might benefit
from. Several methods have been proposed in recent literature in order to fool state-of-the-
art classifiers with changes to the input that are imperceptible to humans.

o The lack of robustness to distribution shifts across train and test data is a further issue that
appears in practice and is known to affect performance of current classifiers. For example,
an object recognizer trained on natural images will likely observe a performance degrada-
tion once test data consists of drawings from the same classes, for instance. Such a shift
across train and test data sources is a direct violation of the i.i.d. assumption on top of
which most of the supervised learning generalization guarantees are built within the empir-
ical risk minimization framework. Recent literature in domain adaptation has introduced
more general settings relaxing the i.i.d. assumption to some extent to help coping with
situations found in practice. However, there’s still much room for improvement, as most
approaches require data from a particular target data distribution. This requirement is still
unpractical given that a large number of possible unseen test conditions might appear for a
deployed model (Albuquerque et al., 2019).

e Yet another limitation is the case of small data samples since large classifiers in terms
of parameter count require large amounts of data so as to achieve high performance. In
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several practical situations, however, collecting (and labeling) large datasets is prohibitively
costly. Moreover, standard classifiers are bounded to the label set they were presented to
during training, while in practice one would ideally be able to extend a trained classifier
to predict new classes observed after training. Transfer learning schemes thus appeared
as a natural strategy to overcome both issues by enabling fast adaptation once data from
novel sources is made available so that: (i)-one can leverage a pretrained model on large
datasets and adapt it to the data of interest which is scarce; (ii)-a classifier does not need
to be trained from scratch whenever new classes are taken into account. As such, devising
approaches enabling inexpensive adaptation of trained classifiers to new data became a
relevant research direction, often referred to as few-shot learning, yielding approaches such
as meta-learning or learning to learn (Schmidhuber, 1987; [Bengio et al., |1992; Ravi &
Larochelle, 2016; [Finn et al., 2017), as well as geometric methods (Koch et al.l 2015}
Vinyals et al.,[2016; Snell et al.||[2017; |Sung et al., 2018)).

In this contribution, our main goal is then to develop classification strategies that address to some
extent the issues discussed above. As such, the research question we pose is whether one can de-
fine multi-class classification approaches which are more robust against adversaries and distribution
shifts while supporting adaptation to novel classes, observed after training in small samples. We thus
tackle such problem using approaches which leverage both the set of methods commonly grouped
under the term metric learning, as well as the geometric approaches discussed above for few-shot-
classification; prototypical networks in particular (Snell et al.|[2017). In further detail, we focus on
metric learning settings where both an encoder and a similarity or distance models are trained jointly
(Koch et al., 2015} |Garcia & Vogiatzis, 2019; Monteiro et al.,[2020), but augment such setting with
a set of class prototypes used in order to assign points to classes.

Our method thus comprises three main components: (i)-an encoder that embeds data into a lower
dimensional space; (ii)-a similarity model which maps a pair of concatenated representations into a
similarity score, and finally (iii)-a list of class prototypes in which case each one summarizes a whole
class into a vector in the embedding space. Based on said components, we can then devise different
inference mechanisms depending on the task at hand. For the case of multi-class classification, for
instance, at test time, one can predict the class of a particular test instance through measuring its
similarity against each prototype and ass1gn1ng it to the class whose prototype it is most similar to.
Slmllarly, tasks relying on pairwise comparisons can be performed such as verification, i.e. com-
paring two data instances and determining whether they belong to the same class, or retrieval, i.e.
comparing a test instance against a gallery and determining the k elements in the gallery the consid-
ered test instance is most similar to. Moreover, each time new classes appear, adapting the model
consists of updating the list of prototypes only, while keeping the encoder and similarity unchanged,
thus enabling fast adaptation and avoiding issues such as forgetting past classes or overfitting to the
new ones. In summary, our contributions are as follows:

1. We introduce an alternative multi-class classification approach based on metric learning
methods, which can match the performance of standard classifiers, while offering improved
robustness against adversaries and distribution shifts with respect to observed train data.

2. The proposed setting is further shown to perform well in tasks involving pairwise compari-
son such as verification and image retrieval, thus providing an approach that allows a single
model to be used across multiple tasks.

3. The proposed approach supports the inclusion of new classes appearing posterior to train-
ing, which we do by simply repartitioning the space using small data samples. We observed
doing so yields a simple yet competitive mechanism for few-shot classification.

2 BACKGROUND AND RELATED WORK

Metric learning approaches are concerned with representing data in a metric space where semantic
properties can be inferred using distances. The literature in this field can be classified in terms of
two main groups of approaches trying to do so under two distinct settings, and we will refer to those
as distance metric learning, introduced originally by Xing et al.|(2003), and deep metric learning
represented most notably by siamese networks (Bromley et al., |1994; |Chopra et al., 2005; [Hadsell
et al.,|2006). In the case of the former, one learns a so-called Mahalanobis distance which, given
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z,y € RY, will have the form: /(z — y)TW (z — y), where W € R%*4 is positive semidefinite.

Learning is designed so that \/(z — y)TW (z — y) will be small for semantically close = and y.
Several extensions of the setting introduced by Xing et al.| (2003) were proposed (Shalev-Shwartz
et al.| [2004; |Globerson & Roweis, 2006; [Weinberger & Saul, |2009; [Ying & Lil 2012). For the
case of deep metric learning, on the other hand, one’s interest is to learn a non-linear encoder & :
RP — R?, and often D > d, so that some standard distance such as the one based on the L, norm
[|E(x) — E(y)]|2 will be small for semantically close 2 and y. While the two discussed settings are
equivalent in their final goal, their focus is not the same: distance metric learning approaches focus
on learning a semantically meaningful distance measure while deep metric learning methods focus
on projecting the data onto a space where standard distances are meaningful.

A relatively recent research direction consists in the combination of the above described settings, i.e.
jointly training an encoder along with a distance/similarity model. This is the case in (Koch et al.|
2015) where a symmetric model was used to map the absolute difference of a pair of representations
into a similarity score. In (Garcia & Vogiatzis||2019), training of a distance/similarity model is done
by imitation learning of cosine similarities measured between representations, which authors claim
to simplify training compared to the direct use of cosine scores. In (Pitis et al., 2020), authors focus
on distance models supporting asymmetric properties of the data, while still satisfying the triangle
inequality. Learned Bregman divergences were evaluated by |Cilingir et al. (2020), and completely
unconstrained similarity models, in the sense that any property such as symmetry is imposed in
the learned distance, were proposed in (Monteiro et al., [2020) for verification tasks. Learnable
similarities parametrized by neural networks were further employed in (Wenliang et al., 2019} |Liu
et al.,2020) for the implementation of learned kernels, used to perform MMD-based (Gretton et al.,
2012) 2-sample tests. For the case of few-shot learning under geometric approaches, so-called
prototypical networks (Snell et al., 2017) follow a similar idea to that of metric learning in the sense
that training consists of building a metric space where distances are indicative of properties of the
data. However, that setting introduced the idea of partitioning the said space using class prototypes,
i.e. a set of vectors representing each class, thus enabling its use to classification tasks since one can
assign a test instance to the class corresponding to its closest prototype. That approach was also used
under few-shot classification settings, in which case a new partitioning of the space is computed once
small samples corresponding to new classes are presented to the model. We thus propose a strategy
to extend the setting in (Monteiro et al., [2020) and include a partitioning with prototypes in the
learned pseudo metric space so that the final model can be used to perform tasks such as multi-class
and few-shot classification, while still supporting tasks involving pairwise comparisons.

3  SOLVING DIFFERENT TASKS THROUGH LEARNED SIMILARITIES

Assume (x,y) represents instances from X x ), where X C RP is the data space while ) is the
space of labels, which will be always a discrete set in the cases considered herein. We thus consider
the setting where the following components are to be learned: an encoder £ : RP +— R?, a similarity
model S : R% x R% — R, and a set of prototypes C € RIY1*?, As it will be further discussed, such
three components can be then used to perform different types of inference regarding properties of
underlying data, and thus solve different tasks.

3.1 TRAINING

Training is carried out to enforce the following properties: i-the similarity as measured between a
particular example and the prototype corresponding to its class labels should be high; ii-the similari-
ties measured between examples from the same class should be high, while examples from different
classes should yield a low similarity score. We thus design training objectives aimed at enforcing
such properties. For the first property, we consider a training sample of size m and employ the stan-
dard multi-class cross-entropy criterion, but use the similarity measured between a training instance
and each prototype as the set of logits as opposed to output layers defined by an affine transforma-
tion, commonly employed in standard classifiers, i.e. we perform maximum likelihood estimation
on the categorical conditional distribution defined by:

P(Y|z") = softmax(S(E(z"),Cry))), (1)



Under review as a conference paper at ICLR 2021

where C;, ¢ € [|V|], indicates the prototype corresponding to class i. The corresponding training
loss, denoted L;4s5, Will be then given by:

1™ es(g(mi)’cyi)
Lelass = —— Z IOg ’ ?
m lejjl eS(E(x:),C5)

i=1

where x; and y; indicate the ¢-th training example. In order for the learned similarity to be mean-
ingful for pairwise comparisons (i.e. the second property highlighted in the previous discussion),
we make use of the following binary classification objective, used before in the settings discussed in
(Auckenthaler et al., 2000) and (Monteiro et al., 2020), aimed at discriminating pairs of examples
from the same and from different classes:

Lonr =~ 2 lomo(SEE ) ~ 7y 3 loa(l—o(SEE)). O

zte T+ | | z—eT—

where ¢ stands for the logistic function, and z+ and x~ indicate pairs of examples denominated
trials and denoted by T, i.e. T = {z’,2"}. The sums are taken over the set of positive or target
trials 7" obtained from the training sample, i.e. those for which z’ and 2"’ belong to the same class,
and the set of negative or non-target trials 7'~. We further define the application of the encoder over
atrial as E(T) = {E(2'),E(x")}

Initializing and updating the list of prototypes: C is initialized randomly such that its entries
are i.i.d. sampled from a standard Gaussian distribution. We thus update C every iteration through a
moving average given at iteration ¢ by: C; = AC¢—1 + (1 — X\)C;_,, where X\ € [0, 1] is a hyperpa-
rameter, and C;_; is a copy of C;_; where the rows corresponding to classes observed in the current
minibatch are substituted by the average representations of each such classes.

Practical details: We now describe the design choices made so as to implement the discussed
components and minimize £. Both £ and S are implemented as neural networks, while C is a matrix
where each row represents a prototype for a particular class.

Training is carried out with stochastic gradi-
ent descent with gradients estimated over mini- Algorithm 1 Training procedure.
batches of training data. In order to compute £,8 = InitializeModels()
L qir, €ach minibatch has to contain multiple ex- ’
amples from the same class otherwise T will repeat

be empty. We thus sample minibatches ensuring 2,y = SampleMinibatch()
that is the case (c.f. appendix for further imple- 27: £(x)

mentation details). We empirically observed in- _

cluding a standard classiﬁclzltion lgss accelerates C = UpdatePrototypes(z, y,C)
convergence across all evaluations performed.
We thus include a dense output layer to allow for ’_

computation of such a loss, which we denote by % ; ?eﬁsiLgyer(zj— r

Lquz. Training is thus carried out to minimize £.8 _r ﬁ; dat ejf%“;; e(€, ‘“S'j"z)

the total'lqss L= Letass + L pair +£f““‘" A h1gh- until Maximum number of iterations reached
level training procedure is depicted in Algorithm return £. S.C

and illustrated in Figure [3|in the appendix. R

C = InitializePrototypes()

2T = GetPositivePairs(z,y)
2z~ = GetNegativePairs(z,y)

3.2 TESTING

We now define the set of tasks one can tackle using trained £, S, and C along with the inference
mechanisms employed for each such task.

Multi-class classification: For the case where one is given a test instance z’ and desires to deter-
mine its class label ¢/, it will be given by the following classifier:

argmax S(E(x'),C;). 4)
ie[|V]
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Few-shot classification: If new classes are considered after training, repartitioning can be per-
formed with few data points by creating a new set of prototypes C’ defined such that each entry
corresponds to the average representation of each new class. Inference is thus performed following
the schemed defined for multi-class classification.

Verification: Now assume one is given a trial {2/, 2"} and desires to determine whether their
respective labels are such that 4/ = y”. One can then do the following:

Ls(g(a),e@))>rs (5

where 7 is an user-defined decision threshold.

Retrieval: Given a test instance =’ and a gallery of instances denoted by X = {z1, 22, ..., 2p} :
x; € X Vi € [n], determine k elements in X such that their labels match the underlying label ' of
a’. The result will thus be:
k-argmax S(E(x'), E(x")), (6)
T EX
where the operator k-arg max denotes repeating the arg max operator k times, removing the current
result each time prior to the next arg max operation.

4 EVALUATION

Our goal is to devise a general framework which is able to perform different tasks. As such, the
evaluation we decided to carry out consists of testing the proposed approach across a wide variety of
tasks and modalities of data. Our evaluations consist of: multi-class classification, in which case we
evaluate convolutional classifiers on MNIST (LeCun et al.|[2010) and CIFAR-10 (Krizhevsky et al.|
2009) and show improved robust accuracy. We further perform evaluation on object recognition
tasks considering larger resolution images under domain shift. For that, we employ the standard
PACS benchmark (Li et al., 2017) where we show that the prototypical classifiers with learned
similarities introduced herein outperform recently introduced alternatives under domain shift, and
mainly do so in the most challenging cases where a notable domain mismatch is observed (e.g. natu-
ral images vs. sketches). We then proceed to tasks that rely on pairwise comparisons of test instances
and run evaluations on a large scale verification task on audio using the VoxCeleb corpus (Nagrani
et al., [2017; |Chung et al.,2018)), and then evaluate our proposed approach on image retrieval tasks
employing popular benchmarks such as CARS196 (Krause et al., [2013) and CUB200-2011 (Wah
et al., [2011). Finally, the appendix contains evaluations discussing how to easily repartition the
space so that new classes can be evaluated at test time, in which case we report experiments using
minilmageNet (Vinyals et al., 2016). Ablations are further reported in the appendix using the full
ImageNet (Deng et al., 2009) to show the importance of the use of the auxiliary classification loss.

We remark that the training procedure presented in Algorithm [I|is employed for training models
used for all tasks discussed above, and no specialization to any task of interest is performed since
we seek evidence regarding how effective the proposed approach is in yielding a general enough set
of components (i.e. £, S, and C) which perform on pair or better than alternatives.

4.1 MULTI-CLASS CLASSIFICATION
4.1.1 ROBUSTNESS AGAINST ADVERSARIES

We report in Table [I] the accuracy obtained using convolutional classifiers trained on MNIST and
CIFAR-10 considering both clean data as well as FGSM (Goodfellow et al.,|2014) and PGD (Madry
et al., [2017) attack under L., norm budgets, and considering the white-box access model so that
the attacker has full access to the target model. Models trained using Algorithm [I] are compared
against previously proposed defense strategies. Specifically, adversarial training (AT) (Madry et al.,
2017), adversarial logit pairing (ALP) (Kannan et al., 2018), triplet loss adversarial training (TLA)
(Mao et al., |2019), and TRADES (Zhang et al., 2019) are considered for comparison. The results
given by an undefended model as reported by Mao et al. (2019) are further included for reference.

!Attacks were implemented using FoolBox: https://foolbox.readthedocs.io/en/stable/
index.html


https://foolbox.readthedocs.io/en/stable/index.html
https://foolbox.readthedocs.io/en/stable/index.html

Under review as a conference paper at ICLR 2021

A standard LeNet and the wide residual architecture introduced in (Madry et al.l |2017) were em-
ployed for the cases of MNIST and CIFAR-10, respectively, and an attack budget of 0.3 and 225 was
considered when each such dataset was evaluated. We evaluated our models both with and without
adversarial training, and report the results obtained when inference is performed using the scheme
represented in expression[d which we denote by SIM so as to indicate that the similarity model S is
used for inference, as well as for the case where the auxiliary output layer used to compute L, is
used to predict label of test samples, which we indicate by DOL in a reference to dense output layer.
In order to have a full white-box access model, each such output layer is exposed to the attacker in
each evaluation so that attacks are created accounting for the specific inference procedure that will
be used for testing. Based on the reported results, we verify that similarity/distance based inference
is inherently less affected by small norm adversarial perturbations given that for both the cases of
MNIST and CIFAR-10 with our undefended models the robust accuracy across considered attacks
was much higher for the SIM case as compared to DOL as well as the undefended standard classifier.
With adversarial training, both inference mechanisms yield higher performance than considered al-
ternatives against several attackers, and more importantly, without affecting the clean accuracy as
much as previous methods.

Table 1: Adversarial robustness evaluation in term of accuracy (%) considering PGD and FGSM
attackers under L, budgets of 0.3 and 225 for the cases of MNIST and CIFAR-10, respectively. The
number of steps employed for each attack is represented within parenthesis. We consider evaluations
obtained with the similarity classifier as indicated by SIM as well as utilizing the auxiliary output

layer which we indicate by DOL.

MNIST
General purpose  Clean PGD (40) PGD (100) FGSM (1)
Undefended v 99.20 0.00 0.00 34.48
AT X 99.24 97.31 96.58 94.82
ALP X 98.91 97.34 96.62 95.06
TLA X 99.52 98.17 97.72 96.96
TRADES (1/X = 6) X 99.48 96.07 - 95.6
T Ours-DOL T T, v 9931~ 0.02 " 0.01 1718
Ours - SIM v 99.36 23.85 13.61 68.51
Ours - DOL + AT X 98.71 95.04 93.78 97.62
Ours - SIM + AT X 98.79 95.35 93.98 97.84
CIFAR-10
General purpose  Clean PGD (7) PGD (20) FGSM (1)
Undefended v 95.01 0.00 0.00 13.35
AT X 87.14 55.63 49.79 45.72
ALP X 89.79 60.29 51.89 48.5
TLA X 86.21 58.88 53.87 51.59
TRADES (1/A=1) X 88.64 - 49.14 48.9
TRADES (1/)X = 6) X 84.92 - 56.61 56.43
"7 " Ours-DOL T, v T 9620 4739 927 5742
Ours - SIM v 96.14 65.46 27.87 65.46
Ours - DOL + AT X 93.29 80.73 54.29 46.85
Ours - SIM + AT X 92.55 80.04 56.13 52.98

4.1.2 ROBUSTNESS UNDER DOMAIN SHIFT

We now assess the performance of the proposed classification strategy once domain shifts across
train and test data occur. We do so by making use of the PACS domain-generalization benchmark
(Li et al.} 2017) consisting of 224x224 RGB images distributed into 7 classes and originated from
four different domains: Photo (P), Art painting (A), Cartoon (C), and Sketch (S). We thus follow
the leave-one-domain-out evaluation protocol such that data from three out of the four available
domains are used for training while evaluation is carried out on the data from the left out domain.
A comparison is carried out with recent methods specifically designed to enable out-of-distribution
generalization introduced in (Dou et al.,|2019) and (Chattopadhyay et al., 2020), as well as with the
results reported in (Gulrajani & Lopez-Paz,2020) where standard classifiers were evaluated against
domain generalization approaches. Experiments were carried out using a ResNet-50 (He et al.,
2016) pretrained on ImageNet.

Considering the average performance once each domain is left out, we once again observe improved
robustness once similarity-based classification is employed when compared to both standard clas-
sifiers and domain generalization approaches, which indicates such classifiers rely less on domain
factors that might correlate with labels on training domains. We hypothesize such a feature comes
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Table 2: Evaluation on the PACS benchmark in terms of accuracy (%) for the cases where each of
the available domains are left out of training.

General purpose P A C S Average
Dou et al.|[(2019) X 95.01 8289 8049 7229  82.67
Gulrajani & Lopez-Paz |(2020) v 97.80 88.10 78.00 79.10 85.75
Chattopadhyay et al. (2020) X 9449 8257 78.11 7832  83.37
o Ours-SIM & v 97.07 8638 83.66 84.63 8793

from the metric learning framework used to train our models, i.e. domain information is less helpful
when trying to minimize the combination of Ljqss and L4, Which renders resulting classifiers
less dependent on the underlying domains used at training time. A gap in performance in our favor
can be particularly observed for the evaluation cases where domains corresponding to cartoons and
sketches are left out, given that such domains present a large discrepancy compared to the natural
images that compose the bulk of training data. In fact, for the case photos on the other hand, in
which case the underlying data correspond to natural images, the standard classifier discussed in
(Gulrajani & Lopez-Paz, 2020) outperforms our model.

4.2 VERIFICATION

In order to perform evaluations that rely on pairwise comparisons of test instances, we consider the
verification setting where trials corresponding to pairs of test instances are presented to the model.
Its task is then to decide whether the examples in the trial belong to the same class. We thus make
use of the VoxCeleb corpus (Nagrani et al.| 2017} Chung et al., 2018)) which consists of a large scale
set of audio clips collected from videos of interviews available online.

We compared models trained on the second release of the corpus, which is composed of audio
recordings from 5994 different speakers, against a set of published results on the three test partitions
made available along with that release: (i)-VoxCelebl Test set, which correspond to data obtained
from 40 speakers, (ii)-VoxCeleb1-Extended, which is given by the complete first release of the corpus
and contains 1251 speakers, and (iii)-VoxCeleb 1 -Hard, which is made up of a subset of the data from
VoxCelebl-Extended yielding trials known to be hard to distinguish. We highlight that the set of
speakers represented in all test partitions is disjoint to that relative to train data. The encoder & in
this case corresponds to the 1-dimensional convolutional model introduced by [Snyder et al. (2018)).
Details on the audio pre-processing and feature extraction are included in the appendix.

Results are reported in terms of equal error rate (EER) in Table[3] EER corresponds to any coordinate
of the point in the detection error tradeoff curve where false positive and miss detection rates match
(the lower the better). In this case, we take advantage of the fact that cosine similarities can be
further used to compare representations of test trials, and observed combining it with the scores
given by S by simply summing both similarities yields a further boost in performance.

Table 3: Verification performance on the VoxCeleb test partitions reported in terms of EER (%).

Scoring General purpose EER (%)
VoxCelebl test set Extended Hard
Chung et al. (2018) Cosine X 3.95 4.42 7.33
Xie et al. (2019) Cosine X 3.22 3.13 5.06
Hajavi & Etemad|(2019) Cosine X 4.26 - -
Xiang et al. [(2019) Cosine X 2.69 2.76 4.73
Monteiro et al.|(2020) PLDA X 2.51 2.60 4.62
Monteiro et al.|(2020) SIM X 2.51 2.57 4.73
o Ours " “Cosine Voo T T 2627 269 448
Ours SIM v 2.55 2.75 4.76
Ours Cosine + SIM v 2.45 2.55 4.39

4.3 IMAGE RETRIEVAL

We further verified the performance of the proposed approach on another set of tasks which require
comparisons of pairs of examples. In this case, we considered the retrieval setting where a test
example is compared against a gallery and & “similar” examples need to be selected from that gallery.
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We thus make use of the CARS196 (Krause et al., 2013) and CUB200-2011 (Wah et al., 2011)
datasets and closely follow the evaluation protocol discussed by [Wu et al.|(2017).

Results are reported in terms of Recall@k (Oh Song et al.| 2016)) (the higher the better), or R@k for
short, and summarized in Figures [I| and |2, while the complete set of results is reported in Tables
and[8]in the appendix. Compared approaches consist of several metric learning methods designed for
the retrieval problem. We use the indicators + and - to refer to the highest and lowest performances
amongst the considered baselines. Results were obtained considering a ResNet-50 pretrained on
ImageNet and fine tuned on each of the considered datasets. As a reference, we further report the
results obtained by the pretrained model prior to fine tuning. We thus claim the proposed approach
is competitive in that its performance lies close to the + line (which corresponds to a strong base-
line using an ensemble of metrics approach (Sanakoyeu et al.,2019)) and outperforms most of the
compared methods while using a much simpler and general training procedure requiring no special
mining strategy of hard triplets, and using moderate batch sizes enabling practical training in single
GPU hardware, as opposed to complex metric learning pipelines.

100% 100%

90% 90%

® ImageNet
Ours 50%

@® ImageNet
Ours
® -

[ ]
e + o +

R@1 R@2 R@4 R@8 R@16 R@1 R@2 R@4 R@8 R@16

Figure 1: R@K evaluation of proposed methods Figure 2: R@K evaluation of proposed methods
on the CARS196 dataset. on the CUB200-2011 dataset.

5 CONCLUSION

We introduced a metric learning scheme which enables different types of tasks to be performed
using the same set of models: an encoder responsible for embedding data into a lower dimensional
space, a similarity model which outputs a similarity score given a pair of embeddings, and a set
of class prototypes where each one represents a class observed during training. We then presented
empirical evidence showing such a setting yields improvements in long standing issues such as
adversarial robustness, since small perturbations in norm were observed to have a lesser effect on
distance-based inference compared to standard classifiers, as well as robustness against distribution
shifts, which indicates the posed training strategy is more effective in avoiding models that rely on
correlations between training domain factors and labels, since domain information is not as helpful
for such training scheme as it can be for the case of maximum likelihood estimation with standard
classifiers. Moreover, performance across a set of tasks such as verification and image retrieval
further showed classifiers defined under the proposed scheme perform competitively or better than
alternatives designed targeting their particular applications, thus representing a step towards defining
models that fit in the one model to solve them all category.

In terms of future work, we conjecture that the scope of the proposed setting can be further enlarged
by utilizing the kernel function given by KL = S, thus defining a strategy to learn kernels tailored
to the data of interest, similarly to past work such as (Wenliang et al.| 2019) and (L1u et al., [2020).
Doing so might then be effective for performing even further tasks such as non-parametric 2-sample
tests based on MMD scores (Gretton et al.,|2012)), as well as outlier/novelty detection, in which case
approaches such one-class SVMs (Scholkopf et al.|[2000) using the learned kernel can be considered.
We further remark that, in order to define a Mercer’s kernel using /C, one can then consider inducing
symmetry through a kernel Kg defined by Ks = f(K(a2/,2"),K(2",2')), where f : R? — R is
symmetric, e.g. f(-,-) = max(-, ).
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