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Abstract
The rapid advancement of Large Language001
Models (LLMs) has sparked intense debate re-002
garding the prevalence of bias in these models003
and its mitigation. Yet, as exemplified by both004
results on debiasing methods in the literature005
and reports of alignment-related defects from006
the wider community, bias remains a poorly007
understood topic despite its practical relevance.008
To enhance the understanding of the internal009
causes of bias, we analyse LLM bias through010
the lens of causal fairness analysis, which en-011
ables us to both comprehend the origins of bias012
and reason about its downstream consequences013
and mitigation. To operationalize this frame-014
work, we propose a prompt-based method for015
the extraction of confounding and mediating016
attributes which contribute to the LLM deci-017
sion process. By applying Activity Dependency018
Networks (ADNs), we then analyse how these019
attributes influence an LLM’s decision process.020
We apply our method to LLM ratings of argu-021
ment quality in political debates. We find that022
the observed disparate treatment can at least023
in part be attributed to confounding and miti-024
gating attributes and model misalignment, and025
discuss the consequences of our findings for026
human-AI alignment and bias mitigation.1027

Disclaimer: This study does not claim a direct con-028

nection between the political statements generated029

by the LLM and actual political realities, nor do030

they reflect the authors’ opinions. We aim to anal-031

yse how an LLM perceives and processes values in032

a target society to form judgements.033

1 Introduction034

With the rise of large language models (LLMs)035

(Anil et al., 2023; OpenAI, 2023; Touvron et al.,036

2023; Reid et al., 2024, inter alia), we are wit-037

nessing increasing concern towards their nega-038

tive implications, such as the existence of bi-039

1Our code and data have been uploaded to the submission
system and will be open-sourced upon acceptance.

ases, including social (Mei et al., 2023), cultural 040

(Narayanan Venkit et al., 2023), brilliance (Shi- 041

hadeh et al., 2022), nationality (Venkit et al., 2023), 042

religious (Abid et al., 2021), and political biases 043

(Feng et al., 2023). For instance, there is a growing 044

indication that ChatGPT, on average, prefers pro- 045

environmental, left-libertarian positions (Hartmann 046

et al., 2023; Feng et al., 2023). 047

Despite its practical relevance, bias in (large) lan- 048

guage models is still a poorly understood topic 049

(Blodgett et al., 2021; Dev et al., 2022; Talat et al., 050

2022). The frequent interpretation of LLM bias 051

as statistical bias originating from training data, 052

while conceptually correct, is strongly limited in 053

its utility. van der Wal et al. (2022) reason that 054

bias should, therefore, not be viewed as a singular 055

concept but rather distinguish different concepts of 056

bias at different levels of the NLP pipeline, e.g. dis- 057

tinct dataset and model biases. Furthermore, while 058

it is undisputed that models do exhibit some biases, 059

it is unclear whose biases they are exhibiting (Pe- 060

treski and Hashim, 2022). Indeed, the literature up 061

to this point has mostly focused on the downstream 062

effects of bias – with only a few exceptions, such 063

as van der Wal et al. (2022) that argue for the im- 064

portance of an understanding of the internal causes. 065

To advance this endeavour, we analyse LLM bias 066

through the lens of causal fairness analysis, which 067

facilitates both comprehending the origins of bias 068

and reasoning about the subsequent consequences 069

of bias and its mitigation. 070

A thorough understanding of LLM bias is partic- 071

ularly important for the design and implementa- 072

tion of debiasing methods. Examples from liter- 073

ature prove that this is a highly non-trivial task: 074

For instance, Bolukbasi et al. (2016) proposed a 075

geometric method to remove bias from word em- 076

beddings. Yet, this method was later shown to be 077

superficial by Gonen and Goldberg (2019). On the 078

other extreme, a method might be too “blunt” as 079
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Figure 1: (Undesired) Effect of Bias Treatment on De-
cision Process: The figure depicts how the LLM’s per-
ception of value A is considered during the decision
process while judging B and C through f(C|A) and
f(B|A). Now consider the effect of treating the associ-
ation of value A with C (f(C|A)) by naively fine-tuning
the model to align with this value of interest on other
value associations (f(B|A)) that are not actively consid-
ered. They may be changed indiscriminately, regardless
of whether they were already aligned. These associa-
tions are currently neither observable nor predictable
yet changes in them are potentially harmful. Using the
extracted decision processes, we gain information on
what areas are prone to such unwanted changes.

demonstrated by the more recent example (Robert-080

son, 2024) of the Gemini 1.5 model (Reid et al.,081

2024), where excessive debiasing lead to models082

inaccurately reflecting history. Similar reports of083

undesired, alignment-related side effects are fre-084

quently propagated online.085

As depicted in Figure 1, alignment of a language086

model’s association of two values, A and B, is not087

guaranteed to leave, e.g., associations of A with088

other values unchanged. These associations may089

be changed indiscriminately, regardless of whether090

they were already aligned. Currently, these associ-091

ations are neither observable nor predictable, yet092

changes in them may potentially be harmful, espe-093

cially to other tasks relying on the same concepts.094

This stands in stark contrast to the literature on095

causal fairness analysis (Plecko and Bareinboim,096

2022; Ruggieri et al., 2023), which clearly indi-097

cates an imperative to account for the mechanism098

behind outcome disparities.099

In the present work, we investigate how the afore-100

mentioned associations influence the LLM’s de-101

cision process. For this, we begin by defining a102

range of attributes. We then prompt the LLM to103

rate a text excerpt according to these attributes.104

Subsequently, we combine the LLM’s ratings with105

contextual metadata to investigate the influence of106

potential confounders and mediators from beyond107

the dataset. This is achieved by correlating the108

contextual and LLM-extracted attributes, and con-109

structing Activity Dependency Networks (ADNs) 110

(Kenett et al., 2012) to elucidate the interaction 111

of said attributes. As a case study, we apply our 112

method to US presidential debates. In this case, 113

attributes are related to the arguments (e.g. its tone) 114

and speakers (e.g. their party). The constructed 115

ADNs then allow us to reason about how the ex- 116

tracted attributes interact, which informs bias attri- 117

bution and mitigation. Figure 2 provides a visual 118

overview of the process. 119

In summary, we make the following contributions 120

towards a more profound understanding of bias in 121

language models: 122

1. We illustrate LLM bias in the framework of 123

causal fairness analysis. 124

2. We demonstrate how prompt engineering can 125

be employed to mine factors that influence 126

an LLM’s decision process, and to identify 127

potentially biasing confounders and mediators. 128

We apply our method to argument quality in 129

US presidential debates. 130

3. We propose a simple, non-parametric method 131

for evaluating the dependencies among the ex- 132

tracted factors, offering insight into the LLM’s 133

internal decision process, and increasing inter- 134

pretability. 135

4. We demonstrate how this analysis can explain 136

parts of the bias exhibited by LLMs. 137

The remainder of the paper is structured as follows. 138

In Section 2, we motivate our concerns using the 139

language of causal fairness analysis. Following this 140

theoretical excursion, we describe the used text cor- 141

pus in Section 3. Section 4 outlines our method of 142

extracting attributes and their associations, and con- 143

structing ADNs. Finally, we discuss our findings 144

and their implications for alignment and debiasing 145

in Section 5. 146

2 A Causal Perspective of LLM Bias 147

Our exploration of LLM bias mechanisms is moti- 148

vated by causal fairness analysis. Following Zhang 149

and Bareinboim (2018), we define the Standard 150

Fairness Model, and then illustrate it in the context 151

of bias in an LLM’s evaluation of political debates. 152

The Standard Fairness Model Figure 3 pro- 153

vides the graph for the Standard Fairness Model. X 154

is the protected category and Y is the outcome. W 155

denotes a possible set of mediators between X and 156
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Figure 2: Paper Overview: We start by processing the in-
put data, followed by extracting normative values from
ChatGPT and a subsequent analysis of the causal struc-
tures within the data. We then use the resulting causal
networks to reason about bias attribution and the prob-
lems with bias mitigation via direct fine-tuning.

Y . Finally, Z is a possible set of confounders be- 157

tween X and Y . In this model, discrimination, and 158

thus bias, can be modelled via paths from X to Y . 159

One can distinguish direct and indirect discrimina- 160

tion. Direct discrimination is modelled by a direct 161

path from the protected category to the outcome, i.e. 162

X → Y in Figure 3. Indirect discrimination can be 163

further divided into two categories. Indirect causal 164

discrimination, where the protected category and 165

the outcome are linked by one or more mediators, 166

i.e. X →W → Y , and indirect spurious discrimi- 167

nation, which encompasses all paths linking X and 168

Y , except the causal ones (X ← Z → Y ). Zhang 169

and Bareinboim (2018) further provides tooling to 170

decompose fairness disparities into direct, indirect 171

causal, and indirect confounding discrimination 172

components. 173

Z

X Y

W

Figure 3: A graphical model of the standard fairness
model.

Political LLM bias in the Standard Fairness 174

Model Application of the Standard Fairness 175

Model to large language models is highly non- 176

trivial, given their black box nature: neither the 177

set of mediators W nor the set of confounders Z 178

is known for the LLM decision process. Consider 179

the scenario that is analysed in the subsequent sec- 180

tions: Given excerpts of US presidential debates, 181

an LLM is prompted to rate the participants regard- 182

ing different aspects, such as the participant’s tone 183

or respectfulness vis-à-vis the other party. In this 184

case, the protected attribute X is the candidate’s 185

party, and the outcome Y is the LLM’s rating. Con- 186

founders and mediators may enter in two ways: the 187

LLM’s pretrained knowledge, and the prompt itself. 188

In this case, it is unclear what exactly constitutes 189

W and Z, and what their interaction pathways look 190

like. 191

To the best of our knowledge, there is no method 192

available in the literature to automatically retrieve 193

a set of possible mediators or confounders. Hence, 194

we rely on domain knowledge (Steenbergen et al., 195

2003; Wachsmuth et al., 2017; Vecchi et al., 2021) 196
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to define potentially mediating and confounding197

attributes. The remainder of this paper is devoted198

to extracting a set of pre-specified attributes using199

prompt engineering, and subsequently analysing200

their roles in the LLM decision process.201

3 US Presidential Debate Corpus202

Towards our goal of investigating how an LLM’s203

decision process is influenced, and potentially bi-204

ased, by associated attributes, we rely on a corpus205

of US presidential debates. The choice to use po-206

litical debates is motivated by their central role in207

shaping public perceptions, influencing voter deci-208

sions, and reflecting the broader political discourse.209

Data Source For the collection of political text,210

we use the US presidential debate transcripts pro-211

vided by the Commission on Presidential Debates212

(CPD).2 The dataset contains all presidential and213

vice presidential debates dating back to 1960. For214

each debate year, three to four debates are available,215

amounting to a total of 50K sentences with 810K216

words from the full text of 47 debates. Further217

details can be found in Appendix A.1.218

Preprocessing To preprocess this dataset, we219

fixed discrepancies in formatting, manually cor-220

rected minor spelling mistakes due to transcription221

errors and split it by each turn of a speaker and their222

speech transcript (such as (Washington, [speech223

text])). Then we create a slice or unit of text by224

combining several turns, each slice having a size225

of 2,500 byte-pair encoding (BPE) tokens (≈1,875226

words) with an overlap of 10%, see Appendix E for227

an example. The slice size was chosen such that228

they are big enough to incorporate the context of229

the current discussion but short enough to limit the230

number of different topics, which helps keep the231

attention of the LLM.232

4 Dissecting Internal Decision Processes233

of LLMs234

As mentioned above, we are interested in which,235

and how, mediators and confounders shape an236

LLM’s decision process. In this section, we in-237

troduce our method for identifying a set of possibly238

confounding or mediating attributes, and instantiate239

it in the context of political debates.240

Method Outline We propose the following241

method to analyse the internal decision processes,242

2https://debates.org

which serves as a basis for the subsequent discus- 243

sion on bias attribution: 244

1. Parametrization: Define a set of attributes rel- 245

evant to the task and data at hand. 246

2. Measurement: Prompt the LLM to evaluate 247

the attributes, giving them a numerical score. 248

3. Causal Network Estimation: Estimate the in- 249

teractions of extracted attributes with char- 250

acteristics that the model is suspected to be 251

biased towards. 252

In the following, we illustrate this method in the 253

context of political bias, using the application of 254

rating US presidential debates as an example. Fur- 255

thermore, we validate the estimated causal network 256

using perturbations of the extracted attributes. 257

4.1 Parametrization 258

Designing Attributes for Political Argument As- 259

sessment We collected many possible attributes 260

from discussions on the characteristics of “good 261

arguments”. Our attributes are consistent with the 262

literature on discourse quality (Steenbergen et al., 263

2003) and argument quality (Wachsmuth et al., 264

2017; Vecchi et al., 2021). 265

Attribute Setup In the context of political de- 266

bates, each attribute can either be a speaker de- 267

pendent or independent property of a slice; these 268

are referred to as 1) Speaker Attribute, for ex- 269

ample, the Confidence of the speaker and 2) Slice 270

Attribute, for example, the Topic of the slice or 271

Debate Year. 272

The next distinction stems from how the attribute 273

is measured. Contextual Attributes are fixed and 274

external to the model, e.g. the Debate Year. Mea- 275

sured Attributes, on the other hand, are measured 276

by the model, e.g. the Clarity of a speaker’s argu- 277

ments. Each attribute is measured using one or a 278

set of questions. Each question aims to measure the 279

same property. Thus, the degree of divergence be- 280

tween the LLM’s answers to the different questions 281

enables us to judge the precision of the definitions, 282

which in turn allows us to gauge the reliability of 283

the prompt. As an example, consider the set of 284

questions defining the Score attribute: 285

• Score (argue): How well does the speaker ar- 286

gue? 287

• Score (argument): What is the quality of the 288

speaker’s arguments? 289
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• Score (quality): Do the speaker’s arguments290

improve the quality of the debate?291

• Score (voting): Do the speaker’s arguments292

increase the chance of winning the election?293

The Score attribute measures the LLM’s rating of a294

speaker’s performance in the debate. In the above295

notation, the first part denotes the attribute, and296

the part in the brackets is the “measurement type”,297

which indicates the exact question used. By de-298

fault, we average the different measurement types299

when referring to an attribute. We also compare300

this Score with the Academic Score, which focuses301

on the structure of the argument. We later study302

how the score attributes are influenced by the many303

other attributes that we extract. Figure 2 gives an304

overview of the whole process, and a definition of305

each attribute can be found in Appendix C.306

4.2 Measurement: Extracting Attributes307

Using the text slices described in Section 3, we308

estimate how the LLM perceives attributes such as309

the Clarity of a speaker’s argument by prompting310

it.311

Model Setup We use ChatGPT across all our312

experiments through the OpenAI API.3 To ensure313

reproducibility, we set the text generation tempera-314

ture to 0, and use the ChatGPT model checkpoint315

on June 13, 2023, namely gpt-3.5-turbo-0613. Our316

method of bias attribution is independent of the317

model choice. We chose ChatGPT as our model,318

due to its frequent usage in everyday life and re-319

search. We welcome future work on comparative320

analyses of various LLMs.321

Prompting Attributes were evaluated and as-322

signed a number between 0-1 using a simple323

prompting scheme in which the LLM is instructed324

to complete a JSON object. Several prompts were325

tried and adapted until they ran reliably.326

We found that querying each speaker and attribute327

independently was more reliable and all data used328

for the analysis stems from these prompts, exam-329

ples of which can be found in Appendix D.330

Measurement Overview In total, we defined331

103 speaker attributes, five slice attributes, and 21332

contextual attributes. We randomly sampled 150333

slices to run our analysis, which has 122 distinct334

3https://platform.openai.com/docs/
api-reference

speakers, some of which are audience members. In 335

total, we ran over 80’000 queries through the Ope- 336

nAI API and a total of over 200’000’000 tokens. A 337

brief summary is given in Appendix A.2. 338

Figure 4 visualizes some of the attributes that 339

are important when predicting the Score and 340

Speaker Party when only taking the direct corre- 341

lations into account. 342

Figure 4: Example of Extracted Correlations: Corre-
lations of Speaker Party, Score and the measurement
types of Score and Academic Score plotted against an
example subset of the attributes. This plot aims to give
an example of the dataset and demonstrate the suscep-
tibility of the correlations on the exact definitions. See
Appendix B.2 for further plots.

4.3 Attribution: Causal Network Estimation 343

For network estimation, we utilize the activity de- 344

pendency network (ADN) (Kenett et al., 2012). We 345

chose this method due to its simplicity and non- 346

parametric nature, which eliminates one potential 347

source of overfitting. We leave the detailed compar- 348

ison with other methods for future work and only 349

show that perturbation measures lead to compara- 350

ble patterns Section 4.4. 351

Activity Dependency Network An ADN is a 352

graph in which the nodes correspond to the ex- 353

tracted attributes and the edges to the interaction 354

strength. The interaction strength is based on par- 355

tial correlations. The partial correlation coefficient 356

is a measure of the influence of a variable Xj on 357

the correlation between two other variables Xi and 358

Xk and is given as: 359

PCj
ik =

Cik − CijCkj»
(1− C2

ij)
»
(1− C2

kj)
, (1) 360
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where C denotes the Pearson correlation. The ac-361

tivity dependencies are then obtained by averaging362

over the remaining N − 1 variables,363

Dij =
1

N − 1

N−1∑
k ̸=j

(Cik − PCj
ik), (2)364

where Cik − PCj
ik can be viewed either as the365

correlation dependency of Cik on variable Xj , or366

as the influence of Xj on the correlation Cik. Dij367

measures the average influence of variable j on the368

correlations Cik over all variables Xk, where k ̸= j.369

The result in an asymmetric dependency matrix D370

whose elements Dij represent the dependency of371

variable i on variable j.372

4.4 Attribution: Attribute Perturbations373

For comparison, we measure the effect of attribute374

perturbations on the scores estimated by the LLM.375

This provides us with an independent set of esti-376

mates of attribute interactions and thus allows us377

to validate the ADN estimates.378

The perturbation method utilizes the same prompt-379

ing techniques as Section 4.2. It requires two at-380

tributes, a given attribute for which we provide a381

value and a target attribute that we want to measure.382

We provide the LLM with the same information as383

in Section 4.2. The LLM is then queried to pro-384

vide the values for both attributes. By including385

the value of the given attribute in the prompt, we386

bias the LLM towards this value.387

To estimate the influence of the given variable on388

the target variable, we perturb the original value389

of the given attribute by +0.1 and −0.1, and sub-390

tract the two resulting values for the target attribute.391

Figure 8 visualizes this for the given attributes on392

the x-axis and the target general score (argue). As393

this method scales quadratically with the number of394

attributes used, we are limited to validating individ-395

ual connections due to computational constraints396

and cannot confidently provide graphs akin to the397

ADNs due to the small sample size and leave this398

for future work.399

5 Results: LLM Bias Attribution400

We are interested in understanding the causes of401

bias and, in the context of our case study, how the402

Speaker Party, the protected attribute, influences403

the LLM’s perception of Score, i.e. the outcome.404

Figure 5: Distributions of scores assigned by LLM for
different definitions. The attribute definitions are given
in Appendix C.

Figure 5 shows a subset of the distributions of the 405

extracted scores for varying definitions. Clearly, 406

democratic candidates score higher on average than 407

republican candidates. In the following, we inves- 408

tigate political bias as an explanation for this dis- 409

crepancy. We caution that the estimate of the direct 410

bias from correlations and those in other papers 411

may be overestimated, and can instead be partially 412

attributed to indirect bias due to mediators or con- 413

founders. In particular, we argue that at least part 414

of the observed discrepancy is likely to originate 415

from a cascade of attributes associated with Score 416

and Speaker Party. We provide examples illustrat- 417

ing these concerns, and discuss the consequences 418

of debiasing of LLMs. 419

5.1 Estimates of Bias Based on Correlations 420

In a worst-case scenario, bias estimates moti- 421

vated by Figure 5 might be made from correla- 422

tion alone. In particular, one might naively mea- 423

sure bias as the correlation between Score and 424

Speaker Party. As can be seen in Figure 4, this 425

leads to unreliable results that are strongly depen- 426

dent on the exact attribute definition. For instance, 427

the definition of Score strongly affects its corre- 428

lation with Speaker Party. Moreover, other ten- 429

dencies can be observed, such as a stronger im- 430

portance of Truthfulness in the Academic Scores. 431

Similarly, Clarity appears to be less important for 432

Score (voting) and Score(quality). In the subse- 433

quent sections, we show how such superficially 434

troublesome results become less bleak when causal- 435

ity and the role of confounders and mediators are 436

accounted for. 437
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5.2 Estimates from Activity Dependency438

Networks439

As described in Section 4.3, ADNs provide a more440

detailed lens through which to view the decision-441

making processes of LLMs. Figure 6 gives an idea442

of how ADNs can lead to a more interconnected443

view of what the LLM decision process might look444

like. Each arrow should be read as follows: If the445

LLM’s perception of a speaker’s Clarity changes,446

then this influences its perception of the speakers447

Decorum. Similarly, the LLM’s perception of a448

speaker’s Respectfulness changes, if its perception449

of the speaker’s Interruptions changes. Definitions450

of each attribute can be found in Appendix C.451

The lack of direct connections between452

Speaker Party to Score in Figures 6 and 7 is453

an indication that bias estimates from correlations454

might be exaggerated. Similarly, estimates455

assuming direct discrimination based on party456

affiliation may also fail to explain LLM bias.457

Clearly, the graphs in Figures 6 and 7 are far from458

an ideal graph in which party affiliation does not459

have any influence on Score and the Score is solely460

based on objective criteria. Nonetheless, we wish461

to point out that the mere existence of such a con-462

nection is not necessarily a sign of bias, as party463

membership might still be associated with certain464

attributes due to self-selection in the political pro-465

cess.466

Figure 6: LLMs Decision Process on an Abstract Level:
The ADN is computed for all attributes except other
Scores and Impacts. For readability, only the strongest
connections are shown.

Figure 7 indicates a strong focus of the LLM on467

the formal qualities of an argument like objectivity,468

accessibility, or coherence. Yet, when voting, it is469

also important whether the arguments of a speaker 470

even reach the people, and whether they take the 471

time to listen to the speaker’s emotions might also 472

play a bigger role. Crucially, this is not the same 473

as asking whether people find the structure of an 474

argument or how the words are conveyed appeal- 475

ing. Interestingly, the importance of emotions is 476

not reflected in Figure 7 and might indicate that 477

the alignment of the LLM with reality is not fully 478

correct; at least in as far as the role of emotional 479

values is concerned. 480

Figure 7: Distinction between Score and Empathy: The
ADN is computed for all attributes except other Scores,
Impacts, Decorum and Outreach US. These are left out
so that we can better see the effects of the other attributes
on Score and Empathy.

This potential lack of alignment shown in Figure 7 481

might already explain at least part of the discrep- 482

ancies: If the LLM in its assessment of argument 483

quality ignores a set of relevant attributes which 484

are strongly related to one party, this will lead to 485

disparate treatment, but is not necessarily based on 486

the LLM fundamentally preferring one party. 487

5.3 Validation 488

To validate our results, we used standard boot- 489

strapping methods to compute expected values and 490

standard deviations (STD) for ADN connection 491

strengths and other values of interest presented in 492

Table 1. Figure 8 provides a comparison of the 493

correlation, ADN and perturbation measures and 494

shows clear similarities between the ADN and per- 495

turbation measures. As previously mentioned, due 496

to the very high costs of perturbation measures, we 497
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do not compare complete graphs.498

# Edges Consistency Strength STD
10 0.85 0.30 0.026
50 0.78 0.25 0.024
100 0.80 0.23 0.024
1,000 0.90 0.14 0.021

Table 1: ADN Validation: For 2000 bootstrapping
samples, we computed the ADN matrix. After aver-
aging the connection strengths, we kept the strongest
n = [10, 50, 200, 1000] edges. For these n edges, we
then checked how often they appear in the top n edges
of the bootstrapping samples (consistency), the average
connection strength (strength) and the standard devia-
tion of the connection strength (STD). The consistency
can be interpreted as the likelihood for each edge in the
top n edges that a distinct set of measurements would
produce an ADN that also has this edge in the top n
edges.

Figure 8: Comparison of Influence of Correlation,
ADN and Perturbation on score: For the perturbation
measures from Section 4.4 we take their influence on
general score (argue) and for the ADN and Correlation
we take the combined values (average of different defi-
nitions) and their influence on the combined score.

6 Discussion499

Problems with Direct Fine-Tuning As our re-500

sults illustrate, the LLM decision process is com-501

plex. Naïvely debiasing a model, for example by502

assuming direct discrimination, clearly fails to ac-503

count for the inherent complexity and may lead to504

unintended consequences. This issue is particularly505

prominent in foundation models, where evaluating506

every downstream task is unfeasible, and naively507

debiasing one task may impact the model’s per-508

formance on other potentially unrelated tasks yet509

to be defined. Therefore, debiasing efforts should510

be guided by careful attribution of bias origins to511

minimize undesirable downstream effects. As such,512

the development of new causal attribution methods513

is a promising avenue for future research.514

Correcting political biases in LLMs is a multi- 515

faceted task, demanding a nuanced understanding 516

of both the models and the broader societal influ- 517

ences on political discourse. A promising avenue 518

for future research involves interdisciplinary ap- 519

proaches, combining computational methods with 520

the social sciences’ expertise to develop more effec- 521

tive strategies for bias identification and mitigation 522

in LLMs. 523

7 Conclusion 524

This paper introduces a novel perspective on bias 525

in LLMs based on the causal fairness model. We 526

further demonstrate a simple method for examining 527

the LLM decision process based on prompt engi- 528

neering and activity dependency networks. Our 529

results underscore both the complexities inherent 530

in identifying and rectifying biases in AI systems, 531

and the necessity of a nuanced approach to debi- 532

asing. We hope that our findings will contribute 533

to the broader discourse on AI ethics and aim to 534

guide more sophisticated bias mitigation strategies. 535

As this technology becomes integral in high-stakes 536

decision-making, our work calls for continued com- 537

prehensive research to harness AI’s capabilities re- 538

sponsibly. 539

Limitations 540

Limitations of Querying LLMs Prompting 541

LLMs is a complex activity and has many simi- 542

larities with social surveys. We attempted to guard 543

against some common difficulties by varying the 544

prompts and attribute definitions. Nonetheless, we 545

see potential for further refinements. 546

Limitations of Network Estimation While 547

ADNs are a simple method for estimating the 548

causal topology among a set of attributes, they are 549

limited in their expressiveness and reliability. We 550

hope to address these limitations in future work by 551

enhancing our framework with alternative network 552

estimation methods. 553

Future Work In future research, several press- 554

ing questions present significant opportunities for 555

advancement in this field. Key among these are: 1) 556

Analysing the impact of fine-tuning and existing 557

bias mitigation strategies on ADNs, 2) Developing 558

methodologies for accurately predicting the effects 559

of fine-tuning, and 3) Creating techniques for tar- 560

geted modifications within the decision-making 561

processes of LLMs. Other potential directions in- 562
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clude: comparative analyses of various LLMs, fur-563

ther exploration of the perturbation method, refin-564

ing the process for extracting normative attributes,565

for example, from embeddings, assessing differ-566

ent network estimation techniques, checking the567

consistency between generation and classification568

tasks, running diverse datasets and data types, such569

as studying how AI perceives beauty in images,570

creating methods for the iterative and automated571

generation of possible attribute sets from embed-572

dings and GPT-4 that more evenly populate the573

feature space of interest, and analysing the sus-574

ceptibility on speaker bio (such as name, ethnicity,575

origin, job, etc.).576

Ethics Statement577

This ethics statement reflects our commitment to578

conducting research that is not only scientifically579

rigorous but also ethically responsible, with an580

awareness of the broader implications of our work581

on society and AI development.582

Research Purpose and Value This research583

aims to deepen the understanding of decision-584

making processes and inherent biases in Large Lan-585

guage Models, particularly ChatGPT. Our work is586

intended to contribute to the field of computational587

linguistics by providing insights into how LLMs588

process and interpret complex socio-political con-589

tent, highlighting the need for more nuanced ap-590

proaches to bias detection and mitigation.591

Data Handling and Privacy The study utilizes592

data from publicly available sources, specifically593

U.S. presidential debates. The use of this data594

is solely for academic research purposes, aiming595

to understand the linguistic and decision-making596

characteristics of LLMs.597

Bias and Fairness A significant focus of our re-598

search is on identifying and understanding biases in599

LLMs. We acknowledge the complexities involved600

in defining and measuring biases and have strived601

to approach this issue with a balanced and com-602

prehensive methodology. Our research does not603

endorse any political beliefs, but rather investigates604

how LLMs might perceive the political landscape605

and how this is reflected in their outputs.606

Transparency and Reproducibility In the spirit607

of open science, we have uploaded our code and608

data to the submission system, and it will be609

open-sourced upon acceptance. This ensures trans-610

parency and allows other researchers to reproduce 611

and build upon our work. 612

Potential Misuse and Mitigation Strategies We 613

recognize the potential for misuse of our findings, 614

particularly in manipulating LLMs for biased out- 615

puts. To mitigate this risk, we emphasize the impor- 616

tance of ethical usage of our research and advocate 617

for continued efforts in developing robust, unbiased 618

AI systems. 619

Compliance with Ethical Standards Our re- 620

search adheres to the ethical guidelines and stan- 621

dards set forth by the Association for Computa- 622

tional Linguistics. We have conducted our study 623

with integrity, ensuring that our methods and anal- 624

yses are ethical and responsible. 625

Broader Societal Implications We acknowledge 626

the broader implications of our research in the con- 627

text of AI and society. Our findings contribute 628

to the ongoing discourse on AI ethics, especially 629

regarding the use of AI in sensitive areas like po- 630

litical discourse, influence on views of users and 631

decision-making. 632

Use of LLMs in the Writing Process Different 633

GPT models, most notably GPT-4, were used to 634

iteratively restructure and reformulate the text to 635

improve readability and remove ambiguity. 636
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A Experimental Details1025

A.1 Input Dataset Statistics1026

See Table 2.1027

1028
Table 2: Input Dataset statistics

Debates 47

Slices 419

Paragraphs 8,836

Tokens 1,006,127

Words 810,849

Sentences 50,336

Estimated speaking time (175
words per minute (fast))

77 hours

Statistic Value

1029

A.2 Cost Breakdown1030

All queries used the ChatGPT-turbo-0613 over the1031

OpenAI API 4 which costs 0.0015$/1000 input1032

tokens and 0.002$/1000 output tokens. Here is1033

an overview of the costs done for the final run (≈1034

another 50$ were spent on prototyping, and even1035

some costs in the statistics were used for tests). An1036

overview of the costs can be found in Table 3.1037

1038
Table 3: Dataset Generation Statistics

Queries 81,621

Total Tokens 213,676,479

Input Tokens 212,025,801

Output Tokens 1,650,678

Compared to whole English
Wikipedia

% 3.561

Total Cost $ 321.34

Input Cost $ 318.04

Output Cost $ 3.30

Total Words 172,090,392

Input Words 171,502,278

Output Words 588,114

Estimated speaking time (175
words per minute (fast))

16,389
hours

Statistic Value

Continued on next page1039

4https://platform.openai.com

Table 3: Dataset Generation Statistics (Continued)

Estimated Human Annotation
Cost (20 $ / h)

$ 327,791

Statistic Value

1040

B Extra Plots 1041

B.1 Pairplots of Attribute Measurement 1042

Types 1043

See Figure 9. 1044

B.2 Political Case Studies 1045

See Figures 10 and 11. 1046

C All Attributes 1047

C.1 Given Attributes 1048

Table 4: Defined Variables Description

slice_ id unique identifier for a slice

debate_ id unique identifier for debate

slice_ size the target token size of the
slice

debate_ year the year in which the debate
took place

debate_ total_
electoral_
votes

total electoral votes in election

debate_ total_
popular_
votes

total popular votes in election

debate_
elected_ party

party that was elected after de-
bates

speaker the name of the speaker that is
examined in the context of the
current slice

speaker_ party party of the speaker

speaker_
quantitative_
contribution

quantitative contribution in to-
kens of the speaker to this slice

speaker_
quantitative_
contribution_
ratio

ratio of contribution of speaker
to everything that was said

Name Description

Continued on next page 1049
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Table 4: Defined Variables Description (Contin-
ued)

speaker_
num_ parts

number of paragraphs the
speaker has in current slice

speaker_ avg_
part_ size

average size of paragraph for
speaker

speaker_ elec-
toral_ votes

electoral votes that the candi-
dates party scored

speaker_ elec-
toral_ votes_
ratio

ratio of electoral votes that the
candidates party scored

speaker_ pop-
ular_ votes

popular votes that the candi-
dates party scored

speaker_ pop-
ular_ votes_
ratio

ratio of popular votes that the
candidates party scored

speaker_
won_ election

flag (0 or 1) that says if speak-
ers party won the election

speaker_ is_
president_
candidate

flag (0 or 1) that says whether
the speaker is a presidential
candidate

speaker_
is_ vice_
president_
candidate

flag (0 or 1) that says whether
the speaker is a vice presiden-
tial candidate

speaker_ is_
candidate

flag (0 or 1) that says whether
the speaker is a presidential or
vice presidential candidate

Name Description

1050

C.2 Measured Attributes1051

C.2.1 Slice Dependent Attributes1052

Table 5: Slice Variables

content qual-
ity

float

filler Is there any content in this part
of the debate or is it mostly
filler?

Group, Name Description

Continued on next page1053

Table 5: Slice Variables (Continued)

speaker Is there any valuable content
in this part of the debate that
can be used for further analy-
sis of how well the speakers
can argue their points?

dataset We want to create a dataset
to study how well the speak-
ers can argue, convery infor-
mation and what leads to win-
ning an election. Should this
part of the debate be included
in the dataset?

topic predic-
tiveness

float

usefullness Can this part of the debate be
used to predict the topic of the
debate?

topic str

max3 Which topic is being discussed
in this part of the debate? Re-
spond with a short, compact
and general title with max 3
words in all caps.

Group, Name Description

1054

C.2.2 Speaker Dependent Attributes 1055

SET \IFADDTABLESTRUE TO RENDER 1056

THESE (INCREASES COMPILE TIME) 1057

D Prompt Examples 1058

For better readability, the slice has been removed 1059

and replaced with {slice_text} in the query. Note 1060

that we are aware of the imperfection in the query 1061

regarding the missing quote around the name of the 1062

observable for some queries in the JSON template, 1063

and it has been fixed for later studies. 1064

D.1 Single Speaker Prompt Example 1065

D.1.1 Query 10661067
You a r e a h e l p f u l l a s s i s t a n t 1068

t a s k e d wi th c o m p l e t i n g 1069

i n f o r m a t i o n a b o u t p a r t o f a 1070

p o l i t i c a l d e b a t e . Here i s t h e 1071

t e x t you a r e working wi th : 1072

1073

−−− 1074

1075
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{ s l i c e _ t e x t }1076

1077

−−−1078

1079

Your t a s k i s t o c o m p l e t e1080

i n f o r m a t i o n a b o u t t h e s p e a k e r1081

PEROT based on t h e t e x t above .1082

1083

A l l s c o r e s a r e between 0 . 0 and1084

1 . 0 !1085

1 . 0 means t h a t t h e q u a l i t y o f1086

i n t e r e s t can ’ t be s t r o n g e r ,1087

0 . 0 s t a n d s f o r a c o m p l e t e1088

a b s e n c e and 0 . 5 f o r how an1089

a v e r a g e p e r s o n i n an a v e r a g e1090

s i t u a t i o n would be s c o r e d .1091

S t r i n g s a r e i n ALL CAPS and1092

w i t h o u t any a d d i t i o n a l1093

i n f o r m a t i o n . I f you a r e u n s u r e1094

a b o u t a s t r i n g va lue , w r i t e ’1095

UNCLEAR’ .1096

Make s u r e t h a t t h e r e s p o n s e i s a1097

v a l i d j s o n o b j e c t and t h a t t h e1098

keys a r e e x a c t l y as s p e c i f i e d1099

i n t h e t e m p l a t e !1100

Don ’ t add any a d d i t i o n a l and1101

u n n e c e s s a r y i n f o r m a t i o n o r1102

f i l l e r t e x t !1103

Give your r e s p o n s e as a j s o n1104

o b j e c t w i th t h e f o l l o w i n g1105

s t r u c t u r e :1106

1107

{1108

t o n e i s academic : < f l o a t Does1109

t h e s p e a k e r use an academic1110

t o n e ?>1111

}1112

1113

Now g i v e your r e s p o n s e as a1114

comple te , f i n i s h e d and c o r r e c t1115

j s o n and don ’ t w r i t e a n y t h i n g1116

e l s e :11171118

D.1.2 Response1119
1120

{1121

" t o n e i s academic " : 0 . 21122

}11231124

D.2 Multiple Speakers Prompt Example1125

D.2.1 Query1126
1127

You a r e a h e l p f u l l a s s i s t a n t 1128

t a s k e d wi th c o m p l e t i n g 1129

i n f o r m a t i o n a b o u t p a r t o f a 1130

p o l i t i c a l d e b a t e . Here i s t h e 1131

t e x t you a r e working wi th : 1132

1133

−−− 1134

1135

{ s l i c e _ t e x t } 1136

1137

−−− 1138

1139

Your t a s k i s t o c o m p l e t e 1140

i n f o r m a t i o n a b o u t t h e s p e a k e r s 1141

based on t h e t e x t above . 1142

1143

Here a r e t h e s p e a k e r s : 1144

[ ’GERALD FORD’ , ’MAYNARD’ , ’JIMMY 1145

CARTER’ , ’KRAFT’ , ’WALTERS’ ] 1146

Don ’ t l e a v e any o u t o r add 1147

a d d i t i o n a l ones ! 1148

1149

A l l s c o r e s a r e between 0 . 0 and 1150

1 . 0 ! 1151

1 . 0 means t h a t t h e q u a l i t y o f 1152

i n t e r e s t can ’ t be s t r o n g e r , 1153

0 . 0 s t a n d s f o r a c o m p l e t e 1154

a b s e n c e and 0 . 5 f o r how an 1155

a v e r a g e p e r s o n i n an a v e r a g e 1156

s i t u a t i o n would be s c o r e d . 1157

S t r i n g s a r e i n ALL CAPS and 1158

w i t h o u t any a d d i t i o n a l 1159

i n f o r m a t i o n . I f you a r e u n s u r e 1160

a b o u t a s t r i n g va lue , w r i t e ’ 1161

UNCLEAR’ . 1162

Make s u r e t h a t t h e r e s p o n s e i s a 1163

v a l i d j s o n o b j e c t and t h a t t h e 1164

keys a r e e x a c t l y as s p e c i f i e d 1165

i n t h e t e m p l a t e ! 1166

Don ’ t add any a d d i t i o n a l and 1167

u n n e c e s s a r y i n f o r m a t i o n o r 1168

f i l l e r t e x t ! 1169

Give your r e s p o n s e as a j s o n 1170

o b j e c t w i th t h e f o l l o w i n g 1171

s t r u c t u r e : 1172

1173

{ 1174

< s t r s p e a k e r > : { 1175

" p r e p a r a t i o n " : < f l o a t Does t h e 1176

s p e a k e r seem wel l − p r e p a r e d 1177

f o r t h e deba t e , 1178
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d e m o n s t r a t i n g a good1179

u n d e r s t a n d i n g of t h e t o p i c s1180

and q u e s t i o n s a t hand ?>1181

} ,1182

. . .1183

}1184

1185

Now g i v e your r e s p o n s e as a1186

comple te , f i n i s h e d and c o r r e c t1187

j s o n i n c l u d i n g each s p e a k e r1188

and don ’ t w r i t e a n y t h i n g e l s e :11891190

D.2.2 Response1191
1192

{1193

"GERALD FORD" : {1194

" p r e p a r a t i o n " : 1 . 01195

} ,1196

"MAYNARD" : {1197

" p r e p a r a t i o n " : 0 . 51198

} ,1199

"JIMMY CARTER" : {1200

" p r e p a r a t i o n " : 1 . 01201

} ,1202

"KRAFT" : {1203

" p r e p a r a t i o n " : 0 . 51204

} ,1205

"WALTERS" : {1206

" p r e p a r a t i o n " : 1 . 01207

}1208

}12091210

E Example Slice with 2500 tokens1211

SCHIEFFER: I’m going to add a couple of minutes1212

here to give you a chance to respond.1213

MITT ROMNEY: Well, of course I don’t concur1214

with what the president said about my own record1215

and the things that I’ve said. They don’t happen to1216

be accurate. But — but I can say this, that we’re1217

talking about the Middle East and how to help the1218

Middle East reject the kind of terrorism we’re see-1219

ing, and the rising tide of tumult and — and con-1220

fusion. And — and attacking me is not an agenda.1221

Attacking me is not talking about how we’re going1222

to deal with the challenges that exist in the Middle1223

East, and take advantage of the opportunity there,1224

and stem the tide of this violence.1225

But I’ll respond to a couple of things that you men-1226

tioned. First of all, Russia I indicated is a geopolit-1227

ical foe. Not. . .1228

(CROSSTALK) 1229

MITT ROMNEY: Excuse me. It’s a geopolitical 1230

foe, and I said in the same — in the same para- 1231

graph I said, and Iran is the greatest national secu- 1232

rity threat we face. Russia does continue to battle 1233

us in the U.N. time and time again. I have clear 1234

eyes on this. I’m not going to wear rose-colored 1235

glasses when it comes to Russia, or Putin. And 1236

I’m certainly not going to say to him, I’ll give you 1237

more flexibility after the election. After the elec- 1238

tion, he’ll get more backbone. Number two, with 1239

regards to Iraq, you and I agreed I believe that there 1240

should be a status of forces agreement. 1241

(CROSSTALK) 1242

MITT ROMNEY: Oh you didn’t? You didn’t want 1243

a status of. . . 1244

BARACK OBAMA: What I would not have had 1245

done was left 10,000 troops in Iraq that would tie 1246

us down. And that certainly would not help us in 1247

the Middle East. 1248

MITT ROMNEY: I’m sorry, you actually — there 1249

was a — there was an effort on the part of the 1250

president to have a status of forces agreement, and 1251

I concurred in that, and said that we should have 1252

some number of troops that stayed on. That was 1253

something I concurred with. . . 1254

(CROSSTALK) 1255

BARACK OBAMA: Governor. . . 1256

(CROSSTALK) 1257

MITT ROMNEY: . . . that your posture. That was 1258

my posture as well. You thought it should have 1259

been 5,000 troops. . . 1260

(CROSSTALK) 1261

BARACK OBAMA: Governor? 1262

MITT ROMNEY: . . . I thought there should have 1263

been more troops, but you know what? The answer 1264

was we got. . . 1265

(CROSSTALK) 1266

MITT ROMNEY: . . . no troops through whatso- 1267

ever. 1268

BARACK OBAMA: This was just a few weeks ago 1269

that you indicated that we should still have troops 1270

in Iraq. 1271
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MITT ROMNEY: No, I. . .1272

(CROSSTALK)1273

MITT ROMNEY: . . . I’m sorry that’s a. . .1274

(CROSSTALK)1275

BARACK OBAMA: You — you. . .1276

MITT ROMNEY: . . . that’s a — I indicated. . .1277

(CROSSTALK)1278

BARACK OBAMA: . . . major speech.1279

(CROSSTALK)1280

MITT ROMNEY: . . . I indicated that you failed to1281

put in place a status. . .1282

(CROSSTALK)1283

BARACK OBAMA: Governor?1284

(CROSSTALK)1285

MITT ROMNEY: . . . of forces agreement at the1286

end of the conflict that existed.1287

BARACK OBAMA: Governor — here — here’s1288

— here’s one thing. . .1289

(CROSSTALK)1290

BARACK OBAMA: . . . here’s one thing I’ve1291

learned as commander in chief.1292

(CROSSTALK)1293

SCHIEFFER: Let him answer. . .1294

BARACK OBAMA: You’ve got to be clear, both to1295

our allies and our enemies, about where you stand1296

and what you mean. You just gave a speech a few1297

weeks ago in which you said we should still have1298

troops in Iraq. That is not a recipe for making sure1299

that we are taking advantage of the opportunities1300

and meeting the challenges of the Middle East.1301

Now, it is absolutely true that we cannot just meet1302

these challenges militarily. And so what I’ve done1303

throughout my presidency and will continue to do1304

is, number one, make sure that these countries are1305

supporting our counterterrorism efforts.1306

Number two, make sure that they are standing by1307

our interests in Israel’s security, because it is a true1308

friend and our greatest ally in the region.1309

Number three, we do have to make sure that we’re1310

protecting religious minorities and women because1311

these countries can’t develop unless all the popula- 1312

tion, not just half of it, is developing. 1313

Number four, we do have to develop their economic 1314

— their economic capabilities. 1315

But number five, the other thing that we have to 1316

do is recognize that we can’t continue to do na- 1317

tion building in these regions. Part of American 1318

leadership is making sure that we’re doing nation 1319

building here at home. That will help us maintain 1320

the kind of American leadership that we need. 1321

SCHIEFFER: Let me interject the second topic 1322

question in this segment about the Middle East and 1323

so on, and that is, you both mentioned — alluded 1324

to this, and that is Syria. 1325

The war in Syria has now spilled over into Lebanon. 1326

We have, what, more than 100 people that were 1327

killed there in a bomb. There were demonstrations 1328

there, eight people dead. 1329

President, it’s been more than a year since you saw 1330

— you told Assad he had to go. Since then, 30,000 1331

Syrians have died. We’ve had 300,000 refugees. 1332

The war goes on. He’s still there. Should we re- 1333

assess our policy and see if we can find a better way 1334

to influence events there? Or is that even possible? 1335

And you go first, sir. 1336

BARACK OBAMA: What we’ve done is organize 1337

the international community, saying Assad has to 1338

go. We’ve mobilized sanctions against that govern- 1339

ment. We have made sure that they are isolated. 1340

We have provided humanitarian assistance and we 1341

are helping the opposition organize, and we’re par- 1342

ticularly interested in making sure that we’re mobi- 1343

lizing the moderate forces inside of Syria. 1344

But ultimately, Syrians are going to have to deter- 1345

mine their own future. And so everything we’re 1346

doing, we’re doing in consultation with our part- 1347

ners in the region, including Israel which obviously 1348

has a huge interest in seeing what happens in Syria; 1349

coordinating with Turkey and other countries in the 1350

region that have a great interest in this. 1351

This — what we’re seeing taking place in Syria is 1352

heartbreaking, and that’s why we are going to do 1353

everything we can to make sure that we are helping 1354

the opposition. But we also have to recognize that, 1355

you know, for us to get more entangled militarily 1356

in Syria is a serious step, and we have to do so 1357
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making absolutely certain that we know who we1358

are helping; that we’re not putting arms in the hands1359

of folks who eventually could turn them against us1360

or allies in the region.1361

And I am confident that Assad’s days are numbered.1362

But what we can’t do is to simply suggest that,1363

as Governor Romney at times has suggested, that1364

giving heavy weapons, for example, to the Syrian1365

opposition is a simple proposition that would lead1366

us to be safer over the long term.1367

SCHIEFFER: Governor?1368

MITT ROMNEY: Well, let’s step back and talk1369

about what’s happening in Syria and how important1370

it is. First of all, 30,000 people being killed by their1371

government is a humanitarian disaster. Secondly,1372

Syria is an opportunity for us because Syria plays1373

an important role in the Middle East, particularly1374

right now.1375

MITT ROMNEY: Syria is Iran’s only ally in the1376

Arab world. It’s their route to the sea. It’s the1377

route for them to arm Hezbollah in Lebanon, which1378

threatens, of course, our ally, Israel. And so see-1379

ing Syria remove Assad is a very high priority for1380

us. Number two, seeing a — a replacement gov-1381

ernment being responsible people is critical for us.1382

And finally, we don’t want to have military involve-1383

ment there. We don’t want to get drawn into a1384

military conflict.1385

And so the right course for us, is working through1386

our partners and with our own resources, to identify1387

responsible parties within Syria, organize them,1388

bring them together in a — in a form of — if not1389

government, a form of — of — of council that can1390

take the lead in Syria. And then make sure they1391

have the arms necessary to defend themselves. We1392

do need to make sure that they don’t have arms that1393

get into the — the wrong hands. Those arms could1394

be used to hurt us down the road. We need to make1395

sure as well that we coordinate this effort with our1396

allies, and particularly with — with Israel.1397

But the Saudi’s and the Qatari, and — and the1398

Turks are all very concerned about this. They’re1399

willing to work with us. We need to have a very1400

effective leadership effort in Syria, making sure1401

that the — the insurgent there are armed and that1402

the insurgents that become armed, are people who1403

will be the responsible parties. Recognize — I1404

believe that Assad must go. I believe he will go.1405

But I believe — we want to make sure that we 1406

have the relationships of friendship with the people 1407

that take his place, steps that in the years to come 1408

we see Syria as a — as a friend, and Syria as a 1409

responsible party in the Middle East. 1410

This — this is a critical opportunity for America. 1411

And what I’m afraid of is we’ve watched over the 1412

past year or so, first the president saying, well we’ll 1413

let the U.N. deal with it. And Assad — excuse me, 1414

Kofi Annan came in and said we’re going to try to 1415

have a ceasefire. That didn’t work. Then it went 1416

to the Russians and said, let’s see if you can do 1417

something. We should be playing the leadership 1418

role there, not on the ground with military. 1419

SCHIEFFER: All right. 1420

MITT ROMNEY: . . . by the leadership role. 1421

BARACK OBAMA: We are playing the leadership 1422

role. We organized the Friends of Syria. We are 1423

mobilizing humanitarian support, and support for 1424

the opposition. And we are making sure that those 1425

we help are those who will be friends of ours in 1426

the long term and friends of our allies in the region 1427

over the long term. But going back to Libya — 1428

because this is an example of how we make choices. 1429

When we went in to Libya, and we were able to 1430

immediately stop the massacre there, because of 1431

the unique circumstances and the coalition that we 1432

had helped to organize. We also had to make sure 1433

that Moammar Gadhafi didn’t stay there. 1434

And to the governor’s credit, you supported us go- 1435

ing into Libya and the coalition that we organized. 1436

But when it came time to making sure that Gadhafi 1437

did not stay in power, that he was captured, Gov- 1438

ernor, your suggestion was that this was mission 1439

creep, that this was mission muddle. 1440

Imagine if we had pulled out at that point. You 1441

know, Moammar Gadhafi had more American 1442

blood on his hands than any individual other than 1443

Osama bin Laden. And so we were going to make 1444

sure that we finished the job. That’s part of the 1445

reason why the Libyans stand with us. 1446

But we did so in a careful, thoughtful way, mak- 1447

ing certain that we knew who we were dealing 1448

with, that those forces of moderation on the ground 1449

were ones that we could work with, and we have to 1450

take the same kind of steady, thoughtful leadership 1451

when it comes to Syria. That ... 1452
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(a) Pairplot for Score

(b) Pairplot for Evasiveness

Figure 9: Internal Differences of Attribute Measurement
Types: We see that similar definitions of Evasiveness
lead to very comparable results and similar distributions.
But Score (voting) stands out as a very different defini-
tion. This makes sense as its definition asks about the
chances of winning the election, while the others refer
to the quality of the argument. The exact definitions of
the attributes can be found in Appendix C.2.

Figure 10: First Half of Score and Speaker Party vs. All
other Attributes
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Figure 11: Second Half of Score and Speaker Party vs.
All other Attributes
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