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Abstract

Data selection for finetuning Large Language Models (LLMs) can be framed as
a budget-constrained optimization problem: maximizing a model’s downstream
performance under a strict training data budget. Solving this problem is generally
intractable, and existing approximate approaches are pretraining-oriented and
transfer poorly to the fine-tuning setting. We reformulate this problem as a tractable
Markov Decision Process (MDP) and train agents using various Reinforcement
Learning (RL) methods to learn optimal data selection policies, guided by an
efficient, proxy-model-based reward signal. Across four datasets, training on a 5%
subset selected by our approach matches or outperforms fine-tuning on the full
dataset by up to 10.8 accuracy points, while cutting wall-clock training time by up
to 2, highlighting the promise of RL-guided data selection.

1 Introduction

Real-world datasets for LLM finetuning often contain noisy and redundant data points [8]], which
inflates computational costs and can degrade model performance [12]. Strategic data selection
methods offer a solution by identifying a small, high-quality training subset [24} 23]]. These methods
solve a budget-constrained combinatorial optimization problem: maximize a model’s downstream
performance while adhering to a strict data budget, typically a fixed fraction of the original dataset.

Provably solving this optimization problem is intractable due to the exponential search space and
prohibitive evaluation costs. While performant and approximate data selection methods have been
developed for large-scale pre-training [24} 23], they are ill-suited to the finetuning regime. They are
often prohibitively expensive for the smaller scales typical of finetuning datasets [23]] and largely
capture surface-level patterns rather than task-specific semantics [7]].

To bridge this gap, we introduce a framework that reformulates the problem of data selection as a
tractable Markov Decision Process (MDP). We first group the training data into semantic clusters,
defining a state space over subsets of these clusters. Actions are defined as sequentially adding new
clusters to the training subset corresponding to the current state. An RL agent then learns a selection
policy, guided by an efficient proxy of the downstream performance objective, derived from a smaller
model’s validation loss on selected data subsets.

Across four diverse tasks [9, [19] [T7], training on a 5% subset selected by our approach matches or
even significantly exceeds the performance of training on the full dataset and other heuristic baselines,
while also cutting wall-clock times by up to 2x. Notably, on MetaHate [[17], our approach boosts
accuracy by 10.8 points over the full-data baseline, showing that it can filter out harmful, noisy and
unreliable data. We conclude that RL-guided approaches achieve a good balance between downstream
performance and training efficiency, demonstrating substantial potential for data subset selection in
LLM fine-tuning.
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2 Related Work

The goal of data selection is to identify a subset of training data that preserves downstream perfor-
mance while adhering to a data budget. In|11} a statistical theory is proposed for data subsampling
under weak supervision across a variety of model classes. This is extended to frame data selection as
an information-theoretic problem in/4. On the other hand, DSDM [6] and Influence Distillation [[18]
introduce model-aware approaches to analyze the influence of individual data points on specific target
samples. Finally, [7lreformulates data selection as an optimal control problem solvable via Pontrya-
gin’s Maximum Principle. In contrast, this work formalizes data selection as a budget-constrained
combinatorial optimization problem, which is reduced to a tractable Markov Decision Process.

Data selection for LLM training has also been extensively studied in recent literature, given the
ever-growing scales of training datasets [2]. The LESS framework [23] quantifies the contributions of
individual samples to model convergence by constructing gradient stores, but has high computational
cost [26l [14]]. In contrast, methods such as DSIR [24] utilize importance resampling to select
examples that are statistically most beneficial for pre-training, while DoReMi [25]] optimizes data
mixtures to accelerate language model pretraining. Other strategies include data pruning [15] and
deduplication methods like D4 [22] and SemDeDup [[1] that aim to improve training efficiency by
reducing redundancy. More recently, CLIMB [5] iteratively samples random data mixtures, evaluates
them, and trains a predictor that guides subsequent mixture selection. RL has remained largely
unexplored in the context of LLM fine-tuning in contemporary literature.

3 Methodology

3.1 Data Selection as a Constrained Optimization Problem

Given a training dataset D, we seek to identify a subset S C D that minimizes the test loss of a
model M trained on S as computed on a held-out test set Dy, subject to a cardinality constraint
|S| < K. This can be formulated as the following optimization problem:

S*=arg min Ly (S| Dyest) ()]
SCD,|S|<K

where £ (S|Dzest) is the loss obtained on Dy.s; when M is trained on S. Solving this problem is

intractable, since the objective function is non-differentiable with respect to S, and evaluation for any
S requires model training on S. Therefore, we approximate the solution set S* as the solution to a
tractable sequential MDP, described in the next section.

3.2 A Tractable MDP Formulation

We first cluster the training dataset D into a set of semantically coherent clusters C' via K-Means
clustering on sentence embeddings (more details in Appendix [A). The MDP is then defined over
the powerset of these clusters, S = P(C). A state s; C C represents the subset of clusters selected
up to time step ¢. From a state s;, the agent can select any cluster not already in the current subset
(As, = C'\ s¢). Transitions are deterministic, with s;11 = s; U {a;}. Each episode proceeds for a
fixed horizon H, terminating when the subset size |s| reaches the budget defined by the selection
fraction §|C|. Each episode of the MDP corresponds to the sequential selection of a set of clusters to
form a possible training data subset, while adhering to the data budget enforced by . This MDP is
tractable for small |C|. We study the effect of varying |C| in Appendix [E]

3.3 Reward Function

We define the reward function R(s;, a;) for the MDP as the change in validation loss from a proxy
model M’ when the cluster C; (selected during the action a;) is added to the training data subset
represented by the state s;. M’ is typically a smaller model in the same model family as the target
model M. To improve the efficiency of reward computation, we further subsample the data points in
each cluster belonging to C using a subsampling function £(+). Formally:

R(st,ar) = f(Lar(§(s:) UE|ar})IE(Dvar))) — f(Lar (€(51)1€(Dvar))) @
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where L (D¢|D,) is the loss on validation set D, after training M on training set Dy, and f(-) is a
logarithmic transformation to amplify small loss variations. More details can be found in Appendix [A]
This reward signal serves as a computationally efficient proxy for the downstream performance.

3.4 Learning a Sequential Data Selection Policy

We leverage our MDP formulation to learn a policy 7(s;) for selecting the next cluster to add to the
current subset s;. The final data subset is then constructed by starting with an empty set and iteratively
applying the learned policy for a predefined number of steps corresponding to the desired selection
fraction. We try several RL algorithms to learn the policy, including Deep Q-Networks (DQN) [[L6]
and Proximal Policy Optimization (PP0O) [20]. For PPO, we also tried a Warm-Start initialization by
pre-training the critic model on a regression task over the rewards of single-cluster states. However, a
naive exploration of the state space is intractable due to its exponential size (2/°!). To mitigate this,
we augment the reward function with a bonus derived from Random Network Distillation (RND) [3]],
which incentizes the policy to visit novel state configurations.

The computational cost of reward evaluation remains a bottleneck even with a proxy model. Therefore,
we investigate model-based strategies for learning an explicit, lightweight reward function to be
used for generating synthetic rollouts. Our first approach (DynaDQN) is inspired by Dyna [21] and
integrates a learned reward model with DQN. The reward model is used to label synthetically generated
state-action pairs, which are then added to the replay buffer to accelerate learning. Our second
approach (CLIMB-Disc) is an adaptation of CLIMB [5] with discrete cluster selection. Specifically,
it is a form of Bayesian search, where the trained reward model is used as a sampling prior. At each
step, we sample a batch of unseen states, use the model to identify the top candidates, query their true
rewards to update the model, and repeat. Further details are provided in Appendix [B]

4 Experiments

4.1 Experimental Setup

Datasets: We use the MMLU [9]], ANLI [17], MetaHate [19] and GooglePlay datasets (more details
in Appendix [D). The MetaHate and GooglePlay datasets do not have an explicit test split, so we
randomly sample 25K and 5K samples respectively to create one. We fix the data selection percentage
to 5% of the full training dataset unless otherwise mentioned.

Models: MobileLLM-600M [13] serves as the proxy model for reward computation, and
MobileLLM-1.5B is used as the target model for final evaluation.

Baselines: We compare against training the target model on (a) Full, the entire training dataset;
(b) Random, a randomly selected 5% of the training dataset; (c) Top-Loss, the 5% of the dataset with
the highest loss as computed by the proxy model; (d) Bottom-Loss, the 5% of the dataset with the
lowest loss as computed by the proxy model; (¢) Random-Search, performing random rollouts from
our MDP, scoring them using our reward function, and selecting the rollout with the highest reward.
We provide hyperparameters for our experiments in Appendix [C|

Evaluation: We report accuracy on a held-out test set for each dataset, for a target model trained
on the data subsets selected by the different approaches.

4.2 Results

We present results for all approaches in Table[I] We find that RL-guided data selection significantly
outperforms standard baselines across all tasks. In some cases, it even surpases the performance
obtained by training on the full dataset, notably by 10.8 points for MetaHate and 0.3 points for
GooglePlay. We conclude that our learned policies mitigate the deleterious effects of noisy data
points for these datasets, by filtering them out. All RL policies also consistently outperform all
random selection and heuristic baselines.

We find that the Random-Search baseline improves upon Random, validating that our reward is
a meaningful proxy for downstream performance. The superior performance of DQN, PPO and
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(a) ANLI (b) GooglePlay (c) MMLU (d) MetaHate

Figure 1: UMAP projections of explored state (binary mask) encodings, colored by their subsampled
validation set accuracy.

Algorithm ANLI  GooglePlay MetaHate MMLU
Full 64.76 68.10 83.20 49.38
Random 54.20 58.30 72.60 40.90
Top-Loss 57.40 21.90 84.00 37.34
Bottom-Loss 57.10 22.60 77.80 22.96
Random-Search 55.61 59.30 72.60 43.71
DQN 57.60 65.60 69.40 44.27
DQN + RND 35.30 63.76 7091 44,18
PPO 54.20 62.32 60.85 44.80
PPO + Warm-Start 56.24 60.24 87.95 44.19
PPO + RND 55.80 56.52 59.50 45.68
DynaDQN 52.96 61.94 50.50 45.11
CLIMB-Disc 53.83 68.40 94.01 41.73

Table 1: Performance of MobileLLM-1.5B when trained using the different data selection strategies
discussed in Section@ The best numbers across the approaches are highlighted.

CLIMB-Disc over Random-Search further indicates that these approaches learn meaningful, nuanced
selection policies. However, we note that the best approach changes for each dataset. While the
Warm-Start initialization for PPO improves performance on ANLI and MetaHate by up to 27.1
points, the RND bonus did not yield meaningful benefits.

We hypothesize that the comparative success of our method on MetaHate and GooglePlay is linked to
the diversity of their reward landscape. As visualized in Figure[I] these datasets exhibit high reward
variance across different clusters. In contrast, ANLI, which has the lowest reward variance, shows the
largest remaining gap to the full-data baseline. This suggests that our MDP formulation is particularly
potent for noisy datasets where the value of intelligent data selection is highest.

Finally, our method offers a compelling trade-off between performance and efficiency. By training on
a curated 5% of the training data, we achieve strong results in less than half the wall-clock time of
full-dataset training, including the overhead of the data selection process (but excluding the overhead
of hyperparameter search). Detailed results and ablations are provided in Appendix [E]

5 Conclusion

We propose a RL-based framework for solving the budget-constrained optimization problem of data
selection for LLM fine-tuning. We reformulate the task as the solving of a tractable MDP over clusters
of the training data, and train RL agents to learn policies for sequentially constructing high-quality
data subsets using an efficient proxy-based reward. We find that our approach is effective in practice
across four diverse datasets. In fact, training on a 5% data subset selected using our approach often
exceeds the performance obtained by training on the full dataset by filtering out unreliable, noisy
or redundant data points, with significant training efficiency gains. We conclude that RL-based
approaches are effective for approximately solving this important constrained optimization problem.
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A Detailed Methodology

Here we provide additional details on the MDP formulation, state representations, reward functions,
and policy learning algorithms explored in this work.

A.1 Clustering

In addition to standard K-means clustering we also try to induce label information in the clusters, for
this we tried a variant where we enforce a cluster to have data points corresponding to only one label
(henceforth called Stratified-Kmeans)

A.2 State Representations and Subsampling

For a given state s;, we explore different ways of computing a state encoding ¢(s;). The simplest
encoding, denoted by Binary-Mask, is |C/|-length binary vector with ¢;(s;) =1 < C; € s;. In
another case (Mean-Std), we use:

B(st) = [ulse), 0> (s0)],

where 1(+) and o () are the mean and variance of the cluster-centroid embeddings in the currently
selected set. Another variant (Concat) involves concatenating embeddings of representative samples
from each cluster. We explore two approaches for selecting these representative samples choosing
them at random from the cluster (Random) or choosing the furthest points from the cluster centroid
(Furthest), capturing the spread of the cluster.

A.3 Reward Functions

In our experiments, we evaluated three distinct reward functions. All are computed using the proxy
model, M’, which is a smaller version of the target model, M. The primary reward signal as detailed
in the main section is R} which is based on change in validation loss. Let Val-Acc(D) be the
accuracy of the proxy model M’ on the validation set after training on dataset D and £,/ (Dy|Dy)
be the loss value for dataset Dy, after training M’ on Dy. (for clearness, we omit Dy if it is same as

D., we also omit M’ as all rewards are computed using the proxy model)

Accuracy-based Reward (R,.): This reward function computes the improvement in validation
accuracy when adding a new cluster to the selected data, thus capturing its impact on the downstream
performance of the proxy model:

Riyce(s¢,at) = Val-Acc(sy U{a¢}) — Val-Acc(sy). 3)

Although effective, measuring changes in validation accuracy entails retraining the proxy model from
scratch after each action for a substantial number of training steps and performing evaluation, which
is extremely expensive.

Training Loss-based Reward (R{™"):  This reward function makes two assumptions — training
losses on the same batches of data are correlated for the farget and proxy model, and training loss for
a model is negatively correlated with downstream performance. Then, the reward function measures

changes in the proxy model’s training loss when the new cluster is added to the current state:
f(z) =5—2In(2z) 4)
Rioss(se,a0) = f(L(E(se) UE{ar})) — f(L(E(se))). )

where In(-) is the natural logarithm, and a subsampling function £(-) is used to select a fixed number
of data points (set as a hyperparameter) from each cluster to estimate the training loss from the proxy
model at the end of multiple epochs of training. The logarithmic transformation f(-) serves a dual
purpose: it establishes a baseline of f(L£(()) = 0 while also magnifying subtle loss variations in the
low-loss regime of training on larger subsets of data. Rjess is much faster than R,.., which makes
MDP rollouts more efficient.
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Validation Loss-based Reward (R}): This reward function is similar to R{", except for using

validation-set loss instead of training loss. Formally,

Rig(st.ar) = f(L(Ear(Dua)lé(s:) UE({ar})) — f(L(Ewat(Doar)lé(se)))- (©)
where the subsampling function &,4;() is used to select a fixed number of data points (set as a hyper-
parameter) from the validation set, keeping the label proportion constant. f serves a similar purpose
to that in R)ess. While Rﬂf‘sls is slower than R};:‘;“) it is much better correlated with downstream
performance.

Random Network Distillation (RND): For each of the reward approximations described above,
Random Network Distillation [3]] can be added to improve exploration of the policy. RND is
implemented using a 4-layer MLP with MSE loss between the target and predictor network as
intrinsic reward. The state and rewards are normalized using a running average to stabilize the
intrinsic rewards.

B Policy Learning Algorithms

DQN: At each state s;, we compute an embedding ¢(s;) using one of the state encoding methods.
We then feed ¢(s;) into a function approximator fy(-), either an MLP or a small Transformer, which
outputs an |A|—dimensional vector where each component represents the estimated Q-value (or
“goodness”) of taking action a € A in the current state s;. We then mask out actions corresponding
to the clusters already in s; and choose the action with the highest Q-value via e-greedy sampling.
The network parameters § are then optimized through experience replay updates.

PPO: We adopt a variant of PPO that supports the masking of invalid actions [[10]. Both the actor
and critic networks are 3-layer MLPs; for each state s;, the actor outputs a probability distribution
over available cluster actions, while the critic estimates the value of s;. We investigate two variants of
PPO as well. We first try training PPO from Scratch, initializing the actor and critic randomly. Next,
we try to give PPO a Warm Start. We pre-train the critic using a regression task on rewards for
“single-cluster” states. Specifically, for each cluster ¢; € A, we compute the average reward obtained
when taking action c; on the state containing the empty set to reach state s;. We then regress the
critic network on the (sg,c;,8;,7;) tuples, where so = () and r; corresponds to the average reward for
each single-cluster addition. This setup encourages the critic to produce, for the start state, outputs
that rank clusters in proportion to their individual expected returns.

Reward Model Based Strategies

These strategies approximate the true reward function in order to accelerate policy learning by
generating additional, “synthetic” rollouts. Concretely, we train a proxy reward model 74 (s, a) on
true reward signals (s, a) and then use 7 to label transitions sampled under the current policy, and
mix these synthetic transitions with real ones when updating the agent. Real rollouts are given higher
weight. Based on the agent, we have two strategies: DynaDQN and CLIMB-Disc.

DynaDQN: The proxy reward 7 is implemented as an ensemble of four independently initialized,
5-layer MLPs. Each ensemble member is trained on real transitions using mean-squared error (MSE)
loss with /5 regularization. MLP variant of DQN is used as the policy. At each environment step,
we sample a batch of 32 state—action pairs, compute their proxy rewards by averaging the ensemble
outputs, and then only insert those synthetic transitions into the replay buffer if the ensemble standard
deviation falls below a fixed threshold o,,x. Synthetic transitions are retained for at most four
episodes, and during learning, they are weighted by an importance factor of 0.5 relative to real
transitions.

CLIMB-Disc: Drawing inspiration from [3]], we implemented CLIMB-Disc for discrete states. For
this strategy, the reward function r(s) is the absolute value instead of the increment from the previous
state. The proxy reward model 74 (s) is a single 3-layer MLP trained with MSE loss. In each iteration,
we uniformly sample M previously unseen states, rank them by their estimated reward 74, then query
the environment for the true reward of the top-K states and use these K new labels to update .
After T" epochs, we re-evaluate all seen states under 7, and select the highest-scoring one as the final
best state.
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C Hyperparameters and Experimental Settings

BAAI/bge-small-en-v1.5 is used to obtain semantic embeddings for the training datasets and
K-Means or stratified K-Means clustering is used to cluster the resulting embeddings into 64 (or 128)
clusters. We use a batch size of 16 with 4 gradient accumulation steps to train the proxy model for 2
epochs with a learning rate of le-5. For each cluster, 64 data points are sampled for proxy-model
training.

For the DQN, we use a 5-layer MLP of size 256 to learn the Q-function, with Mean-Std state encodings
and Furthest subsampling. We use v = 0.99 and decaying e starting from 1 with a decay of 0.99
per episode and a minimum of 0.01. A replay buffer is used and steps are sampled in batches of 32 to
train the model. A learning rate of 10~ is used to train the DQN network and the target network is
updated every 10 steps. The DQN is trained for 500 episodes. PPO is trained with a learning rate
of 3- 104, for 500 episodes. For the linear bandits approach, we train for 1000 steps with a UCB
coefficient of 2 and learning rate of 10~%. In DynaDQN, the reward model has a hidden dimension of
256, and the same configuration as DQN is used for policy. Learning rate of 5 - 10~% is used with
no training for first 5 episodes. CLIMB-Disc is trained with 50 iterations, sampling 128 states and
selecting top 32 states finally at each step. The hidden dimension is set to 128, and learning rate of
10~* is used with the reward model trained for 2 epochs per iteration.

We train the target model for 4 epochs on the selected data subsets, with a batch size of 4 and 8
gradient accumulation steps, and use a cosine annealing schedule for the learning rate from le-5 to
le-6 and linear warmup for the first 5% of training steps. Checkpoints are chosen based on highest
validation accuracy for all settings to compute downstream performance.

D Tasks
Dataset Task Train Size | Test Size | # Labels
ANLI Natural Language 162,400 3,200 3
Inference
| MetaHate Hate Speech 1,051,165 25,000 2
Detection
| |GooglePlay| | Sentiment 98,836 5,000 5
Classification
MMLU MCQ Answering 99,842 14042 4

Table 2: Summary of datasets used in our experiments with their respective tasks, training sizes, test
sizes, and number of labels.

E Additional Results and Ablations

E.1 Number of Clusters

We evaluate Random-Search algorithm over a range of cluster counts C' € {64, 256,1024, 4096},
with results shown in Figure 2] As C increases, we observe a consistent improvement in the
downstream performance. However, the total runtime grows approximately quadratically in C| since
both the number of episodes and the number of proxy sub-samples per reward evaluation increase
with the cluster count. Balancing this trade-off between solution quality and computational cost, we
fix C' = 64 and proxy subsamples to 64.

E.2 Clustering Strategy

The Stratified-Kmeans method exhibits suboptimal performance when the number of clusters
is small and the number of class labels is large. This is primarily due to its inability to ensure
representation of all labels in the selected subset, which leads to label imbalance. However, as the
number of clusters increases, its performance improves, as shown in Figure[2] This improvement is
attributed to the greater flexibility in selecting samples with more diverse label distributions across an
increased number of clusters.
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Figure 2: Downstream performance vs. number
of clusters for ANLI with Random-Search and
stratified k-means.

Figure 3: Histogram of label ratios across clus-
ters using K-means in the GooglePlay dataset.

In contrast, K-means tends to preserve the overall label distribution more consistently, making it
more effective when the number of clusters is limited. This distinction is illustrated in Figure[3] which
presents the distribution of label proportions across clusters for the GooglePlay dataset. The figure
demonstrates how label representation varies between the two methods and supports the superior
performance of K-means in scenarios with fewer clusters.

E.3 Comparison for Different State Encoders

Dataset State Representation | Subsampling | DQN Model ngqu;;??% ;iiqu;;O?%
Mean-Std Furthest MLP 57.6 57.2
ANLI Mean-Std Random MLP 52.9 54.6
Concat Furthest Transformer 56.0 56.6
Concat Random Transformer 54.9 53.2
Mean-Std Furthest MLP 69.4 634
MotaHate Mean-Std Random MLP 67.0 36.0
Concat Furthest Transformer 60.9 61.6
Concat Random Transformer 67.4 66.0
Mean-Std Furthest MLP 65.6 60.6
GooglePlay Mean-Std Random MLP 65.1 62.3
Concat Furthest Transformer 61.8 59.4
Concat Random Transformer 63.3 64.9

Table 3: Performance of MobileLLM-1.5B when trained on data selected using various DQN variants
and two different proxy models. All strategies are discussed in Section[3.4] The best numbers for the
data selection approaches are highlighted.

DQN : We present results for DQN methods with various state encoding methods, subsampling
strategies, and DQN models across three datasets and two proxy models in Table[3] Our findings
indicate that the Furthest subsampling strategy outperforms the Random strategy in nearly all cases,
except for the 125M proxy model on GooglePlay and the Transformer-based DQNs on MetaHate
and GooglePlay. Notably the additional expressive power provided by the Transformer does not
generally lead to better performance compared to the MLP-based approach, except for the 125M proxy
model on MetaHate and GooglePlay. Overall, using the 600M proxy model tends to yield better
results for DQN-based approaches across all datasets. While there are no clear winners, using the
Mean-Std state encoding with Furthest sampling and a MLP-based DQN results in generally strong
performance across datasets.

CLIMB-Disc : We present the results for running CLIMB-Disc for multiple configurations of
environments with Furthest subsampling in Table[d] Note that Stratified-Kmeans is run with
128/32 to allow for representation of all (5) labels in chosen clusters. From the numbers, we find that
Ry with Binary-Mask performs the best in all configurations and 600M performs better than 125M.
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Table 4: Performance of MobileLLM-1.5B for GooglePlay dataset when trained on 1/16 data selected
using CLIMB-Disc with different state encodings and different reward functions.

. 600M Proxy | 125M Proxy
Dataset Variant Accuracy (1) | Accuracy (1)
Scratch 54.2 53.7
ANLL |y start 55.8 54.9
Scratch 60.9 45.9
MetaHate Warm Start 73.1 88.0
GooalePla Scratch 62.3 61.7
£ | Warm Start 55.8 60.2
Scratch 44.8 -
MMLU Warm Start 44.19 -

Table 5: Performance of MobileLLM-1.5B when trained on data selected using PPO with and without
warm starts and two different proxy models. The best numbers are highlighted.

Also, Rain performs better with Mean-Std, while B2, performs better with Binary-Mask. These
results suggest that the semantic information presented in state by Mean-Std is not meaningful in case
of validation set based rewards. Given the much higher time taken by Ry, R} with Binary-Mask

) 8 : loss
is the most suitable choice.

E.4 Strategy Specific Comparisons

PPO Warm Start We present results for PPO with and without the Warm Start in Table[5]for all
four datasets and two proxy models. The Warm Start is beneficial to the performance of PPO for
both ANLI and MetaHate, but worsens performance slightly on GooglePlay and MMLU. Notably,
the Warm Start nearly doubles downstream performance for MetaHate with the 125M proxy model.

RND: We evaluate the performance of the RND environment using RY2L as the base reward signal

with DQN-MLP and PPO policies. The corresponding results are presented in Table[6] It indicates that
RND yields only marginal improvements in performance for the MetaHate task with DQN-MLP and the
MMLU task with PP0, while substantially degrading performance across all other task—algorithm
combinations. These results suggest that RND does not provide meaningful benefits for this MDP.

Dataset Variant Accgchy ) ACCI.II?;(C)y )
oo gt |
e || s 0
Gungr | o | 858 | o
g | e

Table 6: Performance of MobileLLM-1.5B when trained on data selected using PPO and DQN with
and without RND exploration reward. The best numbers are highlighted.
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Figure 4: Downstream Performance vs Training Times for the Random and Full baselines, along with
two DQN-based approaches.

Reward Model Based Strategies: Comparing the performance of various reward model based
strategies in table[I] we find that CLIMB-Disc demonstrates consistently strong performance, out-
performing all other strategies for GooglePlay and MetaHate. In contrast, while DynaDQN slightly
surpasses DQN on MMLU, it underperforms significantly on ANLI, GooglePlay, and MetaHate. This
suggests that the synthetic rollouts generated by reward model are not helpful, possibly due to
inaccurate reward model leading to noisy rewards.

E.5 Varying Selection Fractions

To obtain a better estimate of the trade-offs between training time and performance improvements,
we vary the selection fraction in [57 1—16, %] and present results for two DQN configurations with
the 125M proxy model: (1) DQN with Mean-Std state encodings, Furthest subsampling, and
an MLP (DQN (F)), and (2) DQN with Concat state encodings, Furthest subsampling, and a
Transformer (DQN-T (F)) in Figure[d For comparison, we also include results for the Random
and Full baselines. The reported wall-clock times account for the combined duration of training the
DQN and subsequently training the target model on the selected data subsets, while the wall-clock
times for the random baseline include only the target model’s training time.

Our results show that with a é selection fraction, the DQN-based approaches do not outperform the

random baseline and take longer to run. However, for selection fractions %6 and é, the DQN-based
approaches outperform the random baseline, with an additional hour of training time. Although
training on the full dataset yields the best performance, it requires more than twice the time needed
for the DQN-based approaches with a % selection fraction. Notably, while Transformer-based

DQNs take slightly longer to train, they outperform MLP-based DQNs for the % selection fraction.
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7 NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer:

Justification: This paper is preliminary work submitted to a workshop.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: We do not have any theoretical results in the paper.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Hyperparameters are provided in Appendix [C|
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:
Justification: This paper is preliminary work submitted to a workshop.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they

should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Provided in Section 4] and Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: This paper is preliminary work submitted to a workshop.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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8.

10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Experimental details are provided in Section 4] and Appendix [C}] We will
provide more detailed information in a conference submission.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
Justification: We do not anticipate this work to have substantial first-order societal impact.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper does not release data or models with high risk of misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All citations have been provided in the References.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We do not do research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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