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Abstract

Large Language Models (LLMs) have demon-
strated exceptional performance in the task of
text ranking for information retrieval. While
Pointwise ranking approaches offer computa-
tional efficiency by scoring documents inde-
pendently, they often yield biased relevance
estimates due to the lack of inter-document
comparisons. In contrast, Pairwise methods
improve ranking accuracy by explicitly com-
paring document pairs, but suffer from sub-
stantial computational overhead with quadratic
complexity (O(n?)). To address this tradeoff,
we propose RefRank, a simple and effective
comparative ranking method based on a fixed
reference document. Instead of comparing all
document pairs, RefRank prompts the LLM
to evaluate each candidate relative to a shared
reference anchor. By selecting the reference
anchor that encapsulates the core query intent,
RefRank implicitly captures relevance cues, en-
abling indirect comparison between documents
via this common anchor. This reduces compu-
tational cost to linear time (O(n)) while impor-
tantly, preserving the advantages of compara-
tive evaluation. To further enhance robustness,
we aggregate multiple RefRank outputs using a
weighted averaging scheme across different ref-
erence choices. Experiments on several bench-
mark datasets and with various LLMs show
that RefRank significantly outperforms Point-
wise baselines and could achieve performance
at least on par with Pairwise approaches with a
significantly lower computational cost.

1 Introduction

Large language models (LLMs), such as GPT-3
(Brown et al., 2020), PaLM (Chowdhery et al.,
2023), Llama 2 (Touvron et al., 2023), and FlanT5
(Wei et al., 2021), have demonstrated remarkable
performance across a range of natural language pro-
cessing tasks, particularly in zero-shot prompting
settings. Notably, these LLMs have been specif-
ically designed with prompts for zero-shot docu-
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Figure 1: Comparison of three sorting methods: (a)
Pointwise, (b) RefRank, (c) Pairwise.

ment ranking (Agrawal et al., 2023; Kojima et al.,
2022; Wang et al., 2023). By utilizing diverse
prompt designs, these LLMs generate relevance
estimates for each candidate document, thereby
enabling effective document ranking. Unlike tradi-
tional neural ranking methods (Yates et al., 2021),
LLM-based rankers do not require additional su-
pervised fine-tuning and exhibit robust capabilities
in zero-shot ranking scenarios.

Pointwise (Liang et al., 2022; Zhuang et al.,
2023a,b; Sachan et al., 2022; Guo et al., 2025)
and Pairwise (Qin et al., 2023) are two fundamen-
tal strategies in the zero-shot ranking for LLMs.
Pointwise methods predict the relevance probabil-
ity between query g and document d, ranking docu-
ments based on their log-likelihood values (Rivera-
Garrido et al., 2022; Zhuang et al., 2023a). Al-
though the Pointwise methods have a high effi-
ciency, their ranking performance is often limited
due to the lack of direct comparisons between dif-
ferent documents. In contrast, Pairwise methods
compare the relevance of documents in pairs rela-
tive to a query, aggregating the results to achieve
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a ranking (Qin et al., 2023). While these methods
can produce more effective ranking results, their
typical time complexity of O(n?) makes them im-
practical for real-world scenarios (Rivera-Garrido
et al., 2022; Zhuang et al., 2023a).

Inspired by the control groups used in scien-
tific experiments (James, 1980), we propose Re-
fRank, a reference-based ranking paradigm for
documents. Figure 1 illustrates the core idea of
RefRank and compares it to the Pointwise and Pair-
wise approaches. RefRank selects one document
from the initially sorted candidate documents to
serve as a reference document r, extending the
query-document pair (g, d) into a triplet (g, d, r).
This design enables the LLM to score documents
based on the reference document, establishing indi-
rect comparative relationships among documents,
while maintaining the same time complexity as the
Pointwise approaches.

The quality of rankings among various reference
documents is inconsistent. Inspired by the concept
of pseudo-relevance feedback (PRF) in information
retrieval, which assumes that the top-ranked docu-
ments from any retrieval phase contain relevant sig-
nals for query rewriting (Xu and Croft, 2017), we
utilize the top-ranked documents as reference doc-
uments for our RefRank. Using experimental meth-
ods, we performed a statistical analysis across four
datasets: TREC-DL2019 (Craswell et al., 2020),
TREC-DL2020 (Craswell et al., 2021), Signal and
News (Thakur et al., 2021). Our findings indicate
that selecting documents retrieved in the top ranks
during the initial phase of the retrieval process typ-
ically results in higher ranking quality. In practical
applications, it is advisable to prioritize the selec-
tion of the top two documents as a reference doc-
ument. Building on this foundation, we propose
the integration of higher-ranking results through
evaluation weighting to further enhance ranking
quality. Ultimately, we implement two variants of
RefRank: a single-ranking strategy and a multi-
weighted strategy.

We conducted a comparative analysis of exist-
ing principal methodologies using FLAN-TS5 as
the backbone model across the TREC-DL 2019,
TREC-DL 2020, and BEIR datasets. Our proposed
method achieved optimal performance on several
test sets within these datasets. Additionally, we
further validated the efficacy of our approach by
employing decode-only models, specifically Llama
3.1 and Qwen 2.5, on the TREC-DL 2019 and
TREC-DL 2020 datasets.

We note that the "Pointwise" and "Pairwise"
paradigms are two common and classic approaches
in ranking tasks. The novelty of our work lies in
the clever integration of the advantages of both
paradigms by selecting a reference document for
ranking. The contributions of this paper can be
summarized as follows:

1. We propose RefRank, a new reference-based
paradigm for document ranking. By com-
paring and evaluating candidate documents
against reference documents, we achieve a
balance of efficiency and effectiveness.

2. We utilize ranking information retrieved from
the first stage to select reference documents.

3. We present a method for the average weighted
integration of high-quality evaluation results,
which further enhances ranking quality and
explores the potential for weighting similar
methods.

4. Through systematic and comprehensive exper-
imental analyses, we validate the effectiveness
of the proposed method.

2 Related Works

2.1 Pointwise Approaches

Pointwise approaches assess and rank documents
by quantifying the relevance of a query ¢ to each
document. Current mainstream methods can be
divided into two categories: (1) direct relevance as-
sessment (Liang et al., 2022; Zhuang et al., 2023a);
(2) query similarity assessment generated (Zhuang
et al., 2023b). The first method employs query-
document pairs as input to the model, prompting
the LLM to produce a binary label ("yes"/"no").
The normalized log-likelihood value assigned to
"yes" is subsequently used as the document score.
To improve evaluation accuracy, this method can
be extended to accommodate multiple labels, such
as three or four labels (Zhuang et al., 2023a). The
second method commences by generating candi-
date queries from the document utilizing a large
language model (LLM). Following this, it com-
putes the semantic similarity between the gener-
ated queries and the original query. This procedure
entails two inference operations from the LLM: the
first generates the queries, while the second evalu-
ates their similarity to the original query. Pointwise
approaches generate rankings by independently



evaluating individual documents. The primary ad-
vantage of this method is its ability to utilize out-
put logits produced by LL.Ms for precise scoring.
However, the lack of relative comparisons among
documents considerably reduces overall effective-
ness.

2.2 Pairwise Approaches

Pairwise approaches take a query ¢ and a pair of
documents (d;,d;) as input. These approaches
employ prompt learning with an LLM to assess
the relevance of the two documents, ultimately de-
termining and outputting the more relevant doc-
ument—either d; or d; (Qin et al., 2023). Theo-
retically, this method has the potential to achieve
higher ranking accuracy by performing Pairwise
comparisons across all candidate documents. How-
ever, its time complexity is O(n?), which renders it
computationally demanding. To enhance efficiency,
existing research has proposed various sampling
strategies (Gienapp et al., 2022; Mikhailiuk et al.,
2021) and efficient ranking algorithms (Qin et al.,
2023; Zhuang et al., 2024; Chen et al., 2025) aimed
at minimizing the number of comparisons while
preserving ranking performance.

2.3 Listwise Approaches

Listwise approaches utilize the long-context pro-
cessing capability of language models by inputting
queries along with a candidate document list into
the LM, directly generating ranking results. Ex-
isting research primarily falls into two categories:
one involves directly generating an ordered list
(Pradeep et al., 2023; Sun et al., 2023), while the
other is based on probability generation, where the
ranking is determined by the log-likelihood values
of the first token corresponding to the document la-
bels (Reddy et al., 2024). Listwise approaches can
comprehensively capture the differences between
documents; however, an increase in input length
significantly impacts inference efficiency. To ad-
dress this issue, current research controls output
length through a sliding window design(Pradeep
et al., 2023; Sun et al., 2023), optimizing it in con-
junction with LLM capabilities. While this method
demonstrates strong effectiveness and efficiency,
issues such as sensitivity to input order and insta-
bility of output remain problematic.

2.4 Setwise Approaches

The setwise approaches directly input query and
document sets into LLM to identify the most rele-

Given a query {query}, which of the following
two passages is more relevant to the query?

A: {passage(i)}

B: {reference passage(r)}

Output A or B:

T

softmax(A,B)

[ A:07,B:03 }

Figure 2: Reference ranking prompting.

vant document. (Zhuang et al., 2024; Yoon et al.,
2024; Podolak et al., 2025). These approaches can
be regarded as a formal extension of Pairwise ap-
proaches. When employing certain efficient sorting
algorithms, such as heap sort and bubble sort, their
efficiency significantly exceeds that of Pairwise ap-
proaches. Additionally, these approaches can also
be seen as a streamlined Listwise approach, effec-
tively achieving a balance between efficiency and
effectiveness.

3 RefRank

3.1 Preliminaries

Pointwise approaches treat the documents ranking
task as a regression problem. Given a query ¢ and a
set of candidate documents d = (d1,da, ..., dpn),
the LLM ranker takes each query-document pair
(g, d;) as input to assess the relevance of the doc-
ument to the query (“yes” or “no”). Based on the
log-likelihood score s; o0 = LLM("yes"|q, d;) and
si,1 = LLM("no"|q, d;), each document score can
be computed as follows:

exp(sio)
exp(si1) + exp(sio)

fla,di) = ey

Furthermore, candidate documents are ranked
based on their document scores. It can be ob-
served that Pointwise approaches use output log-
likelihood values as the scoring mechanism. How-
ever, these approaches have a significant draw-
back: the document scoring process is independent,
which fails to adequately consider the comparative
relevance among documents.



3.2 Reference Ranking Prompting

Building upon the principles of contrastive learning
(James, 1980), we implement a Pairwise prompting
strategy, as illustrated in Figure 2. The specific
execution process is delineated as follows:

Initially, we construct query-reference text pairs
(d;,d,) to serve as inputs for LLM. This setup
guides the LLM in evaluating the relevance of
documents based on the prompts provided. LLM
outputs are represented as relevance labels for the
texts (e.g., A or B). We then normalize the log-
likelihoods of outputs A and B using the softmax
function, assigning the probability corresponding
to A as the final relevance score for the document,
denoted as s(q, d;, d,). Ultimately, document rank-
ing is conducted based on this relevance score. This
ranking method effectively combines the advan-
tages of both Pointwise and Pairwise approaches,
leading to improved performance and greater com-
putational efficiency both theoretically and empiri-
cally.

3.3 Single Reference Document Selection

The selection of reference documents is a crucial
aspect of our method, as it directly influences the
quality of the final rankings. Therefore, we con-
ducted an in-depth analytical experiment using
the Flan-T5-XL model (Wei et al., 2021) on four
datasets: TREC-DL2019 (Craswell et al., 2020),
TREC-DL2020 (Craswell et al., 2021), Signal and
News (Thakur et al., 2021). NDCG@10 is em-
ployed as the evaluation metric for ranking quality
in our statistical analysis. All queries are derived
from the initial retrieval results obtained through
the BM25 method (Lin et al., 2021).

For a given query ¢, through the first stage of
retrieval, recall candidate documents with sorting
d = (di,da,...,dy). Selecting the j-th as the
reference document d,., we calculate the score for
each document score(d;,d,). We calculate the
ranking quality N (r) based on these scores. Due to
varying sorting quality across different datasets, we
apply Min-Max normalization to the results of each
dataset. The results are presented in Figure 3. It can
be observed that as the number of d; increases, the
overall ranking results tend to decline. Therefore,
we can obtain the first intentional observation.

N(r) = g(sort(score(d;,d,))) ()

fori = (1,2,...,m), r € (1,2,...
g = NDCG@10.

,m), where

Norm(NDCG@10)

o
4

e
I
2

0.19

0.1 T T T T T
15 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97

Reference document number

Figure 3: The relationship between reference documents
and sorting results.

Observation 1: Selecting the document with the
index d; located earlier as the reference docu-
ment is more likely to lead to high sorting qual-
ity.

To further determine which documents to choose
from the index d; located earlier, we analyze the
variation in ranking quality when randomly select-
ing one of the first & documents as the reference
document. The specific ranking quality is calcu-
lated as:

k

S(r)=7> N(r),re(12,....k @3

From Figure 4, it can be observed that when se-
lecting a reference document randomly from the
first £ documents, the likelihood of choosing lower-
quality documents as reference increases with the
augmentation of k. Consequently, this leads to a
deterioration in the overall ranking quality. Ana-
lyzing the average trends across the four datasets,
a significant peak is evident at k = 2. Therefore,
we can conclude that it is advisable to randomly
select one document from the top-2 as the reference
document.

3.4 Multiple Reference Document Ensemble
Strategy

Based on the identification of a reference document,
each document can be scored, allowing for multiple
evaluations of the same document through various
reference documents. Therefore, we propose to
optimize the final ranking quality of documents by
applying appropriate weighting to these scores. In
this framework, each reference document functions
as a reviewer, while utilizing multiple reference
documents represents multiple reviewers assess-
ing the same document. Theoretically, employing
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Figure 4: The variation in ranking quality when ran-
domly selecting one of the first £ documents as the
reference document.

a weighted averaging method can yield more sta-
ble and reliable evaluation results. If all reviewers
exhibit high scoring accuracy, the aggregated evalu-
ation result after weighting is anticipated to achieve
an elevated level of performance.

Given that documents positioned higher in the
ranking are more likely to yield high-quality sort-
ing results as reference documents, we conduct a
statistical analysis to examine the relationship be-
tween the quality of weighted scores M (r) and
the number of weighted documents selected in se-
quence.

M(r) = g(sort(% Z score(di,dy))) (4)
r=1

for r € (1,2,...,m), where g = NDCG@10.
The findings are illustrated in Figure 5. As the
number of sequential weights increases, the quality
of rankings shows a significant initial improvement,
which then stabilizes at a consistent equilibrium
level. From Figure 5, it can be observed that the
maximum value is achieved when the number of
weights reaches 45. Therefore, we can obtain the
second intentional observation.
Observation 2: The sequential weighting of
multiple reference documents yields further en-
hancements in ranking quality. Additionally, it
is important to note that an increasing number
of weights does not necessarily lead to better
outcomes, as there exists an upper limit.
Assuming that we adopt a sequential weight-
ing strategy to select m results for weighting.
Given that the average time complexity of the
Pairwise comparison-based quicksort algorithm is
O(nlogn), we can establish an upper bound for
the time complexity of our algorithm at O(n logn).
Our algorithm has a time complexity of O(mn),
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Figure 5: The relationship between the weighted quan-
tity of reference document order and the sorting result.

which implies that m < logn. For n = 100, this
yields m < 6.

4 Experiments

4.1 Datasets

In order to assess the effectiveness of our research,
we utilized several standard evaluation datasets
prominent in information retrieval, specifically
TREC-DL 2019, TREC-DL 2020, and the BEIR
dataset. These datasets facilitate empirical analysis
by providing a robust framework for evaluation.
To maintain the integrity and consistency of our
assessment, all query results were generated using
a BM25-based initial retrieval method (Lin et al.,
2021). From these results, we selected the top
100 candidate segments for subsequent re-ranking.
This methodological approach aligns with current
trends in mainstream research (Sun et al., 2023; Ma
et al., 2023), thereby reinforcing the relevance of
our evaluation framework.

The TREC datasets serve as established bench-
marks in the realm of information retrieval. Specif-
ically, we focused on two subsets: TREC-DL 2019,
which encompasses 43 queries, and TREC-DL
2020, which comprises 54 queries. Notably, all
queries are derived from the MS MARCO v1 cor-
pus, a comprehensive resource containing approxi-
mately 8.8 million documents.

In addition to the TREC datasets, we incorpo-
rated the BEIR dataset, which encompasses a di-
verse array of information retrieval tasks across
multiple domains. For our analysis, we selected
Covid, Touche, DBPedia, SciFact, Signal, News,
and Robust04.

The choice of these datasets and subsets enables
a nuanced examination of retrieval effectiveness
across varied contexts, thereby enhancing the valid-



ity and applicability of our research findings. The
principal evaluation metric employed in our study
is NDCG @10, which is the official standard metric
for the respective datasets. This metric not only fa-
cilitates comparability across different studies but
also lends additional authority to our experimental
results.

4.2 Implementation Details

In our study, we utilized the standard configuration
of the Pyserini Python library to generate prelim-
inary BM25 ranking results for all experimental
datasets (Lin et al., 2021). In the context of the zero-
shot re-ranking task that employs LLMs, we scru-
tinized existing literature to identify key zero-shot
prompting techniques that serve as benchmarks.
Subsequently, we conducted a systematic evalua-
tion of two distinct variants of the Flan-t5 model
(Wei et al., 2021), including Flan-t5-x1 (3B) and
Flan-t5-xx1 (11B). To better understand the impact
of different models, we further studied the currently
popular transformer decoder-only LLMs, including
Llama 3.1-8b and Qwen2.5-7b. We use the average
query latency as the evaluation metric to evaluate
efficiency. A single GPU is employed for this as-
sessment, and each query is issued one at a time.
The average latency for all queries in the dataset is
then calculated. The Pointwise and RefRank meth-
ods support batch processing, and we utilize the
maximum batch size to optimize GPU memory us-
age and parallel computation, thereby maximizing
efficiency. We carried out the efficiency evalua-
tions on a local GPU workstation equipped with an
AMD EPYC 7742 64-Core CPU, a NVIDIA DGX
A800 GPU with 80GB of memory.

Pointwise Relevance Generation (RG) (Liang
et al., 2022): The RG approach prompts the LLM
with a combination of a query and a document, sub-
sequently calculating a ranking score predicated on
the binary log-likelihood of relevance (e.g., yes/no).
Pairwise Allpairs and quick sort: We employed the
prompts created by Qin et al (Qin et al., 2023). For
quick sort, we choose bubble sort. Listwise List-
wise employs a List Generation strategy, with the
design of the prompts informed by established re-
search. We employed the prompt created by Sun
et al (Sun et al., 2023). Setwise Setwise is an effi-
cient sorting method that is achieved by selecting
the maximum from a set of lists. We employed
the prompt created by Zhuang et al (Zhuang et al.,
2024).

By categorizing and systematically evaluating

these methods, we aim to provide a comprehen-
sive understanding of the contrasting techniques
for zero-shot re-ranking and their implications in
information retrieval.

5 Results and Analysis
5.1 Ranking Effectiveness

The control results of our experiment were refer-
enced against the findings of Zhuang et al. (2024)
and Qin et al. (2023). Table 1 presents the evalua-
tion results on the TREC-DL dataset. The follow-
ing findings can be made:

1. The RefRank method demonstrates a signifi-
cant improvement compared to the Pointwise
approach, indicating that introducing refer-
ence documents as a comparative benchmark
enhances the accuracy of LLM document eval-
uations.

2. When using a single reference document, the
RefRank method underperforms relative to
the Pairwise method. However, when multi-
ple weighted approaches are employed, their
performance aligns with the Pairwise meth-
ods. This further substantiates the effective-
ness of incorporating varying reference doc-
uments to mitigate the evaluation bias associ-
ated with single-reference assessments, lead-
ing to an overall enhancement in evaluation
performance.

3. In comparison to Listwise and Setwise ap-
proaches, the RefRank method with a single-
document ranking strategy shows slightly
lower performance. Nevertheless, after adopt-
ing the reference document integration strat-
egy, the ranking improved, achieving a level
comparable to that of Listwise and Setwise
methods. This demonstrates the effectiveness
of weighting multiple reference documents.

4. An analysis of different model types reveals
that the Flan-T5 model, based on an encoder-
decoder architecture, outperforms the decode-
only architectures, such as Llama3.1-8b and
Qwen2.5-7b. This suggests that an encoder-
decoder architecture may facilitate a superior
comprehension of the query-document pairs
in document ranking tasks. Consequently,
there is considerable potential for the advance-
ment of encoder-decoder architectures in the
context of document ranking.



Table 1: On TREC-DL 2019 and TREC-DL 2020,
the overall NDCG@10 achieved by each method
is presented. The best results are highlighted in
bold and underlined, while the second-best results are
underlined.

LLM Methods DL-19 DL-20
- BM25 0.506  0.480
Pointwise-RG 0.601  0.567
Pairwise-Bubblesort 0.663 0.614
Listwise 0.652  0.660
Llama3.1-8b | Setwise-Heapsort 0.654 0.573
RefRank-Single(1) 0.669 0.601
RefRank-Multiple(5) | 0.707 0.624
Pointwise-RG 0.676  0.647
Pairwise-Bubblesort 0.510 0.481
Listwise 0.722  0.687
Qwen2.5-7b | Setwise-Heapsort 0.682  0.652
RefRank-Single(1) 0.683 0.645
RefRank-Multiple(5) | 0.688  0.656
Pointwise-RG 0.650 0.636
Pairwise-Bubblesort 0.683  0.662
Listwise 0.569  0.547
Flan-t5-x1 Setwise-Heapsort 0.693  0.678
RefRank-Single(1) 0.698  0.659
RefRank-Multiple(5) | 0.705  0.682
Pointwise-RG 0.644 0.632
Pairwise-Bubblesort 0.671  0.681
Listwise 0.701  0.690
Flan-t5-xx1 Setwise-Heapsort 0.706 0.688
RefRank-Single(1) 0.706 0.682
RefRank-Multiple(5) | 0.696  0.702

Table 2 displays the evaluation outcomes for the
Flan-T5 model on the BEIR dataset. Key findings
include:

1. Consistent with previous results on the TREC-
DL dataset, the RefRank method universally
surpasses the Pointwise approach.

2. The RefRank method performs well across
multiple datasets, illustrating the broad ap-
plicability of using reference documents as a
comparative standard.

3. The performance difference between Flan-T5-
XL and Flan-T5-XXL is not significant, sug-
gesting that both models possess comparable
capabilities in text ranking tasks. Therefore,
in practical applications, we may prioritize the
model with fewer parameters.

5.2 Query Latency

Figure 6 shows the average query latency of dif-
ferent methods using the Llama3.1-8b model on
TREC-DL 2019. We can obtain the following find-
ings.
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Figure 6: The average query latency of different meth-
ods using the Llama 3.1-8b model on TREC-DL 2019.

1. RefRank and Pointwise methods have com-
parable query latencies, significantly lower
than others. This can be attributed to two rea-
sons: first, both the RefRank method and the
Pointwise method can obtain document scores
in a single inference, allowing for efficiency
improvements through batching and parallel
computation; second, the input lengths for the
RefRank method and the Pointwise method
are relatively short, leading to faster inference
times.

2. The query latency of the RefRank method
is slightly higher than that of the Pointwise
method, primarily due to the introduction of
reference documents, which increases the in-
put length.

6 Ablation Studies

To systematically evaluate the robustness and ef-
fectiveness of the RefRank, we designed and con-
ducted a series of ablation experiments to assess
the performance of the framework from various
perspectives.

Robustness of Choosing Different Reference
Documents. In our experiments, we selected the
top-1 document for evaluation. Building on the
analysis presented in Section 3.3, we computed
the ranking results using the top-2 documents as
reference documents. As illustrated in Figure 7, the
results on both the TREC-DL and BEIR datasets
demonstrate stability, with an average fluctuation
of merely 0.34%.

Robustness of Selecting Different Weighted
numbers. In this experiment, we utilized the top-3,
top-4, and top-5 weighted documents. As shown
in Figure 8, the results across the TREC-DL and



Table 2: On the TREC-DL 2019, TREC-DL 2020, and BEIR datasets, the overall NDCG@ 10 achieved by each
method is presented. The best results are highlighted in bold and underlined, while the second-best results are

underlined.
LLM methods COVID Touche DBPedia SciFact Signal News Robust04 | Avg
- BM25 0.595 0.442 0.318 0.679  0.331 0.395 0.407 0.452
Pointwise-RG 0.698 0.269 0.273 0.553 0.297 0.413 0.479 0.426
Pointwise-QLM 0.679 0.216 0.310 0.696 0.299 0.422 0.427 0.436
Pairwise-Bubblesort 0.776 0.405 0.448 0.734 0.356 0.465 0.507 0.527
Flan-t5-x1 Pairwise-Allpairs 0.819 0.269 0.446 0.733 0321 0.465 0.540 0.513
Listwise 0.650 0.451 0.366 0.694  0.349 0.437 0.475 0.489
Setwise-Heapsort 0.757 0.283 0.428 0.677 0.314 0.465 0.520 0.492
RefRank-Single(1) 0.802 0.279 0.421 0.709  0.292 0.452 0.521 0.496
RefRank-Multiple(5) | 0.818 0.291 0.445 0.714  0.300 0.499 0.535 0.515
Pointwise-RG 0.691 0.240 0.305 0.623  0.274 0.392 0.515 0.434
Pointwise-QLM 0.707 0.188 0.324 0712 0.307 0.431 0.440 0.444
Pairwise-Bubblesort 0.744 0.416 0.422 0.725 0.351 0.473 0.524 0.522
Flan-t5-xx1 Pairwise-Allpairs 0.796 0.298 0.414 0.742 0.322 0477 0.568 0.517
Listwise 0.664 0.453 0.441 0.736  0.353 0.458 0.495 0.514
Setwise-Heapsort 0.752 0.297 0.402 0.726 0.321 0.473 0.513 0.498
RefRank-Single(1) 0.783 0.296 0.400 0.739  0.301 0.447 0.531 0.500
RefRank-Multiple(5) | 0.799 0.296 0412 0.755 0310 0.480 0.554 0.515
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Figure 7: Robustness of Choosing Different Reference
Documents.

BEIR datasets remain stable, with an average fluc-
tuation of 0.66%. Therefore, in practice, weighting
the top-3 documents can better balance efficiency
and effectiveness.

7 Conclusion

In this study, we conduct a systematic analysis
of a zero-shot document ranking approach based
on LLMs. We innovatively propose RefRank: a
simple and effective comparative ranking method
based on a fixed reference document. The core
innovation lies in the introduction of reference doc-
uments as comparative benchmarks, which effec-
tively constructs an information comparison mech-
anism between different documents, ensuring the
validity of the ranking system. Using the same
evaluation strategy as the Pointwise method en-

Weighted number of reference documents

Figure 8: Robustness of Selecting Different Weights.

sures efficiency. By leveraging the ranking infor-
mation from the initial retrieval results, the top
two documents are recommended as optimal refer-
ence documents. Moreover, inspired by ensemble
optimization, we introduce a multiple reference
document ensemble strategy to enhance ranking
quality. The effectiveness of this method has been
validated across various models. Future research
may explore expanding reference documents into
a comprehensive set and investigate the integra-
tion of LLM-generated documents with selected
references, both promising avenues for study.



Limitations

This method relies on the log-likelihood values
outputted by the model as the foundational metric
for document relevance scoring. This technical ap-
proach results in the research scope being primarily
limited to open-source model ecosystems, as these
allow direct access to the output layer’s probabil-
ity distributions. For closed-source models that
employ black-box architectures (such as certain
commercial APIs), if it is not possible to obtain the
complete probability output or log-likelihood val-
ues, then there exist adaptability challenges in the
technical implementation of this method. This lim-
itation may affect the universal applicability of the
method in industrial-grade retrieval systems, and
future research must explore compatibility solu-
tions based on confidence estimation or alternative
interpretable features.
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