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ABSTRACT

How does the choice of optimization algorithm shape a model’s ability to learn
features? To address this question for steepest descent methods —including sign
descent, which is closely related to Adam —we introduce steepest mirror flows as
a unifying theoretical framework. This framework reveals how optimization ge-
ometry governs learning dynamics, implicit bias, and sparsity and it provides two
explanations for why Adam and AdamW often outperform SGD in fine-tuning.
Focusing on diagonal linear networks and deep diagonal linear reparameteriza-
tions (a simplified proxy for attention), we show that steeper descent facilitates
both saddle-point escape and feature learning. In contrast, gradient descent re-
quires unrealistically large learning rates to escape saddles, an uncommon regime
in fine-tuning. Empirically, we confirm that saddle-point escape is a central chal-
lenge in fine-tuning. Furthermore, we demonstrate that decoupled weight decay,
as in AdamW, stabilizes feature learning by enforcing novel balance equations.
Together, these results highlight two mechanisms how steepest descent can aid
modern optimization.

INTRODUCTION

Optimization is a central driver of modern machine

learning. First-order methods are particularly com-
mon in deep learning, where models are heavily over- O
parameterized and trained on highly non-convex ob-
jectives populated with many saddle points and mul- o
tiple global minima. In this regime, the choice of op- 7
timizer is not merely about convergence speed (Pas- :?
canu et al.| |2025): different algorithms can converge =

—10| —— q =1, (SignGF)

to different solutions with markedly different prop- 0" Z;; '(5GF)

erties like generalization, sparsity, and robustness

(Woodworth et al., 2020; |Arora et al., 2019; Jacobs 10° 10" 10
& Burkholz,, 2025} (Tsilivis et al.| 2024). Time (t)

To understand the solutions that are preferred due Figure 1: Initialized close to a saddle
to an interplay between overparameterization and the
optimization algorithm, a geometric lens has proven

especially useful. It is well known that overparam-

eterization under gradient flow (GF) can induce mirror flows, changing the effective geometry in
which optimization proceeds (L1 et al., 2022). This perspective clarifies how symmetries and bal-
ance constraints are preserved, how implicit regularization emerges, and how specific design choices
— like large learning rates, stochasticity, momentum, and explicit regularization — can shape learned
solutions (Marcotte et al., 2023; |[Kunin et al.,|2024; Gunasekar et al.,[2017; [Woodworth et al.,[2020;
Pesme et al.|[2021}; [Even et al., [2023} Jacobs & Burkholz,|2025; Jacobs et al., 2025bj; |[Papazov et al.,
2024; [Wang & Klabjan| [2024; |Tarzanagh et al., 2023). Yet, most theories still center on gradient
descent/flow, while modern practice in fine-tuning often operates in a setting where plain (Stochas-
tic) Gradient Descent (SGD) with small learning rates underperforms. In contrast, Adam (Kingma
& Bal, [2017) or AdamW (Loshchilov & Hutter, 2017) variants routinely deliver more robust and

stronger results.

point, sign gradient flow (SignGF) con-
verges faster than gradient flow (GF).
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Figure 2: Illustration of different steepest mirror flows (with varied ¢). On the left side, the metric
exponent is shown dependent on the associated depth. A high metric exponent increases the diffi-
culty to escape zero and the instability of the flow. The right side illustrates saddle escape by plotting
the solutions of the ODE’s corresponding to the metric exponents, dz; = x{dt, with zg = 0.1 (from
the origin). Concluding, SignGF does not get stuck near saddles and still allows feature learning by
entering the green strip in the plot on the left, effectively inducing sparsity.

Why do modern adaptive methods work so well in fine-tuning, and what solutions do they favor? We
approach this question by analyzing overparameterization and steepest descent methods via their
resulting steepest mirror flows. Concretely, we study an optimizer family indexed by ¢ € [1,2]
that interpolates between GF (¢ = 2) and SignGF (¢ = 1), where the latter closely related to
sign-based methods exhibiting Adam-like behavior. Working in this broader geometric setting is
technically more challenging than for gradient flow, as we lose the inner product structure, making
the optimization process operate in a Banach instead of a Hilbert space.

Following Nam et al.| (2025)’s call for simple, analytically tractable models that nevertheless reflect
common phenomena, we focus on deep diagonal reparameterizations (a simplified diagonal proxy
for the dynamics of K between the K key and () query matrices in attention at depth (L = 2))
and diagonal linear networks. Within this setting, we derive new balance equations that characterize
the induced mirror flows and the metric exponent governing dynamics as a function of depth (see
Figure [2). This reveals a significant qualitative difference for varying ¢: steeper descent (smaller
q, approaching SignGF) facilitates saddle-point escape and feature learning, while GF (larger ¢q)
typically requires unrealistically large learning rates to escape saddles (Pesme & Flammarion, 2023;
Du et al., 2017), which is uncommon in fine-tuning. Here feature learning refers to induce sparsity
in the learned representation. Moreover, we show that decoupled weight decay (AdamW) controls a
different balance equation from GF, which stabilizes feature learning without driving the dynamics
into high-exponent regimes that impede saddle escape. These findings are in line with empirical
observations.

A scenario for which the implicit bias is known is classification on separable data. Recently, in this
setting, max-margin characterizations have been derived for steepest descent (Tsilivis et al., 2025)
and Adam (Zhang et al., [2024), establishing an L.,-margin for both SignGF and Adam. However,
this margin does not see the full geometry induced by overparameterization, as our analysis shows.
For diagonal deep networks, the L..-margin would be independent of depth, whereas our findings
reveal that the margin actually depends critically on depth through the geometry that controls feature
learning by the metric exponent (see Figure [2)) where a larger metric exponent leads to a sparser
representation.

We validate these predictions for linear regression and separable binary classification, demonstrat-
ing ground-truth recovery and the predicted saddle-escape behavior. Fine-tuning experiments on
standard vision tasks and LLM adaptation further corroborate the generality of our insights. Empiri-
cally, we find that Adam-like steepest flows escape saddles faster and achieve stable feature learning
at small learning rates. Decoupled vs. coupled weight decay exhibits the anticipated sparsity and
stability trade-offs, aligning with our balance-equation analysis.

Contributions.
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¢ Steepest mirror flows for a family of reparameterized steepest flow dynamics. We
develop a framework connecting reparameterizations to steepest mirror flows for a family
of steepest descent methods in separable settings, combining steepest descent and mirror
geometry.

* Qualitative gap between GF and SignGF. For deep diagonal reparameterizations, we
prove that steeper descent (lower ¢) simultaneously escapes saddles faster and supports
feature learning, whereas GF requires time rescaling / large learning rates to achieve com-
parable escape.

* Decoupled weight decay for stability and sparsity. We show that AdamW-style decou-
pled weight decay enforces distinct balance equations from GF, yielding more stable feature
learning and needs higher depth for sparsity.

» Empirical validation in fine-tuning. We corroborate our theory for diagonal linear models
by fine-tuning vision models and LLMs, highlighting (i) faster saddle escape with Adam-
like flows and (ii) the predicted differences between coupled vs. decoupled weight decay
for sparse, reparameterized training.

2 RELATED WORK

Mirror flow and reparameterizations Specific reparameterizations trained with gradient flow in-
duce a mirror flow Li et al.|(2022). This finding has been used to describe the implicit regularization
induced by overparameterization (Azulay et al.,[2021;|Vaskevicius et al.||2019; Zhao et al., 2022} [Li
et al., [2021; [Gunasekar et al.| 2017; Woodworth et al., 2020), explaining, why highly overparame-
terized neural networks can generalize well despite the risk of overfitting. Even the effect of large
learning rates, stochastic noise, explicit regularization, and momentum can be covered by the theory
(Pesme et al., [2021} [Even et al., [2023} Jacobs & Burkholz, [2025; Jacobs et al.,|2025b; |[Papazov et al.,
2024). Generalizing these results that apply to gradient flows, we extend the mirror flow analysis to
steepest flows. This includes sign gradient descent, which has a similar implicit bias as Adam (see
Appendix [A). As a highlight, we characterize the mirror flow stability with respect to the depth and
type of descent algorithm. From a technical point of view, our derivations overcome the challenge
that, unlike gradient flows that operate in Hilbert spaces, steepest descent algorithms live in Banach
spaces. (Banach spaces have less mathematically convenient structure, as norms but not necessarily
scalar products are defined.)

Application of reparameterization to sparsity Recent work has used the implicit bias of repa-
rameterizations to induce sparsity. (Jacobs & Burkholz, |2025; |Gadhikar et al., |2025}; Jacobs et al.,
2025a)) employ the mirror flow framework for gradient flows to guide the (re-parameterized) train-
ing dynamics, which are controlled by explicit regularization (Jacobs et al. [2025b). The analysis
is centered around vision benchmarks where stochastic gradient descent with momentum is usually
preferred over Adam. Kolb et al.|(2025)); Ziyin & Wang|(2022)) also exploit that reparameterized loss
functions with Lo-regularization are equivalent to a differently regularized optimization problem in
the original parameters. Combining deep pointwise reparameterizations with weight decay, |Kolb
et al.| (2025) observe that higher depth leads to extreme sparsity and performance degradation. For
sign gradient descent we show that decoupled weight decay, in contrast, actually needs higher depth
to induce sparsity. This reveals a key difference between coupled and decoupled weight decay.

Steepest descent and saddles Recent studies have revisited steepest descent as a unifying lens for
understanding optimization in modern machine learning. [Fan et al.|(2025) and Tsilivis et al.| (2025)
analyze the implicit regularization induced by different steepest descent algorithms in classification
settings with separable data, showing that the iterates approach a particular max margin solution.
Building on this line of work, [Large et al.|(2024)) and [Bernstein & Newhouse| (2025)) highlight how
modular duality provides a basis for steepest descent based algorithm design. A similar max margin
implicit bias characterization has been provided for adaptive algorithms, including Adam (Zhang
et al.| [2024). For AdamW, the effect of decoupled weight decay on implicit bias can be expressed as
a bound on the L., norm for general objective functions (Li et al., |2025). The convergence of sign
gradient descent, an optimizer with implicit bias similar to Adam, has also been studied, connecting
its behavior to Lipschitz smoothness and yielding looser convergence bounds than gradient descent
(Balles et al.,|2020), with comparable rates in settings with unbounded smoothness (Crawshaw et al.,
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2022). As we show, overparameterization can lead to faster convergence for sign gradient flow than
for standard gradient flow, which we attribute to better saddle point escape.

In finetuning, a small learning rate is preferred to not alter the representation to much too prevent
catastrophic forgetting (Zhou et al.,|2025)). This clashes with the fact that saddle point escape needs
time rescaling in gradient flow dynamics (Pesme & Flammarion, [2023). Note that different mecha-
nisms that have been shown and studied allowing for saddle point escape are large learning rate and
noise perturbation (Jin et al., 2017} |[Fang et al.l 2020; Roy et al.| [2020). In contrast, our analysis
reveals a different mechanism which only relies on the geometry of the dynamics. As we show in
experiments (Figure [5a), SGD with a small learning rate can not escape saddle points while Adam
can.

Conservation and algebraic invariance The reason why reparameterizations can induce a mirror
flow is that gradient flow satisfies symmetries that do not change during training (Marcotte et al.,
2025} 2024; 2023)), i.e. so called balance equations. The scale and the relative scales of these
invariances are important. Note that the relative scale is also referred to as A-balance (see Definition
. A slight initial imbalance can support feature learning, according to (Kunin et al., 2024). The
gradient flow of deeper networks has also been studied under balanced invariance as a dynamical
system |Arora et al.| (2019); (Gadhikar & Burkholz| (2024); |Gadhikar et al.| (2025); Boursier et al.
(2022). Even exact solutions have been derived for two layer networks using a Ricatti equation
(Dominé et al., 2024; [Saxe et al., 2014; | Xu & Ziyin, [2024). Less is known about steepest descent
algorithms. We show that the relative scale for steepest descent optimizers can differ significantly,
explaining, why sign gradient descent can train relatively faster than gradient descent.

3 BACKGROUND: REPARAMETERIZATION AND MIRROR FLOW

Consider minimizing a continuously differentiable objective f € C* (R™,R). This can be accom-
plished with gradient descent: xx11 = 2 — NV f(zk), To = Zini, Where 57 > 0 is the learning rate.
We study the resulting flow by taking the learning rate  — 0, resulting in the differential equation:
dxy = =V f(x)dt, xg = Tinit-

Reparameterizations and mirror flow Training reparameterizations of = with gradient flow have
been connected to mirror flows (L1 et al., 2022; Jacobs et al., [2025b). (See Appendix [g for a sum-
mary). Concretely, consider the reparameterization g € C'(M,R™), assuming that M is a smooth

manifold. This corresponds to the gradient flow: dw; = —V,,f(g(w))dt, wo = win;. Under
suitable conditions, this can be described by a mirror flow:
dV.R(x) = —Vauf(zy)dt,  To = Tini, (1

where R : R” — R is a Legendre function (see Definition [3.I). A mirror flow can control the
implicit bias (Sun et al.| 2022} |[Pesme et al., 2024; |Gunasekar et al., [2018), i.e. the type of solution
we converge to.

Definition 3.1. (Legendre Function, Definition 3.8 ((Li et al., 2022))) Let R : R — R U {cc} be a
differentiable convex function. We say R is a Legendre function when the following holds: 1) R is
strictly convex on the interior of its domain int(domR). 2) For any sequence {x;}$°, going to the
boundary of domR, the gradient diverges, i.e. lim;_, o HVIR(l‘l)H%z = 00.

Example 3.2. Let the reparameterization g : R™ x R” — R" be a deep diagonal linear network
g(m,w) = m ® w or equivalently g(m,w) = diag(m) diag(w). Assuming |w; init| < M init the
corresponding Legendre function is:

L ¢ 4,ini 4,ini
R(x) = 5 Z x; arcsinh (i) - \/m — z; log (H) 7 2
7‘6[”] v 7,1ni ,ini

where \; = m?; — w? ;. This corresponds the hyperbolic entropy which interpolates between

Li-norm (A — 0) and Le-norm (A — oo) implicit bias (Woodworth et al., [2020). Moreover, R is
also a Bregman function [B.9] which is a property necessary for convergence

In Example A controls the relative scale. This is connected to the preserved balance by gradient
flow. Similar balance equations exist for products of matrices. The small scale is associated with
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sparsity and with this inducing feature learning. Furthermore, the reparameterization can be used
as a proxy for the key K and query ) matrices in attention (Tarzanagh et al., 2023; |Jacobs et al.,
2025b; Marcotte et al., [2025)).

Definition 3.3. A product of parameters m € R™ and w € R™ is called A—balanced iff m? — w
A1,,, where we used the convention m? = m®?, i.e., element-wise multiplication and 1,, the all one
vector.

2:

Marcotte et al.[(2023) have shown that, if Definition is satisfied, then balance is preserved under
gradient flow for the more general matrix case. In other words, the parameters stay A-balanced
during training. This establishes a connection between mirror flows and the balance equation.

Implicit bias and linear regression For mirror flows, the implicit bias for linear regression tasks
can be characterized for general data sets. Let {(z;,v;)}%_; C R™ x R be a dataset consisting of
k samples with n features. The output of a linear model with parameters z on the i-th data is 2z} z.
The goal is to solve the regression to predict the target vector Y = (y1,¥s,...,yx)" based on input

vector Z = (z1, 22, . . . , 2 ). The next theorem establishes a mirror flow in this setting.
Theorem 3.4. (Theorem 3.9 (Li et al.l 2022))) Given (Z,Y), suppose the objective f(x) is of the
form f(x) = f(Zx) for some differentiable f : R™ — R. Initialized at ©o = Ty, assume that the
mirror flow Eq. converges 10 T = limy_, oo T, Which satisfies Zxo, =Y, then

Dg(%sc,v0) = min Dg(x,x0), where Dg(z,x0) := R(x) — R(x0) — (Vo R(20),x — x0).

zeR

D, is also known as the Bregman divergence (Definition with respect to R.

Theorem [3.4] associates the Bregman divergence Dy with the limits of a mirror flow. In Example
if R is the hyperbolic entropy (Eq. (2)), a balancing constant A — 0 induces a feature learning
regime and controls the strength of the induced sparsity bias. In conclusion, the reparameterization
and A\ allow us to control the implicit bias.

Inducing sparsity with reparameterizations Reparameterizations have been used to induce spar-
sity in deep learning architectures (Ziyin & Wang,|2022; Kolb et al., 2025} Jacobs & Burkholz, 2025)
by exploiting the equivalence between the following optimization problems:

. 2 2 .
i f(m©w) +a(|lmllz, +lwllz,) and min f(z) + 2allz]|z,.

Hence, their local minima correspond to each other, see (Theorem 2 in (Ziyin & Wang} 2022)).

4 'THEORY: STEEPEST MIRROR FLOW AND DEEP REPARAMETERIZATIONS

To characterize the difference between modern optimizers Adam (~ SignGF) and SGD (=~ GF), we
study reparameterized steepest flows as steepest mirror flow. Our analysis is especially relevant for
the finetuning setting, where small learning rates are used.

Steepest flows We consider a class of algorithms that is based on steepest descent with respect to
the L, norm. These are captured by the unnormalized steepest flow:

dry = —sign (sz(xt)) ® |wa(ajt)|q_1dt, Lo = Tinit, 3)

where ¢ satisfies % + % = 1. Most interesting to us are gradient flow (GF) p = 2 (¢ = 2) and
sign gradient flow (SignGF) p = oo (¢ = 1), which is a proxy for Adam (see Appendix B]) On a
technical note, we mention that the unnormalized flow is equivalent to the normalized flow up to a
time rescaling (see Appendix [B]). The solution to the studied ODE does not have to be unique but can
be interpreted in the Filippov sense (Filippovl [1988). In this setting, (Gunasekar et al.| (2018)) argue
that a similar implicit bias characterization as in Theorem [3.4]is not possible, except for p = 2,
which corresponds to standard GF. Accordingly, this is also not possible for reparameterizations
trained by Eq. (3). However, we can still study the induced dynamics to analyze the feasibility of
feature learning. Our main objective is to make qualitative statements about the dynamics such as
saddle point escape, stability and the effect of decoupled weight decay.
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Steepest mirror flows Consider a Legendre function R (Definition [3.I). A steepest mirror flow
with respect to the L,, norm is given by:

AV, R(x;) = —sign(Vo f (1)) © [V f ()| 7 dt, Lo = Tinit- 4)
For this class of flows, we can show convergence using the second order condition of coercivity as
in Definition4.1] i.e. the inverse Hessian is bounded from below by a positive constant.
Definition 4.1. We call a function R € C? (R, R) inversely pi—coercive iff there exists a constant
> 0, the coercivity constant, such that for all z € R™:

e VAR (2)z > pl|zl[Z,.

Theorem 4.2. Let R : R™ — R be a seperable Bregman function (Definition that is inversely
p-coercive (Definition . Moreover, assume that the set {x € Dom R : min f(x)} is non-empty
and there exists a constant B > 0 such that for all t > 0, |0; f(x+)| < B for all i € [n]. Then the
loss decays and satisfies:

[ Il < (o) = a0/ (137%)

Assume that f € C1(R™,R) is strongly convex. Then for the iterates of Eq. (E]) converges such that
we have limy_, o, x; = x* where x* is the unique minimizer of f with linear rate qu’zA.

Proof. The proof follows from tracking the evolution of the loss f and the observation that for
strongly convex functions the sign is only zero when the minimum is reached (see Theorem [E.T).

Theorem highlights the dependence of the convergence rate on the coercivity constant. As we
will show, the coercivity will effectively correspond to how hard it is to escape the saddle point set.

Deep diagonal reparameterizations For the deep diagonal reparameterization given by = =
g(w) = X w;, as in Example we can study the steepest flow with respect to the L,, norm
with decoupled weight decay as in AdamW (Loshchilov & Hutter} [2017) with  + ¢ = 1. The flow

is described for each i € [L] by:
dw; s = —sign (Vu, f (9 (wir)) © |V f(g(wie) |9 dt — cw; 1dt Wi 0 = Wiinit-  (5)

As additional result, we show that all separable steepest mirror flows have a corresponding reparam-
eterization in Appendix [G]
Deep diagonal parameterization have inherent saddle points as characterized next by Theorem[4.3]

Theorem 4.3. Assume that V. f(0) # 0. Then, in addition to the saddle points of f, the deep
diagonal reparameterization x = g(w) = 1% w; introduces saddle points at:

S = {(wl,...,wL) 2 Vijem) wi = w; =0, wy #Ofork;éi,jandi#j}.

Proof. Apply the saddle point condition from Definition (see Theorem|[D.2).

Theorem [4.3] implies that small initializations are close to the set S. Our next derivation shows
how steepest mirror flows can escape such saddle points. The escape rate depends on the following
balance equations, which are satisfied by the dynamics.

Remark 4.4. The points of the set .S would not be saddle points of the regularized dynamics with
coupled or decoupled weight decay. However, as we will see, the metric would still be smaller for
larger ¢ indicating that escaping from near the set S would be harder for GF (¢ = 2) than SignGF

(g=1).

Balance equations The balance equations of the next lemma are needed to derive a mirror flow.
Lemma 4.5. Consider steepest descent with respect to L,, and weight decay, with % + % = 1. Then,

for a deep diagonal reparameterization, i.e., v = g(w) = I, w; satisfies the following balance
equation for t > 0 almost everywhere:

t
[wi |7 — Jw;j ]! = (Jwio|? — |wjo]?) exp (—q/ asds) foralli,j € [L]. (6)
0
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Proof. It follows from deriving the evolution of the left hand side of Equation (T3] (see Lemma|[E.2).

Lemma [4.3]leads to the following natural extension of Definition [3.3]

Definition 4.6. A product of parameters m € R™ and w € R™ is A — L,-balanced with % + % =1,
iff
ml|? = [w]? = AL,

where I,, € R" is the all-one vector.

We illustrate Def.[4.6]in Fig. [3] Observe that for smaller ¢, we can move faster away from the origin
in both parameters. Note, there is no analogue that holds for general deep reparameterizations, as
recently shown by [Marcotte et al.| (2025) for ¢ = 1.

Remark 4.7. We focus on a fixed value A for all x € R™. However as the analysis is pointwise,
therefore, we can have different values for A per parameter.

Saddle escape and stability The next theorem shows that the invariances above induce a steepest
mirror flow when weight decay is turned off. This allows us to quantify the coercivity constant and
also the stability of the dynamics. Furthermore, we can derive explicit expressions for the seperable
Bregman functions by considering A = 0 or L = 2.

Theorem 4.8. Initialize a deep diagonal reparameterization such that it is A — Ly-balanced for a
A > 0 with respect to the first parameter wi. Then, steepest descent satisfies a separable Ly-mirror
flow almost everywhere:

AV, R, 1(x:) = —sign (Vo f (21)) © [Vo f(2)|" dt, 20 = T,

where Ry, 1 : R" — R" is a seperable Bregman and Legendre function when q% < 1 completely
characterized by the balances of LemmaW|.3| For L = 2, we explicitly get

1

4lz|T + N2
VAlz|

Proof. First, express the metric in terms of |wy|? us-
ing the derived balances. Second, use the implicit

VE:RLIHQ(.I) =

function theorem to express |w1|? as a function of x 04

and A. For L = 2, we can do this analytically using

the quadratic formula. To show Ry, 1, is Bregman we

use the properties of function VQRZi 1, such as being 02

separable, bounded from below, asymptotic behavior

near the boundary and being an even function. (Full =00

proof see Theorem [E.3])

Corollary 4.9. For a A\ — L, balanced initialization, —02 .

steepest descent has coercivity constant i = A1, T gz 1 flgnGF)
. 4 q=2(GP)

Corollary .9 allows us to directly apply Theorem[4.2] \ ' /

for stable configurations such that q% < 1. Fur- —04 02 (,)T? 02 0.4

thermore, at face value, Corollary @l could indicate

that all steepest descent methods have the same coer- Figure 3: The balance equation for ¢ €
civity constant. However, the same initialization cor- {1, 1.5, 2} and initialization m = 0.1, w =
responds to very different A values for different p. 0. Observe that the (curved) path away

Corollary 4.10. Initialize the reparameterization 1O theinitialization to a pointon the curve

such that wi = 0 and w; = 1,\ > 0. Then, training "W = * with 2 = £0.1 (in the plot) is
in Eq. is A\ — L, balanced and ji = A\a(L—1) shorter for smaller ¢, indicating faster sad-
P dle escape.

Proof. Plug into Eq. (T3] in Lemma[.3]

Corollary .10]indicates that, for smaller ¢ and thus larger p, we indeed have a large coercivity con-
stant and therefore can escape the saddle set S faster. For small ), the coercivity constant dominates
the escape rate, as shown in Figure m
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Remark 4.11. The case p = oo, L = 2 corresponds to the same mirror map structure as smoothed
sign gradient descent in (Wang & Klabjan, [2024).

For deeper insights into the dynamics, we are also interested in the shape of the Bregman function
and its metric exponent, as defined next. This we can derive explicitly in case of A = 0.
2R~ ()

n
EE -

Definition 4.12. m is called metric exponent, if lim ;| _, = cfor a constant ¢ € (R™)

Lemma 4.13. For L > 2 and \ = 0, we have:

. ifm:q%:l:

Ry, (z) = % > (wjlog(a;) — x; — x5l0g(w)0))

L—-1
1 |z, 1
R = 73 - qdq ] q( 1) .
vaL(x) L—(L-1)q z : ((q q+2) 'erJ70|xJ70 v

JE[n]

Ifm =1, Ry, 1 is a Bregman function with metric exponent m on the domain Rsig(@1,0) % x
R¥&(#n.0)  Ifm < 1, the domain is R". Otherwise, Ry, 1 is not a Bregman function.

Proof. 1) Derive the inverse metric in terms |x|. 2) Integrate the metrics twice and use that
V.R(zo) = 0. (See proof of Lemmal|E.4]).

Theorem[d.8|and Lemmad.13|reveal a key distinction between GF (~ SGD) and SignGF (~ Adam).
For GF with balanced initializations at higher depth, the smoothness condition of the Bregman
function is not satisfied, but it is for SignGF. This distinction has implications for the stability of
the dynamics. Accordingly, SignGF cannot escape beyond the boundaries of the Bregman function,
making it more stable. This is captured by Corollary 4.14] and highlighted for metric exponents in
Figure 2{b), characterizing the stability of the dynamics.

Corollary 4.14. If A > 0, then for p = 2, only L = 2 is a valid Bregman function. Furthermore,
forp = o0, L > 2 are all valid Bregman functions. For p < 2, there is no valid Bregman function.

Recall that A needs to become very small for feature learning as it has to approximate the Bregman
functions in Lemma[4.13|to induce sparsity. This we can accomplish with weight decay as shown in
Lemma

The effect of weight decay For gradient flow, the effect of explicit regularization can be integrated
into a time-varying mirror flow (Jacobs et al.,|2025b). For steepest flows, we can only study the Rie-
mannian gradient flow, or, more specifically, the induced regularization on the manifold generated
by the separable metric tensor V2 R. This informs us how regularization is affected by the geometry.
Definition 4.15. For the regularizer h(z) = 3 ;c(, hi(x;) with each h; € C'(R,R), the on
manifold regularizer with respect to a separable L,, steepest mirror descent characterized by R is
Mo () := Zie[n] f‘r 0?2 R;(;)0;hi(x;)dx;, such that we have

AV, R(x;) = —sign (Vo f (1)) © [V f ()| dt — Vo Myeg(z)dt, To = Tinit-

Theorem 4.16. Assume a) m = q% # 2o0rb)m = q% = 2. The manifold regularizer for
decoupled weight decay with L, steepest descent on the manifold for a reparameterization of depth

L with balanced initialization (A = 0) is: a) m Eie[n] \%‘\2_4% orb) Zie[n] log(|z;]).

Proof. Use ViR from Corollaryand use 9;h;(x;) = Lz;. (See Theorem ) O

Example 4.17. For ¢ = 2 (GF) and L = 2, we recover ||z||1, as on manifold regularizer like Jacobs
& Burkholz|(2025). For finite depth L, we get a || - ||, sparsity bias for ¢ = 7%=, implying that for
q = 1 (SignGF) we get L — oo.
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Table 1: Comparison of the effect of cou-
In Theorem {.T6] we assume a balanced initialization pled or decoupled weight decay ( M) for
(A = 0). However, with sufficient amounts of weight two reparameterization depths, namely,
decay, we know A — 0 “fast enough” during training (L = 2,L = o0). Note that the infi-
according to Lemma4.5] Hence, our insights generally pite depth would lead to a non-convex log-
also apply to A > 0. arithmic regularizer (log) in the coupled

Example establishes for SignGF (¢ = 1) that we C¢ase, potentially leading to instability.
need L — oo to induce sparsity with explicit decoupled

weight decay. This stands in stark contrast to coupled Coupled | Decoupled

weight decay, which would induce extreme sparsity, as ¢ = 1 (SignGF) | (L, log) (L% ' L1)
shown in Theorem 1 by [Kolb et al.| (2025). Table E] qg=15 (L1,log) (L%L%)
provides an overview of the effect of weight decay on q =2 (GF) (Ly,log) | (Lq,log)
the induced regularization M., for L = 2 and L = ooc.

Note that these results imply that the respective flow cannot correspond to a time-varying steepest
mirror flow, except for ¢ = 2 (GF), which is covered by Jacobs et al.| (2025b). This follows from
Corollary [E.6] in the appendix, according to which the manifold regularizer M, ., would need to
match weight decay, which is impossible for ¢ # 2.

5 EXPERIMENTS

The purpose of our experiments is to substantiate our
theoretical findings. First, we verify our theoretical
predictions on deep diagonal linear networks. Next,

we show how our predictions hold in practical settings 1
such as reparameterized sparse training and finetuning
of vision and language models. In Appendix we
study the natural invariance extension of Definition 4.6|
for matrices and ablate the matrix product formed by
the @) query and K key matrices in attention (as men- 1k L=l
tioned in Example [3.2) for a family of LLama mod- — L-=10 L-margin
els (Grattafiori et al.l [2024). In practice, gradient flow 0 20 40 60 80 100
is implemented as gradient descent with small learning Features N

rate (i.e. n = 0.0001 in Fig.[I]and = 0.01 in Fig. ).

L -margin

Figure 4: The L., —margin for Adam with
high and low depth L. The green region

Diagonal linear network In line with our theory, we . <.
indicates the non-zero ground truth fea-

consider a diagonal deep network z = IT£_;w; for re- )
. . . . . tures. Higher depth leads to sparse ground
gression and binary classification with respect to the truth i ith Corollary A 13
mean squared error or exponential loss, respectively, z* U Fecovery i fine with Loro ary .13}
denotes the sparse ground truth. This setting corresponds to Theorem and Theorem Our
initialization follows Corollary [4.10|for a small A close to the saddle point set S. For the experimen-
tal details, see Appendix [[land [F|

In Fig.[T] we first illustrate Theorem[4.2]by reporting the overdetermined setting for linear regression
with k£ = 300 > n samples, n = 100 features, and depth L = 3. With high probability this ensures
the existence of a unique minimum, that is, strong convexity. We observe that it takes significant
more time for gradient descent with small learning rate to escape the saddle point initialization and
reach the global minimum. For higher depth, this effect is intensified, as can be seen in the abla-
tions in Appendix I, where we also consider coupled versus decoupled weight decay to demonstrate
Lemma[.5]and study the effect of less data and small batch size in detail.

In the classification setting, we consider £ = 80 samples and a sparse ground truth (see Appendix
[F). Fig. @] shows how higher depth leads to sparse ground truth L..-margin recovery. This is in
line with Corollary [d.13]for SignGF (~ Adam), where higher depth corresponds to a higher sparsity
inducing Legendre function. This geometric bias was not covered before by max-margin results, as
illustrated in Theorem Moreover, margins of SignGF and GF are compared in Appendix [F

Finetuning scenario Fig.[5(a) illustrates a mechanism by which Adam can outperform SGD in a
fine-tuning vision task, despite SGD typically achieving better performance in vision pre-training
scenarios. The top 50 eigenvalues of the Hessian spectrum were calculated with software from
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1.04
2 SGD, n=0.001
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7§ 051 SGD,n=0.8 600011}
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g \ — AdamW
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:
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Eigenvalues Epochs

(a) Top 50 eigenvalues of Hessian at solution ob-  (b) Li norm of the weights during training for Adam
tained by SGD and Adam after finetuning on CI-  with coupled weight decay strength le — 4 and
FAR10. SGD with small learning rate has difficulty = AdamW with 1le — 1. The dashed lines correspond
escaping the saddle point in contrast to Adam. to depth L = 10 and solid lines to L = 2.

Figure 5: Eigenvalue spectra in finetuning for an ImageNet pretrained ResNet-18 on CIFAR-10 (a)
and weight sparsity in reparameterized training for a ResNet-20 on CIFAR-10 (b).

(Golmant et al., 2018)) for a ResNet-18 pretrained on ImageNet (Deng et al., 2009) after fine-tuning
on CIFAR-10 (Krizhevsky} [2009). They highlight how far the optimizer has moved away from the
initial saddle point. We observe that Adam exhibits fewer and weaker negative eigenvalues, indicat-
ing that it escapes saddle regions more effectively than SGD, while achieving higher performance.
In Appendix [K| additional ablations are provided, including additional experiments on the Flowers
dataset (Nilsback & Zisserman, 2008). The validation accuracy is reported in Table which shows
that Adam outperforms SGD with both small and large learning rate. The specific learning rates are
given in Appendix [K]

Table 2: Validation accuracy for finetuning ResNet18 on CIFAR-10 and Flowers.

Metric SGD (smallIr) SGD (large Ir) Adam (small Ir)
CIFAR-10 | 19.15+2.82 93.60 £+ 0.38 95.19 +£0.21
Flowers 1.22 +0.53 62.13 £ 1.10 80.50 £+ 1.38

Sparsification Next, we analyze how decoupled weight decay alters the sparsity bias in a repa-
rameterized ResNet-20 trained on CIFAR-10. As shown in Figure5[b), AdamW exhibits a sparsity-
inducing effect only for very deep reparameterizations and sufficiently large weight decay, aligning
with Table [I} The effects of weight decay strength and reparameterization depth are reported in
Appendix [J]and the validation accuracy in Table [6]

6 DISCUSSION

We have studied training dynamics through a geometric lens that derives mirror flows for a fam-
ily of steepest-descent optimizers, moving beyond gradient flow into a Banach space setting. This
framework clarifies how optimizer geometry interacts with architectural choices (e.g., attention and
reparameterizations). While our analysis applies to deep diagonal reparameterizations, we corrob-
orate its relevance more broadly via fine-tuning experiments on LLM and vision tasks. The theory
yields concrete, testable predictions that match practice: Compared to gradient flow GF (~ SGD),
sign gradient flow SignGF (~ Adam) escapes saddles faster, is more stable at small learning rates,
and behaves differently under decoupled weight decay, as inducing sparsity with decoupled decay
requires deeper reparameterizations. These insights translate into actionable levers for efficient fine-
tuning: Select optimizer geometry to control saddle escape and tune depth to target sparsity. We
view this as a step toward co-design of optimizers and architectures, and a foundation for extending
our analysis to non-diagonal models and discrete, stochastic training.

10
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REPRODUCIBILITY STATEMENT

For the theory, detailed proofs have been provided for the main statements in Appendix [E| and
used previously known statements have been provided in Appendix [B| and |C} Additional derived
statements are provided in Appendices[D] [F} and[G] For the experiments, the details are provided in

Appendices[F and[I, ] and

LLM STATEMENT

To improve fluency of the text sentence level editing has been done using large language models.
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A EQUIVALENCE BETWEEN SIGNGD AND ADAM

We recall the optimization algorithms Adam (Kingma & Bal [2017) and SignGD here to highlight
their connection. Moreover the equivalence SignGD with coupled and decoupled weight decay is
mentioned. We can set ¢ = 0 and $; = (2 = 0 in Algorithm [1} then we recover Algorithm
Similarly we recover the equivalence of AdamW (Loshchilov & Hutter, 2017) and SignGD with
decoupled weight decay. Note that just setting e = 0 already gives us a sign like update as well.
Note another related optimizer is LION which is sign gradient descent with momentum (Chen et al.,
2023).

Algorithm 1 Adam with Coupled (1) and Decoupled (a3) Weight Decay

1: Input: parameters z, learning rate 7, decay rates 31, B2, € for stability, weight decay coeffi-
cients o, Qo

2: Initialize mqg < 0, vg < 0,1t < 0
3: while not converged do
4: t—t+1
5. Compute gradient:
gt < Vo f(xi—1) + a1xi
6:  my < fimy_1+ (1 —B1)ge
7: Ut = Bovi—1 + (1 — B2)g}
8: mt<—mt/(1—ﬂf)
9: UtF’Ut/“.*/Bé)
10:  Update rules:
11: Coupled (Adam + av1):
t
Ty Ty_1 — 7
t t—1 ]\/EJrG
12: Decoupled (AdamW + as):
my

T <= Tp—1 — 1N —= — Na2x—1
VU + €

13: end while

Algorithm 2 SignGD with Coupled («;) and Decoupled (a2) Weight Decay

1: Input: parameters xq, learning rate n, weight decay coefficients o, ao
11+ 0
while not converged do

t—t+1

Compute gradient (with coupled a):

PANE b

Gt < Vaf(xi—1) + oqwiy

6:  Update rules:
7: Coupled (SignSGD + a):
Ty < 241 — nsign(ge)
8: Decoupled (SignSGD + a):
Ty w1 — nsign(Vy f(zi-1)) — nagzi—q
9: end while
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B CONVEX ANALYSIS, LINEAR REGRESSION, AND CLASSIFICATION

In this section we recall definitions from convex analysis and known results from the implicit bias
literature.

Convexity an PL inequality For convergence to a minimizer the objective function needs to sat-
isfy some condition. Two common ones are convexity and the PL-inequality. Note that strong
convexity implies both.

Definition B.1 (Convex Function). A function f : R™ — R is convex if for all x,y € R" and

6 €[0,1],
f(0z+ (1= 0)y) <0f(x) + (1-0)f(y).

Definition B.2 (Polyak-t.ojasiewicz (PL) Condition). A differentiable function f satisfies the PL
condition with parameter A > 0 if

LIVef @) > A(f) ~ £) forallz,
where f* = inf, f(x).

Steepest descent The family of steepest descent algorithms generalizes classical gradient descent
to arbitrary normed optimization geometries. We consider the same setting as in (Tsilivis et al.,
2025). Given a norm || - || with dual norm || - ||.., the steepest descent update for loss f(x) is defined

as
ZTir1 = T + Az, where Az, = ar (u, Vo f(xy)). @)

g min
el <NV f ()l

When ||-|| = ||-||2, this reduces to the familiar gradient descent method. More generally, the steepest
flow in continuous time is given by

d
d—‘f c {arglum'n (u,9t) : gt € 3f($t)}7 ®)

i
[<llgell«

where 9g(0;) denotes Clarke’s subdifferential (Definition [B.4) to allow for non-differentiable acti-
vations such as ReLU. For the L, norm this reduces to:

Ay = — sign(V, f(22)) © [V F@)l - Vo f @Ol 0dE 20 = T,
where ¢ satisfies % + % = 1. Now define a time rescaling 7 = fg vaf(xs)Hi;qu giving:

dr, = —sign(V,f(z,)) © |V f(z,)|* tdr 20 = Tinit-

This recovers the flow investigated in the main text.

Differential inclusion In order to study these flows we need to introduce what a Clarke subdiffer-
ential is and a differential inclusion. This is needed as the flow can not be interpreted in the classic
sense where there exists a unique solution. Instead we can use a set valued interpretation.

Definition B.3 (Differential Inclusion). A differential inclusion is a generalized ODE:

dl’t

— cF t>0

dt 6 (xt)’ — b)
where F' : R™ = R" is set-valued.

Definition B.4 (Clarke Subdifferential). For a locally Lipschitz function f : R™ — R, the Clarke
subdifferential at x is

0°f(x) = conv{klim Vof(zk) : x, — x, f differentiable at :ck}.
c— 00
Remark B.5. Gradient flows for nonsmooth convex functions can be written as @(t) € —0f(z(t))

(using the convex subdifferential), and more generally for Lipschitz functions using the Clarke sub-
differential.
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Remark B.6 (Clarke subdifferential viewpoint on sign descent). Let g(u) = |Ju||;. Its Clarke subd-
ifferential is

0°g(u) = {s eR": s; =sign(u;) ifu; #0, s; € [—1,1] ifu; = O}.
Hence, for any differentiable f, the set-valued sign map satisfies
Sign(me(l‘» = 0°[| Vo f(2) |I1.
Consequently, the sign gradient flow can be written as the differential inclusion

dxt

at € —0° me(xt) H1’

which is well-posed in the sense of Filippov for locally Lipschitz right-hand sides (Clarke, [1990;
Filippov, |1988)).

To avoid notation overload, we will use the classical notation for steepest descent and write:

dxy = —sign(V, f(z)) © |me(act)|q_1dt7 T = Tinit-

Mirror flow A mirror flow can be defined in the classical sense:
dV . R(x) = =V, f(xy)dt, To = Tinit- 9)

where R is a Legendre function (Defintion [B.7). The overparameterization in deep linear networks
can be interpreted as mirror flow as we will see in Appendix [C]

Definition B.7. (Legendre function Definition 3.8 ((Li et al.,2022))) Let R : R — R U {oo} be a
differentiable convex function. We say R is a Legendre function when the following holds:

* R is strictly convex on int(domR).
* For any sequence {x;};2, going to the boundary of domR, lim; _, ||V R(2;)]|7, = oc.

For convergence of the itterates of the mirror flow as in Theorem 4.14 of (Li et al.,|2022) the function
R also needs to be a Bregman divergence and function, which we define in Definitions [B.8]and[B.9

Definition B.8. A Bregman divergence for a generator function R : R® — R is defined for two
points z1, xo € domR:

DR($1,$2) = R(Il) — R(ZCQ) — <V3;R(562),561 — $2>

Definition B.9. (Bregman function Definition 4.1 (Alvarez et al., 2004)) A function R is called a
Bregman function if it satisfies the following properties:

¢ domR is closed. R is strictly convex and continuous on domR. R is C! on int(domR)).
* Forany z € domR and v € R, {y € domR|Dgr(x,y) < ~} is bounded.

* Forany x € domR and sequence {x;}5°, C int(domR) such that lim; ., x; = x, it holds
that lim; o, Dgr(z,x;) — 0.

Implicit bias in linear regression We recall a known result for the linear regression setup as also

highlighted in Theorem We denote the data matrix with Z and outputs with Y. This includes,

gradient flow, sign gradient flow and mirror flow. Note the mirror flow case covers the gradient flow
1

case as it corresponds to R(z) := g||z[|7,.

Theorem B.10 (Implicit bias of gradient and mirror flow). (Gunasekar et al.| |2018) Let R be a
Legendre function and initialize xg = xj,;. Assume that the set {x € domR : Zx = Y} is non-
empty and that f : R™ — R is convex and or satisfies the PL-inequality. Among interpolants, the
mirror-flow limit (when it exists) minimizes Bregman divergence to Ty;:

x* = argminDR(x, Typy) such that Zz =Y.

Remark B.11. As shown in (Gunasekar et al.| 2017) steepest descent algorithms do not nessecary
allows a similar characterization for linear regression as in Theorem [B.10]
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Implicit bias for classification For steepest descent there is a recent result on seperable data
for binary classification (Tsilivis et al., [2025). Similarly a result for general mirror flow exists
(Pesme et al., [2024)), not steepest mirror flows. We focus on the steepest descent result here as
this includes our steepest descent reparameterization as well (it is a homogeneous network). By
exploiting invariances, we can show that the margin has to satisfy additional constraints for deep
diagonal networks. Their analysis relies on the following assumptions, which are satisfied by many
practical neural network architectures and our reparameterization:

1. Local Lipschitzness: For any z; € RY, the mapping = + f(2;; x) is locally Lipschitz.

2. L-Homogeneity: The network f is homogeneous of degree L, i.e. f(-;cx) = cFf(;x)
for any ¢ > 0.

3. Realizability: There exists ¢ty > 0 such that L(x,) < 1, ensuring that perfect training
accuracy is eventually achieved.

We now recall the main result of the paper regarding the implicit bias of steepest descent.
Theorem B.12 (Convergence to KKT Points (Tsilivis et al., 2025, Theorem 3.4)). Under assump-

tions (1)—(3), consider steepest flow with respect to a norm || - || on the exponential loss
L) = D et
i1€[m]

Then, any limit point T of the normalized trajectory {”i—:“} >o lies in the direction of a
Karush—Kuhn—Tucker (KKT) point of the margin maximization problem

n?elﬁ%% %”IH2 st yif(zi;x) > 1, Vi € [m]. (10)

This theorem establishes that steepest descent algorithms implicitly bias the solution towards maxi-
mizing a geometry-dependent margin.
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C REPARAMETERIZATIONS AS MIRROR FLOW

This section recaps the general results for reparameterizations and mirror flows and is based on
Appendix A in (Jacobs et al., 2025b). For gradient flow we present the existing results for the
mirror flow framework and time varying mirror flow framework. Consider an objective function
f:R*"—= R
min f(z).

We can use the implicit bias framework to study the effect of overparameterization. An overparame-
terization can be accomplished by introducing a function g : M — R”, with M a smooth manifold.
For particular g, the reparameterization of the loss function f leads to a mirror flow. The general
framework is given in (Li et al.; |2022) and extended in (Jacobs et al.l |2025b)) to study the implicit
bias in terms of a mirror flow. (Li et al.| [2022)) provide a sufficient condition for the reparameter-
ization g such that it induces a mirror flow Eq. (9). The Legendre function R, see Definition
controls the implicit bias and steers the trajectory of the dynamics.

In order to recover the convergence result in Theorem 4.14 in (L1 et al., [2022) the function R also
needs to be a Bregman function, which is defined in Definition For a reparameterization to
induce a mirror flow with a corresponding Legendre function we first have to give two definitions.
Furthermore, we define Og as the Jacobian of the function g.

Definition C.1. (Regular Parmeterization Definition 3.4 (Li et al.,[2022)) Let M be a smooth sub-
manifold of RP. A regular parameterization g : M — R™ is a C'" parameterization such that G (w)
is of rank n for all w € M.

For the second definition, we first need to define what a Lie bracket is.

Definition C.2. (Lie bracket Definition 3.4 (Li et al.| 2022)) Let M be a smooth submanifold of RP.
Given two C' vector fields X,Y on M, we define the Lie Bracket of X and Y as [X, Y](w) :=
Y (w) X (w) — 0X (w)Y (w).

Definition C.3. (Commuting Parameterization Definition 4.1 (Li et al.,[2022)) Let M be a smooth
submanifold of RP. A C? parameterization g : M — R? is commuting in a subset S C M iff
for any i, j € [n], the Lie bracket [V,,g;, Vig;|(w) = 0 for all w € S. Moreover, we call g a
commuting parameterization if it is commuting in the entire M.

One additional assumption is need ed on the flow of the solution. We define the solution of the
gradient (descent) flow of a function f : M — R” initialized at x € M

dry = =V, f(zy)dt To=1x (11)

as z; = ¢! () which is well defined if the solution exists. Using this we can make the following
assumption.
Assumption C.4. (Assumption 3.5 (Li et al., [2022)) Let M be a smooth submanifold of RP and
g : M — R"™ be a reparameterization. We assume that for any w € M and i € [n], ¢Zi (w) is well-
defined for t € (T, T, ) such that either lim; 7, |[¢} (w)|[r, = oo or T} = oc and similarly
for T_. Also, we assume that for any w € M and i,j € [n], it holds that for (¢,s) € R? that
5 o ¢gj (w) is well-defined iff (;SZJ_ o @3 (w)

gi

Using these definitions we state the known result for mirror flow.

Theorem C.5. (Theorem 4.9 (Li et al., 2022)) Let M be a smooth submanifold of R” and g : M —
R™ be a commuting and regular parameterization satisfying Assumption For any initialization
Winir € M, consider the gradient flow for any objective f : R™ — R:

d’lUt = —wa(g(wt))dt, wWo = Winit-

Define xy = g(wy) for all t > 0, then the dynamics of x+ is a mirror flow with respect to the Legendre
function R given by Lemma 4.8 in (Li et al.}|2022), i.e.,

deR(xt) = —fo(ft)dt, To = g(winit)~

Moreover, this R only depends on the initialization wy,; and the reparameterization g, and is inde-
pendent of the loss function Ly.
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Explicit regularization The above framework got extended recently in (Jacobs et al., 2025b) in-
cluding explicit regularization. Consider the optimization problem:

min f(g(w)) + ah(w).

Then the dynamics becomes a time varying mirror flow as described in Theorem [C.6]

Theorem C.6. Let (g,h): M — R"™™L be regular and commuting reparameterization satisfying
Assumption Then there exists a time-dependent Legendre function R, such that

deRat (.’Et) = —wa(.’llt)dt, To = g(winit)7 (12)

t e e
where a; = — fo asds. Moreover, R, only depends on the initialization w,;; and the reparameter-
ization g and regularization h, and is independent of the loss function f.

The deep diagonal linear reparameterizations do not satisfy a time varying steep mirror flow as
shown in Corollary [E.6]
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D DEEP DIAGONAL LINEAR REPARAMETERIZATIONS AND SADDLE POINTS

We characterize the saddle points induced by the deep diagonal linear reparameterization. For this
we first define what a saddle points is in Definition[D.1]

Definition D.1. A saddle point z € R" of an objective function f € C?(R"™,R) is characterized by:
V.f(x)=0and V2f(z) # 0

i.e. it is a critical point while the Hessian is not positive semidefinite.

Consider the product of parameters, wy, ..., wy € R™ as in the main text. Then the loss landscape
of an objective function f(x) with z = IIZ_ w; has additional saddle points as characterized by the
set S in Theorem [D.2

Theorem D.2. Assume that V. f(0) # 0. Then, in addition to the saddle points of f, the deep
diagonal reparameterization x = g(w) = 1%, w; introduces saddle points at:

S = {(wl,...,wL):Vi,je[n],wi:wj =0, w 7é0f0rk:7éi,jandi7éj}.

First we calculate the resulting gradient and Hessian using the chain rule:

wa(x) = Z Hj;ﬁi’wj VTf(a:)

i€[L]

This implies that at least two w; = 0 to induce a critical point. Assume now that exactly two are
indeed zero, then for the Hessian term depending V2 f does not contribute and we get

V2, £(0) = V. f(0) ® H,
where H,, is Hessian of x = HiLzlw,» i.e. block matrices for every coordinate of x.
Every block matrix has two nonzero entries i.e. we have:

7 T jwe if (k,m) = (i, j) or (j,1)
x,km +—
™ 0 else

This matrix is indefinite with eigenvalues %/II,2; jw,. Since V. f(0) # 0 there is at least one
negative eigen value. [

Theorem highlights that if already one coordinate vector w; for ¢ € [L] is zero, the model is
already close to a saddle point. This highlights that for the A—balance, for small A, we are very close
to a saddle point.
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E MAIN RESULTS: STEEP MIRROR FLOW AND INVARIANCE

We provide proofs here for the main results in the main text. The correspondence is:

e Theorem[E.Ilis Theorem[4.2]

e LemmalE.2]is Lemma

e Theorem[E3lis Theorem 4.8

* Corollary [E.4]is Corollary .13]
¢ Theorem[E.3lis Theorem

Theorem E.1. Let R : R" — R be a seperable Bregman function such that V2R~ is inversely
p-coercive. Moreover, assume that the set {x € Dom R : min f(x)} is non-empty and there exists
a constant B > 0 such that for all t > 0, |0; f(z+)| < B for all i € [n]. Then the loss decays and
satisfies:

Il < (o) = s/ (1B7%)

Assume that f € C*(R™,R) is strongly convex. Then for the iterates of Eq. (E]) converges such that
we have limy_, oo ©; = ©* where x* is the unique minimizer of f with linear rate uBI2A.

Proof. The proof follows from tracking the evolution of the loss f and the observation that for
strongly convex functions the sign is only zero when the minimum is reached.

First note the loss is decreasing:
df (x¢) = —(Vaf(x0), VAR (20) sign(Va f(20)) | Vo f(24) |7 1) dt
< —pl|Vaf (2|7, dt
<0

where we used that V2R~ is u—coercive and that it is separable. Rewriting the above equation
gives us:

/0 TV @I, < (Flaw) — Flao)) /1 < oo.

This resembles the classic sufficient descent lemma for L —smooth functions. Moreover we have
that:

[Vl < [T Bl i
0 0
implying that

|19ttt < (o) = )/ (u572)

Note that if f is strongly convex then it satisfies the PL-inequality and we have:

df (x0) = —(Vof (2), VIR () sign(Vef ()| Vo f(20) "t

< —MHVa:f(xt)H%th
< —uBY?||V, f(zy)]|7,dt
< —uB A (f(xe) — f(27)) dt

where we use the bounded gradients and the fact that y? > B2y for for y € R. Then by Gronwall
Lemma we have that:

flae) = f(z*) < (f(wo) — f(z*)) exp (—tuBI?A),
recovering linear convergence depending on p and A. We now can use that for A-strongly convex
functions we have for all x € R™ and the unique minimizer z*:

using this we also have:

This concludes the proof. [J
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Lemma E.2. Consider steepest descent with respect to L,, and weight decay, with % + % = 1. Then,

for a deep diagonal reparameterization, i.e., x = g(w) = I |, w; satisfies the following balance
equation for t > 0 almost everywhere:

t
|wi t|T = |w;|? = (Jwiol? — |wjol?) exp <—q/ asds) foralli,j e [L]. (13)
0

Proof. This can be checked by deriving the flow of the left hand side:
d (Jwi | — [wje| ) = g sign(wie) lwi T dwiy — g sign(wj,e)[wje| dw;.e
= —sign(wi,¢)|wi ¢ |77 sign (Va, f (1)) [V, f(20)| 7 dt
+ sign(w) w7 sign (Va, f(@0)) [V, f )| dt
= qou (Jwig|? — |wj|?) di
It remains to be shown that the first terms cancel out. We can use the decompositions of signs and
absolute values i.e. sign (ab) = sign (a) sign (b) and |ab| = |a||b|. Using this we get for all ¢ € [L]:
sign(wi,¢)[wi,¢| 77 sign (Va, f (1)) [V, f(20)] 771
sign(ws ¢)sign (Lo fiywje) (Wepnp fiywy,e| 7 'sign (Vo f(24))
sign(ae )| 7 sign (Vo f(20)) [V f(20)| 71,

which holds for all absolutely continuous solutions w;. Therefore, we have that the evolution is
given by:

d(|wi,t

T —Jw;ji|?) = —q ay (Jwi ]! — |w;]?) dt.

This is linear ODE of the form dz; = —q a:2z:dt which has solution z; = zgexp (—q fot asds).

Plugging in z; := |w; +|? — |wj; ¢|? yields the result. Note that this result has to be interpreted in the
Filippov sense i.e. for all absolutely continuous solutions this holds almost everywhere. [J

Theorem E.3. Initialize a deep diagonal reparameterization such that it is A — Ly-balanced for a
A > 0 with respect to the first parameter wi. Then, steepest descent satisfies a separable Ly-mirror
flow almost everywhere:

AV, Ry, 1(x:) = —sign (Vo f (21)) © [Vaf (2" dt, 20 = i,

where N, Ry, 1(x) is a seperable Bregman function completely characterized by the balances of
Lemma[d.5| For L = 2, we explicitly get
1

VAlzla £ 22
|z|

Proof. First we derive an expression for the metric in terms of w; for ¢ € [L]. We then use Lemma
E to characterize V2 R~ (z). From the chain rule and decomposition of signs and absolute values
it follows that:

ViRng(l‘) =

doy = — | > MWempgyws|? | sign (Vo f(z1)) [Vaf ()7 dt.
i€[L]

Now using the invariance and balance assumption with respect to the first parameter w; that holds
a.e.:

|wj |7 — |wi|? = Aforall j € [L]\ {1},

we can express the inverse metric in terms of |w; 4|7 and A:
V2R (z) = diag ((Jr|7 + )"+ (L= Dlwn |7 (fwn |7 + 1)) (14)
This is a continuous differentiable function in |w;|?. Moreover, we have that:

o] = | (fws |+ 2) "7
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By the implicit function theorem from calculus we know there exists a continuous function w1 (z, \)
for all x € R™ and A > 0. For this we need to have that there exists a unique positive solution to the
polynomial equation of the form:

j2|? = 2(z + NP7
where the left hand side is a non-negative constant. We can show that the right hand side is increasing
for z > 0 implying a unique solution:

dilz e+ =+ (L -Dz(z+ N2> 0

for A > 0. Thus there is a unique solution. In case A = 0 we have that
z=lz|%.
Therefore in the case A > 0 we can guarantee using the implicit function theorem that we can

express wi in terms of # and A\. Moreover, for A = 0 an explicit expression is available. Plugging
this into Eq. (T4) yields the result.

For L = 2 we have that
2] * = Jwi [ (Jwi "+ A).
This is a quadratic equation in terms of |w1|9. We need to select the sole nonnegative solution,

giving:
=X+ /A2 +4|z|e

2

lwy | =
We can plug this into V2R~ (z) giving

V2R 2) = 2lwi |7 4+ X = /A2 + |9
This concludes the first part.

It remains to be shown that the implicit constructed mirror map is a separable Bregman function.
We will use the connection between Legendre functions and Bregman functions to show this. We
use that if the domain of a Legendre functions R is R™ and its convex dual R* has this as its domain
as well then R is a Bregman function according to Theorem 4.7 in (Alvarez et al., [2004). Therefore,
we need to show Ry ; is a Legendre function and characterize the domains.

We first note that it separable by construction. This allows us to focus on the one dimensional
case. By construction, we know that VERZE ;, has domain R and range [A(E=1) o0). Therefore,
V?Ry, 1, has domain R and range (0, A=9“~D]. This holds for all i € [n]. This implies that

R is strictly convex and C?(R", (0, \~%(L~1D]?) proving the first condition of being a Legendre
function. For the essential smooth condition, we can use the asymptotic behavior near the boundary

of the domain of V2RLP7 1. This provides a lower bound on |V; RL L| Concretely we use the
triangle inequality and lower bound the growth of V2R L,.L:

2
\ViRL, 1( ’/ ViR, 1(y)dy

> ([ 92Re a0 >|dy)2
> ([t

1 2

Q,qu
= _— €T L
&—ﬁf)z

The right hand side only diverges if and only if ¢~ T L < 1. Hence R L,,L 1s a Legendre function. In
order to show Iy is Bregman we use the following two observations. 1) The anti-derivative of

an even function is odd 2) VfRZpl 5, s an even function. It follows from 2) that also the reciprocal

VZR L,,L 1s even. Now we integrate and this implies that V; Ry, | 1, is odd. Now using continuity and
essential smoothness imply that the range of V; Ry, 1 is R. Therefore, the domain of the Vz‘REP, I
is R. This implies R*L,,, 1, has domain R™. Hence Ry, 1, is a Bregman function accordingly. [
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Lemma EA4. For L > 2 and A = 0, candidates for the Legendre function are given by:

. ,'fm:q%zl;

1
Rp,p(z) =7 > (wjlog(a;) — x; — wjlog(w;0))
Jj€ln]

< ifm=qtt £ 1

— 1 |xj|2_q% q %—1
()= T 2 ((g—m)‘”” st )>'

J€[n]

Ifm =1, R, 1, is a Legendre function with metric exponent m on the domain Reign(@10) 5 | x
RS (@n.0) | [fm < 1, the domain is R™. Otherwise, Ry, 1 is not a Legendre function.

Proof. Plug in A = 0 and calculate w; («, 0). This gives an explicit expression for the inverse metric:
V2R (z) = L|z|7"T"

We now integrate the metric to get the Legendre function, to keep notation clean we omit the sum-
ming over x; € [n] as the calculation is the same for all. Integrating the inverse twice and using that
V. R(z0) = 0 gives: If ¢£71 = 1 we have that

2
//VR Ydvdu = //L|v|dvdu

= Z/ log(u) — log(xo)du

= % (zlog(x) — = — xlog(xo)) -

Moreover, if q— # 1 we have that:

/ / V2R( dvdu—/ / — |~ 9T dudu

:/ B |U‘L : + x0|a:0|%_q du
(L-1)g¢—L (L-1)g—1L

L —a+2

2 Lozl
(f-a+2)(L-1g¢-L) "(L-1)q¢-L

! a2 1) 2 o)
T (L-Dg\(f—qxz) "ol

This concludes the result. In order for RLP, 1 to be strictly convex we need q% < 1 the other
conditions to be Legendre function such as essentially smooth are then also satisfied. The domains

follow from the derived Legendre function cases. [

Theorem E.5. Assume a) m = q==* T L £ 2 0rb) m = gL = 2. The manifold regularizer for
decoupled weight decay with L, steepest descent on the mamfold for a reparameterization of depth

L with balanced initialization (A = 0) is: a) m Yicin] |22~ or b) >icn log(lzil).

Proof. The regularization rebalances the balance equation leading to the balance with A = 0. We
can use Corollary[d.13|to derive the metric. A key difference now is that the regularization is still on
so we have a dynamics of the form:

dzr, = —L|$t|q% (sign(Vy f(z4)) © |Vaf(2:)|77") — Laydt, 2o = Tinit-

This can be equivalently written as:

doy = — L)z, |97 (sign(sz(:L't)) O |Vaf (@)t + wt\xtrq%) dt,  zo = T,
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Similarly this can written as the mirror flow due to the equivalence of Riemannian GF and mirror
flow:

dV.Rp, (2) = — (sign(vmf(xt)) O|Vaf ()| + xt|xt|*q%) dt
Therefore, the on manifold regularization is the Meg():

T; L 2—qi=t . L—1
Mieg(2) = Z / || 9T wyday = { E@0Ta Zie[n].|$Z|L 1q P 7
Diepn log(lzi]) if ¢== = 2.

This concludes the result.[]

Corollary E.6. Iff ¢ = 2, weight decay is equal to the on manifold regularization M., for X\ = 0.

Proof. Since A = 0, the weight decay is given by
1 L 2
5”“’”?:2 =3 Z |;| 2
i€[n]
We can match this with M, (z). For this we need to have:
L_ L sL2-q¢+q=2<q(1-L)=21-1)
2 T L2-q +4g vra=ad N
which is true if and only if ¢ = 2. I

Corollary [E-§ highlights that Theorem [C.6] can not be extended directly to steeper flows. This is
due to the fact that the possible limiting regularization M, on the manifold mismatches with the
weight decay i.e. A = 0, so in the end of training the time-varying mirror flow has to break down.
Furthermore, the result Theorem@already breaks for L > 2 as mentioned in (Jacobs et al.,[2025b)).
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F IMPLICIT BIAS OF STEEP MIRROR DESCENT FOR BINARY SEPARABLE
CLASSIFICATION

We present a margin characterization for SignGF using a recent result from (Tsilivis et al.,[2025). We
observe that the margin should be independent of depth L. The margin now becomes dependent on
maximum of |z| % but this is an increasing function with the magnitudes as input thus the maximum
would not change. In other words, the margin does not see what happens at zero. However, our
mirror flow analysis suggests that the movement speed of the parameters near initialization will
influence the solution reached by slowing down movement near zero and accelerating it further
away. This helps with sparse ground truth recovery.

Theorem F.1. Consider a A\-balanced deep diagonal linear networks trained in the linear separable
classification setting as in Theoremwith sign descent then T; := W limit point lies in the

direction of a KKT point of margin maximization problem:

min max |zg|T i such that yi(x,z;) > 1foralli € [k]

zER™ Le[d]
Proof.
It follows from Theorem that wy := waﬂljltL is in the direction of a KKT point:
1
min _ —[|lwy,...,wr||}_ such that y;{g(w), z;) > 1foralli € [K]

,’LUL R 2

where g(w) = Hlewj. In addition, we know the iterates ||w||,. — oo. Combining this with
Lemma4.5]it follows that for all ¢, j € [L]:
A
pi| — ;| = —— — 0
| t71| | th| HU}HLOC

These additional constraints reduce the optimization problem to:

1
min = max |l % such that yi{z,z;) > 1foralli € [K]
wl,...,wLe]R":H LW =T 2 reld

It is easy to show that &, = satisfies the KKT conditions above as well by using that in the

Tt
IENIP

limit ||w||;_ = max |z|T and Hlewj = z we have that:

HL
lim Z; := lim T lim u = hm Ik 1Wj ¢,
t—o0 t—o0 thHL t—o00 HthL J=

where the middle equality follows from the invariance relationship. This concludes the proof. [

Experimental illustration We conduct an experiment on binary classification with an exponential
loss as described above. The main goal is to illustrate the effect of depth which would not have an
influence according to Theorem [F-I} However, our dynamics description would predict that higher
depth will lead to a relative slow down near zero of the dynamics effectively creating a sparsity bias.

We generate a sparse ground truth x* = (1,1,0,...,0) € R and £ = 80 data samples from a
random Gaussian such that Z; ; ~ N (0, 1) with ¢, j € [100, 80]. The labels are then determined by
the classifier groundtruth i.e. y; = sign(zfm*). Then we initialize at zero with A = 0.1. We train
for 10000 steps with learning rate = 0.01. The optimizers used are SignGD, GD and Adam.

We report the final margin in Figure[6] Observe that for higher depth the margin is much sparser than
for low depth. This highlights a new implicit bias mechanism caused by depth, leading to feature
learning. Note that for GD depth L = 10, did not converge, as expected. This explains the spiky
nature of the L, margin.
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(a) SignGD (b) Adam. (c) GD.

Figure 6: Resulting L., margins for optimizers SignGD, Adam and GD, where the green strip
indicates the contributing ground truth features. Observe the similarity between Adam and SignGD
for all depth.

G SEPARABLE MIRROR REPARAMETERIZATION CONSTRUCTION

For completeness, we show how each separable steepest mirror flow can be seen as a reparameteri-
zation of steepest gradient flow. This is done by construction.

Theorem G.1. Consider a one dimensional steepest mirror flow with Legendre function R and is
u-coercive. Then there exists a reparameterization g : R — R such that we have x = g(w).

Proof. We can show this by construction in the one dimensional case.

A valid invertible reparameterization is (using p-coercive):

o / (0?R(x)) dx,
to see this we can calculate the evolution of z:
dzy = — (R(x))" day = — (0 R(x)) " sign (Daf(x1)) |0n f (20)|7 1t

Now we use the implicit function theorem for the derivative of f with respect to z:

0:-f(w) = (0°R(2)) " Ouf(w).
Plugging this in gives us:

dzy = — (82R(x))%_1_qq sign (0, f () 0. f (x,)|9 dt = —sign (0, f () |0, f (2¢) |7 dt.

Therefore x can be seen as the inverse of z. Hence there exists a steep gradient flow with respect to
the reparameterization z~! that corresponds to a chosen mirror flow by construction. [J

Remark G.2. The proof in the one-dimensional case is quite simple as it is by construction. How-
ever, the proof in higher dimensions for standard mirror flow already relies on the Nash embedding
theorem (L1 et al., [2022) which is not constructive.
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Table 3: Parameter sign flips per group type, overall, and average L1/L2 differences for LLaMA
models. We also indicate with < % the percentage of the layers that have a negative delta

Model Q%) K (%) Total(%) | AvgArr <%, L1 AvgArps <%, Lo
LLaMA-3.1 8B 1.25 0.87 1.57 -624.13 100 -20.28 100
LLaMA-3.2 3B 4.37 3.50 5.04 -1757.04 100 -101.71 100
LLaMA-3.21B 4.73 3.24 6.11 -891.76 100 -66.15 100

H INVARIANCE ISSUE FOR STEEPEST DESCENT FOR MATRIX INVARIANCES

The main hurdle for a more general balance equation to hold is that the sign operator does not
distribute over matrices. In other words for two matrices WW; and W5 we do not have

sign (W1W2) = sign (W) sign (W2)

If this condition would hold plus the same condition with respect to the gradient then we would
expect for a reparameterization g(Wy, Wa) = W, W trained with a sign gradient flow the following
to hold during training:

t
Wadllzs — Wellze = (Waollzs — [ Waollzy) exp (— / asds>
0

This would then hold instead of the balance equation for gradient flow:

t
IWiallZ, = [WaellZ, = (IWiollZ, — IWallZ,) exp (—2/ asd8> ;
0

which is known to hold for gradient flow. To see this, we compare for a family of LLama models the
base version with their tuned instruct version. Their tuning (partially) has been done with AdamW.
Even tough, sign flips occur during training, effectively ruining the balance for wider reparameteri-
zations. We empirically observe that for finetuning a setting with small learning rate, less sign flips
occur, making the insights from our example potentially relevant to larger scale finetuning. We track
the direct generalization of the balance as in Definition [4.6|for the matix product of the () query and
K key matices in the attention mechanism:

Ar, = [l1Qullg, — I1EllE,

~ [1@eell?, = 1Kl |

In Table |H| we observe that indeed the L balance is minimized more than the L, balance which
is an indication that our balance result might be able to generalize to the fine tuning setting where
AdamW is used. In addition, we observe for finetuning scenarios, that the signs of parameters
change minimally. This we can capture by Definition [H.I] which could lead to a bound on the
invariance. However, this needs further assumptions on the nature of the gradients and how they
evolve.

Definition H.1. Let g : R"*™ x R™*k _ R"** be a reparameterization defined by g(Wy, Wy) :=
W1Ws. Then it is called sign stable during training if for ¢ > 0,

sign(Wy) = sign(Wy0) for £ € [2].
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I ADDITIONAL EXPERIMENTS ON DIAGONAL DEEP LINEAR NETWORKS

For linear regression with mean squared error we set the groundtruth to (1,1,1,1,1,0,...,0) €
R0 and sample Z; ; ~ N(0,1) for i € [100], j € [k]. For our experiments we will train with
steepest descent i.e. the discretization of Eq. (3) and train with learning rate ) = le — 4 for le + 6
steps. For our experiments in the main text we will set wy = 0 and w; = A for ¢ € [L]\ {1}, with
A = 0.1. This ensures we start close to a saddle point as described in Appendix [D} Moreover, we
vary the parameters ¢ € [1,1.5,2], k € [300,80], L € [1,2,3,10], and study the effect of coupled
and decoupled weight decay.

First we consider the underdetermined case with k£ = 80, to illustrate the different implicit biases at
each depth L. In Figure [/| we see that for high depth (I. = 10) sign gradient descent recovers the
sparse ground truth and gradient flow can not escape the saddle, which is in line with our dynamical
description. Moreover, for L = 2, we see that gradient flow gets close to the ground truth which is
in line with the implicit bias of the hyperbolic entropy see Example [3.2

0 Depth L=1 Depth L=2 Depth L=10
s 10° \_—
=
w 10
| )
ﬁ 10

10°

10° 10' 10° 10 10' 10° 10 10' 10°
Time (t) Time (t) Time (t)
—— g =1, (SignGF) g=15 q=2 (GF)

Figure 7: Underdetermined linear regression (k = 80), for depth L = 1 we do net get close to
the ground truth in all cases, for L = 2 gradient flow gets close to the ground truth as in line with
Theorem and in for higher depth L. = 10 the sign gradient flow (SignGF) converges close to
ground truth which we would expect based on the dynamic reformulation.

Next we observe in Figure [§] and [T0] that smaller batch size is beneficial for feature learning when
the depth L plus steepest descent method ¢ leads close to an L; bias. Furthermore, in Figure [9 with
less data, the implicit bias argument does not prevail and we do not observe feature learning. This
highlight that there is no guarantee for feature learning. However, it seems to be possible to remedy
it with smaller batch size.

Moreover, we conduct an additional experiment for sign gradient descent with coupled and decou-
pled weight decay of which the results are reported in Tabled] We use the same setting as described
in the main text with £ = 80 data samples and the same ground truth. We report the average L
distance to the theoretical predict balance value at the end of training which denote with Balance
Distance. Observe that for coupled weight decay (aw) the distance increases while for decoupled
weight decay (a1) we stay close to the theoretical predicted value. To add to this, high depth and
decoupled regularization leads to recovering the ground truth the best.

The benefit of noise The benefit of noise for feature learning could be seen from re-purposing the
majority voting interpretation in (Bernstein et al.,|2019) where it is used for convergence guarantees.
If a parameter needs to be zero to reach the ground truth and starts at zero, the gradient is poten-
tially small, however, it still has a sign direction which might pull it away from the ground truth.
Nevertheless, if we train with stochastic estimates we might be equally moved in either direction.
This is captured by the following thought experiment, consider the gradient and stochastic gradient
estimate:

—0.01 w.p. 3

Vf(z)=0.01and g(z) = {O 03 wp. 1
03 w.p. 5
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These estimators would have the same gradient expectation but the sign expectation is different i.e.

we have
sign(V f(x)) = 1 and E [sign(g(z))] = 0.

This indicates we need a stronger pull away from zero to actually move in the stochastic case. In
other words, a larger majority of the gradients need to vote for a certain direction.

1 Depth L=1 Depth L=2 Depth L=10

——————— \
-1 N —————

10 10' 10° 10 10" 10° 10 10' 10
Time (t) Time (t) Time (t)

— q =1, (SignGF) q=15 q =2 (GF)

Figure 8: Recovering the ground truth with small batch size 5 for underdetermined regression with
k = 80.
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Figure 9: Recovering the ground truth with full batch for underdetermined regression with k& = 40.
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Figure 10: Recovering the ground truth with small batch size 5 for underdetermined regression with
k = 40.
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Table 4: Effect of Regularization Strengths on theoretical balance according to Lemma and the
distance the ground truth. For the decoupled weight decay («;) indeed stays close the theoretical
predicted balance.

Depth L oy a9 Balance Dist.  Groundtruth Dist.

1 0 le-4 0 7.1
le-4 0 0 7.0
0 le-3 0 7.1
le-3 0 0 5.8
0 le-2 0 7.1
le-2 0 0 1.0
0 0 0 7.1
2 0 le-4 5.3e-4 4.8e-1
le-4 0 7.3e-5 4.7e-1
0 le-3 5.1e-3 4.7e-1
le-3 0 1.8e-3 4.1e-1
0 le-2 3.5e-2 4.7e-1
le-2 0 6.7e-4 4.8e-1
0 0 1.1e-4 4.8e-1
10 0 le-4 1.2e-1 2.5e-4
le-4 0 1.5e-4 1.4e-4
0 le-3 3.9e-1 2.9e-4
le-3 0 2.9e-4 4.9e-5
0 le-2 7.8e-1 3.0e-3
le-2 0 1.6e-3 7.9e-6
0 0 1.5e-4 2.1e-4

J  SPARSITY EXPERIMENT

In this section we provide additional experiments for the reparameterized sparsity bias. More-
over, we provide additional experimental details in Table [5] The tunable parameters are depth
L € {2,4,10} and weight decay strength « € {le — 1,1e — 4}. In the case for coupled weight
decay we are effectively optimizing:

min_ fIIZw) +a Y [willF,

w1,...,wp, ER™
T i€[L]

or equivalently

. 2/L
min f(x) + La ‘z[;] lllz,,,
1€

see Theorem 1 in (Kolb et al.,|2025). The code used is based on Turboprune (Nelaturu et al.). The
initialization of the depth 2 reparameterization is based on (Gadhikar et al., 2025) and for deeper
reparameterizations we use the balancing equation to inform our initialization i.e. we use w; =

and w; = 1 for ¢ # 1. This is closely related to the closed form formula for initialization of depth 2:
+ xJ v —

Y and wg =
V2 )

where v = \/z 4 /2> +7? with v = 5. We can see this from a Taylor approximation around

x = 0. Then we have v ~ % (1 +x+ %2) and then 1/v ~ V2 (1 —x+ %2), putting this

<R

mo =

together give:
22
m0:1+?and'u)0:l'.

So when 22 is negligible it matches our proposed initialization for deeper reparameterization.
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In Figure [T1] and [T2] we show the L; norm during training for Adam with coupled weight decay
and AdamW. Observe that for coupled weight decay we see that for both little and strong weight
decay, the sparsity bias becomes more when the depth increases. In contrast, with less weight decay,
AdamW for higher depth, the L;-norm increases more. This is in line with the prediction for SignGF,
which has the stationarity condition ||z||,_. < L. Therefore, the parameter = can move more freely
and the geometry has less effect. However when the weight decay is increased we observe the
opposite: we see a higher sparsity bias for deeper reparameterization. Furthermore, we report the
corresponding validation accuracies in Table [6] Observe the significant accuracy drops for Adam
with coupled weight decay for increasing the regularization, an indication for extreme sparsity.

We conduct the same experiment for a ResNet-50 on Imagenet (Deng et al., 2009). We report for
depth L = 2,10 the L; norm during training for both Adam with coupled weight decay and AdamW
in Figures [[3]and [T4] Moreover, we compare them directly in Figure[T3] Validation accuracy values
are reported in Table [7] We observe the same behavior as for ResNet-20 on CIFAR-10, coupled
weight decay leads to sparsity faster and with that a drop in generalization performance.

Table 5: Training details for all experiments presented on sparse reparameterizations.

Dataset Model LR Epochs Batch Size Optim Schedule
CIFAR-10 ResNet-20 0.001 150 512 Adam, AdamW  Triangular
Imagenet  ResNet-50 0.001 100 1024 Adam, AdamW  Triangular

10*5 1
. \

10’1

10> ‘ : : : ‘ : :

0 50 100 150 0 50 100 150
Epochs Epochs
—_— L=2 L=4 — L=10

Figure 11: Adam with coupled weight decay trained with various depth reparameterizations for
ResNet-20 on CIFAR-10. On the left is high regularization 1le — 1 and on the right is less regular-
ization le — 4.
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Figure 12: AdamW (decoupled weight decay) trained with various depth reparameterizations for
ResNet-20 on CIFAR-10. On the left is high regularization 1e — 1 and on the right is less regular-
ization le — 4.

Table 6: Test Accuracy (%) £ 95% CI for AdamW and Adam+wd across depths and weight decays
training a ResNet-20 on CIFAR-10.

Optimizer | Depth  Weight Decay Accuracy £+ CI
AdamW 2 le—1 89.75 +0.20
Adam+wd 2 le—1 64.36 + 2.70
AdamW 2 le—4 89.29 £+ 0.28
Adam+wd 2 le—4 88.27 £ 0.08
AdamW 4 le—1 89.73 £0.18
Adam+wd 4 le—1 58.23 +£4.98
AdamW 4 le—4 89.38 £0.35
Adam+wd 4 le—4 86.55 £+ 0.25
AdamW 10 le—1 89.33 £0.23
Adam+wd 10 le—1 43.13 +3.73
AdamW 10 le—4 89.49 £+ 0.06
Adam+wd 10 le—4 81.99 £ 0.05
10° 1 1
10° 1 \
I
101
100 T T T T T T T T T T T T
0 20 40 60 80 100 0 20 40 60 80 100
Epochs Epochs
— L=2 L=10

Figure 13: Adam with coupled weight decay trained with various depth reparameterizations for
ResNet-50 on Imagenet. On the left is high regularization 1e—1 and on the right is less regularization
le — 4.
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Figure 15: L; norm of the weights during training for Adam with coupled weight decay strength
le — 4 and AdamW with le — 1. The dashed lines correspond to depth L = 10 and solid lines to
L = 2. The training setup is ResNet-50 on Imagenet
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Figure 14: AdamW (decoupled weight decay) trained with various depth reparameterizations for
ResNet-50 on Imagenet. On the left is high regularization 1e—1 and on the right is less regularization
le — 4.

Table 7: Test Accuracy (%) £ 95% CI for AdamW and Adam+wd across depths and weight decays
training a Resnet 50 on Imagenet.

Optimizer | Depth  Weight Decay Accuracy £+ CI
AdamW 2 le—1 76.23 +0.07
Adam+wd 2 le—1 1.95+0.48
AdamW 2 le—4 73.32+0.11
Adam+wd 2 le—4 73.35 £0.05
AdamW 10 le—1 62.20 + 0.25
Adam+wd 10 le—1 0.58 = 0.06
AdamW 10 le—4 73.19 £ 0.04
Adam+wd 10 le—4 9.78 £0.94
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K SADDLE ESCAPE FOR FINETUNING

In this section we present the saddle escape experiment for finetuning. We finetune a ResNet-18
that was pretrained on ImageNet on CIFAR-10 and Flowers. To do this, we have to replace the
classifier layer with a new randomly initialized one. We finetune the model with two different
optimizers: SGD and Adam. Both cases are run for 15 epochs with the best learning rate selected
after a sweep for both Adam and SGD. The learning rates are selected from a preliminary sweep
for Adamn € {8e — 4, le — 3, 2¢ — 3, 3¢ — 3} and SGD n € {le — 2, 5e — 2, le — 1, 2e —
1,3¢—1,4e—1, 5e—1, 6e — 1, 7Te — 1, 8¢ — 1, 9¢ — 1}. We also run the best learning rate
for Adam for SGD to illustrate our main of the saddle point escape. Note that for vision tasks, SGD
usually outperforms Adam. However, in finetuning we observe the opposite. We track the top-50
largest eigenvalues during finetuning. For the experiment presented in the main text, we show the
final eigenvalue distribution for the corresponding best validation accuracy.

In Table[8|and[9] the validation accuracy for both the CIFAR-10 and Flowers finetuning scenario are
reported. Observe that Adam outperforms SGD in both cases. In addition, we report the distance
traveled by all parameters (including the classification layer) in terms of the L; and Lo norm. Adam
has a much larger L; norm indicating more uniform movement of the parameters. In other words,
the adaptiveness of Adam allows all parameters to move more, which is as expected. In Figures [T7]
[I8] [T9] and [20] we report the top 50 eigenvalues for each seed, not normalized and similar for the
Flowers finetuning in Figures[21] 22] 23] and[24] We observe that the difference between the seeds is
quite large. We believe that this is due to the randomly initialized classification layer. Furthermore,
we report the normalized eigenvalues for each best seed also for Flowers finetuning in Figure
We observe less negative eigen values for Adam. Note that here we used standard SGD and Adam,
that is, we are not using parameter efficient versions such as in (Zhou et al.| [2025; Modoranu et al.,
2024; Rios et al.| [2025]).

Table 8: Validation accuracy and parameter distance traveled in terms of L1 and Lo norm for fine-
tuning ResNet18 on CIFAR-10.

Metric SGD (n = 0.001) SGD (n = 0.8) Adam (n = 0.001)
Val Acc 19.15 +£2.82 93.60 £ 0.38 95.19+£0.21

Ly 424911.48 £ 34308.92  477750.60 £ 10343.88  693101.67 &= 13509.59
Lo 29640.98 £ 985.56 28409.58 £ 219.53 27833.50 £ 494.50

Table 9: Validation accuracy and parameter distance traveled in terms of L; and Ly norm for fine-
tuning ResNet18 on Flowers.

Metric SGD (n — 0.002) SGD (n =0.4) Adam (n = 0.002)
Val Acc 1.22 +£0.53 62.13 £ 1.10 80.50 £ 1.38

Ly 206325.76 £1327.51  173882.76 £ 2967.69  618592.47 £ 3445.18
Lo 10124.38 £+ 76.52 7015.04 £ 226.30 11432.11 £+ 350.38

K.1 ADDITIONAL VISION FINETUNING EXPERIMENTS

We now present finetuning experiments using a large-scale transformer architecture, ViT-Large. We
finetune a ViT-Large pretrained on ImageNet on CIFAR-10 for 30 epochs and on Flowers for 15
epochs. As is standard in finetuning, the original classifier head is replaced with a newly initialized
one. We evaluate two optimizers—SGD and Adam—with learning rates selected via a sweep: 1 €
{9¢—5,1e—4,1e—4,5¢ — 4} for Adam and n) € {le —3,5¢ —3,1le — 2,5¢ — 2, 1le — 1} for SGD.
Additionally, we run SGD with the best Adam learning rate to further illustrate our observations on
saddle escape. All experiments use batch size 128, weight decay 0, cosine annealing learning rate
scheduling, and label smoothing of 0.1. Because of the large model size and limited compute, we
track only the top-25 eigenvalues. Table. [I0] and [IT] report the validation accuracy on CIFAR-10
and Flowers, along with the L1 and L, parameter distance traveled (including the classifier layer).
Adam consistently achieves higher validation accuracy than SGD on both tasks. As in our earlier
experiments, Adam induces a larger L; parameter shift, reflecting its more uniform adaptive updates.
Figure. 25] 26} [27] 28] [29] [30] show the eigenvalue spectra across seeds and tasks. We additionally
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Figure 16: Normalized top-50 eigenvalues for a ResNet-18 finetuned on Flowers.
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Figure 17: The eigen value evolution for seed 123 on CIFAR-10.
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Figure 18: The eigen value evolution for seed 456 on CIFAR-10.
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Figure 19: The eigen value evolution for seed 789 on CIFAR-10.
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Figure 20: The eigen value evolution for seed 1000 on CIFAR-10.
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Figure 21: The eigen value evolution for seed 123 on Flowers.
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Figure 22: The eigen value evolution for seed 456 on Flowers.
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Figure 23: The eigen value evolution for seed 789 on Flowers.
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Figure 24: The eigen value evolution for seed 1000 on Flowers.

provide unnormalized and normalized spectra in Figure BT] and Figure [32] for different tasks. In
the unnormalized CIFAR-10 spectra (Figure. BTa), SGD with a learning rate of le — 4 produces
substantially larger eigenvalues than the other configurations, obscuring the trends for Adam and
SGD with 1e — 2. Removing this outlier (Figure. BTb) reveals that Adam exhibits fewer negative
eigenvalues. The same behavior holds for finetuning ViT-Large on Flowers.

Table 10: Validation accuracy and parameter distance traveled in terms of L; and Ls norm for
finetuning ViT-Large on CIFAR-10.

Metric | SGD (n = 0.0001) SGD (n = 0.01) Adam (n = 0.0001)
Val Acc 73.27 £ 3.68 99.07 £ 0.35 99.28 £ 0.07

Ly 460.47 £219.86  24617.83 +14406.4 453934.906 £ 22278.43
Lo 0.48 £ 0.059 6.25 +4.29 39.47+1.01

Table 11: Validation accuracy and parameter distance traveled in terms of L; and L, norm for
finetuning ViT-Large on Flowers.

Metric | SGD (n = 0.0001)  SGD (n = 0.01) Adam ( = 0.0001)
Val Acc 1.03 £0.82 98.94 £ 0.05 99.37 £ 0.08

Ly 25.71 £ 30.48 4655.83 £ 576.49 108583.62 £ 2078.48
Lo 0.04 £0.02 1.50 £0.12 8.35+0.16

K.2 ADDITIONAL LANGUAGE FINETUNING EXPERIMENTS

In addition to our experiments on vision tasks, we conduct a parallel study on language models.
Specifically, we fine-tune a pretrained BERT-base model on the MRPC task from the GLUE bench-
mark, following the setup in [Zhou et al| (2025). The model is fine-tuned for 5 epochs using both
SGD and Adam. Learning rates are selected via a sweep: 77 € {5 x 1075, 7 x 1075, 9 x 1075} for
Adam, and ) € {1072, 5 x 1072, 1071, 5 x 10~!} for SGD. We additionally evaluate SGD using
the best learning rate obtained for Adam. As before, we track the top-50 eigenvalues throughout
training. Table[I2]reports the validation accuracy along with the parameter displacement measured
in Ly and Ly norms. Figures [33] [34] and [33]show the evolution of eigenvalues across different ran-
dom seeds. Figure [36] presents the unnormalized and normalized eigenvalue spectra for the model
achieving the best validation performance. The conclusions mirror those observed in our vision
experiments.
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Figure 25: The eigen value evolution for seed 7 on finetuning ViT-Large on CIFAR-10.
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Figure 26: The eigen value evolution for seed 42 on finetuning ViT-Large on CIFAR-10.
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Figure 27: The eigen value evolution for seed 1234 on finetuning ViT-Large on CIFAR-10.
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Figure 28: The eigen value evolution for seed 7 on finetuning ViT-Large on Flowers.
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Figure 29: The eigen value evolution for seed 42 on finetuning ViT-Large on Flowers.
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Figure 30: The eigen value evolution for seed 1234 on finetuning ViT-Large on Flowers.
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Figure 31: Top 25 eigenvalues of Hessian at solution obtained by SGD and Adam after finetuning
ViT-Large on CIFAR10.
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Figure 32: Top 25 eigenvalues of Hessian at solution obtained by SGD and Adam after finetuning
ViT-Large on Flowers.
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Figure 33: The eigen value evolution for seed 7 on finetuning Bert-base on MRPC.
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Figure 34: The eigen value evolution for seed 42 on finetuning Bert-base on MRPC.
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Figure 35: The eigen value evolution for seed 1234 on finetuning Bert-base on MRPC.
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Figure 36: Top 50 eigenvalues of Hessian at solution obtained by SGD and Adam after finetuning
Bert-base on MRPC.
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Table 12: Validation accuracy and parameter distance traveled in terms of L; and L, norm for
finetuning Bert-base on MRPC.

Metric | SGD(np=7¢e—-5) SGD(n=0.1) Adam(n="7e—5)
Val Acc 43.87 £ 24.02 84.80 £1.00 85.95 £ 0.64
Ly 5002.44 £ 0.0 6066.93 = 34.33  31079.54 £ 754.26
Lo 0.73 +£0.00 1.26 £0.01 5.57+£0.24
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