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Abstract
Inquisitive questions — open-ended, curiosity-001
driven questions people ask as they read — are002
an integral part of discourse processing (Kehler003
and Rohde, 2017; Onea, 2016) and comprehen-004
sion (Prince, 2004). Recent work in NLP has005
taken advantage of question generation capa-006
bilities of LLMs to enhance a wide range of007
applications. But the space of inquisitive ques-008
tions is vast: many questions can be evoked009
from a given context. So which of those should010
be prioritized to find answers? Linguistic the-011
ories, unfortunately, have not yet provided an012
answer to this question. This paper presents013
QSALIENCE, a salience predictor of inquisitive014
questions. QSALIENCE is instruction-tuned015
over our dataset of linguist-annotated salience016
scores of 1,766 (context, question) pairs. A017
question scores high on salience if answering it018
would greatly enhance the understanding of the019
text (Van Rooy, 2003). We show that highly020
salient questions are empirically more likely021
to be answered in the same article, bridging022
potential questions (Onea, 2016) with Ques-023
tions Under Discussion (Roberts, 2012). We024
further validate our findings by showing that025
answering salient questions is an indicator of026
summarization quality in news.027

1 Introduction028

Asking questions is the natural language manifesta-029

tion of human inquisitiveness: we insist on getting030

answers for what we are curious about since child-031

hood (Chouinard et al., 2007). Acquired strategies032

of question generation have profound impact on ed-033

ucation (Davey and McBride, 1986; Prince, 2004).034

In linguistics, both theoretical and psycholinguis-035

tic work argued that readers generate inquisitive036

questions, seeking information in a conversation037

or as they read (Onea, 2016; Kehler and Rohde,038

2017). In NLP, pre-trained models have enabled the039

generation of these open-ended, curiosity-driven,040

information-seeking questions, leading to a flour-041

ish of recent work: identifying information loss042

between two texts (Trienes et al., 2024; Cole et al., 043

2023), analyzing the diversity of news perspec- 044

tives (Laban et al., 2022), generating elaborations 045

or explanations (Wu et al., 2023b; Fok et al., 2023), 046

evaluating summaries (Pratapa et al., 2023), asking 047

follow-up questions (Meng et al., 2023), decon- 048

textualization (Newman et al., 2023)), and plan- 049

ning (Narayan et al., 2023). 050

However, the space of possible inquisitive ques- 051

tions is vast. Prior work (Ko et al., 2020; Westera 052

et al., 2020) showed that many distinct questions 053

can be evoked from a given context, yet not all 054

questions are equally good for an application. In 055

theoretical linguistics, this also brings up a long- 056

standing gap in understanding how discourse pro- 057

gresses (Warstadt, 2020): some of such inquisitive 058

“potential questions” (as named in Onea (2016)) are 059

likely more pertinent than others. Some of these 060

questions may be answered (by the writer) later 061

in the article and thus become Questions Under 062

Discussion (QUDs) (Roberts, 2012). Evidence in 063

psycholinguistics indicate that readers form expec- 064

tations how a discourse would progress (Kehler 065

and Rohde, 2017), providing a foundation for 066

the predictability of QUDs (Westera et al., 2020). 067

Van Rooy (2003) argues that a question is impor- 068

tant if answering it provides high utility. However, 069

there is so far no computational work to predict 070

whether or not those questions should be answered 071

or how salient they are. 072

This work (Figure 1) seeks to answer these ques- 073

tions by training a salience prediction model for in- 074

quisitive questions, using a new linguist-annotated 075

corpus. In line with Van Rooy (2003), a ques- 076

tion scores high on salience if answering it would 077

greatly enhance the understanding of the text. First, 078

we collected validity and salience ratings of 1,766 079

inquisitive questions over English news articles 080

(Ko et al., 2022; Huang et al., 2023) and TED talks 081

(Westera et al., 2020). A subset of these questions 082

were also annotated in terms of “answerability”, 083
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[1] Amid skepticism that Russia's war in Chechnya can be ended across a negotiating table, peace talks were set to resume Wednesday in 
neighboring Ingushetia. [2] The scheduled resumption of talks in the town of Sleptsovsk came two days after agreement on a limited 
cease-fire, calling for both sides to stop using heavy artillery Tuesday.

[5] Many Chechens are fighting independently of the forces loyal to Chechen President Dzhokhar Dudayev, and Dudayev's representative 
at the peace talks, Aslan Maskhadov, has warned that he does not control them. […]

[Q2] What is the significance of the limited cease-fire agreement that was reached? Invalid. Incorrect anchor 

[Q3]  What was the reason behind the artillery fire in Grozny on 
Tuesday despite the agreed cease-fire?

Salience: 5.   This question would be useful in 
understanding why the cease-fire was broken, which could 
give insight into how optimistic the peace talks will be.

Answered in [5]

[Q4] What are the reports of Chechen missile attacks southwest 
of the Chechen capital? 

Salience: 3.   This question doesn't interest me; why there 
are missing attacks would help my understanding more

[3] They also agreed in principle to work out a mechanism for exchanging prisoners of war and the dead. [4] Despite the pact, artillery fire 
sounded in the Grozny on Tuesday, and there were reports of Chechen missile attacks southwest of the Chechen capital.

[Q1] What other progress has been made towards peace recently? Answered in [3]Salience: 4.    Elaborates on what is being done to 
establish peace in the region

Not Answered

[Q5] What is the source of the Chechen missile attacks? Salience: 2.   Based on context, can be inferred that 
attack comes from Russia

Answered in 
context

Figure 1: Examples of inquisitive questions and their annotated salience (with rationales). Each question is evoked
by an anchor sentence (shown in the same highlight color). Whether the question is answered is shown on the right.
Q1 is taken from human-annotated QUDs in DCQA (Ko et al., 2022); Q2-5 are GPT-4 generated questions.

i.e., how well they were answered by the same084

article. Not only do our annotators largely agree085

with each other on their salience ratings, these rat-086

ings also correlate with answerability. Furthermore,087

human-generated QUDs from Ko et al. (2022),088

whose answers were guaranteed to be present in the089

article, also received high salience ratings. These090

empirical findings support the hypothesis that there091

is, to some degree, a “common” notion of ques-092

tion salience—capturing reader expectations—that093

connects to answer utility (Van Rooy, 2003).094

We then present QSALIENCE, instruction-tuned095

from open-sourced LLMs that predict salience rat-096

ings given an article context. QSALIENCE is the097

first application-agnostic question salience model,098

and outperforms GPT-4 under zero-shot, few-shot,099

and Chain-of-Thought prompting (Wei et al., 2023)100

when evaluated on our dataset. Encouragingly,101

even much smaller models such as Flan-T5 (Chung102

et al., 2024) achieves significant correlations with103

human annotated salience. Our experiments show104

the utility of instruction-tuning on long-context dis-105

course tasks that capture implicit information aris-106

ing from the cognitive processing of text.107

Finally, we take a first step to investigate the108

value of question salience prediction in a down-109

stream task, where a short TL;DR of a news article110

is expanded to a 240-word summary. We show111

that summaries that answer more salient inquisitive112

questions from the TL;DRs are also ranked higher113

by human readers.114

We plan to release all code and annotated data.115

2 Background 116

Theory: Potential Questions and QUDs There 117

are two concepts in linguistics that are relevant to 118

inquisitive questions discussed in this work. First, 119

Onea (2016) define the semantics of “potential 120

questions”; informally, a question Q evoked (or 121

licensed) by an utterance u in a given context c 122

such that the answer space of Q is entailed by 123

the common ground of {c, u}, and that c alone 124

does not license Q. Second, the pragmatics theory 125

of Question Under Discussion (QUD) views dis- 126

course as progressively answering questions that 127

were explicitly or implicitly generated in prior con- 128

text (Van Kuppevelt, 1995; Roberts, 2012; Benz 129

and Jasinskaja, 2017). Under the QUD view, a po- 130

tential question Q′ is a QUD if it is answered by 131

an utterance u′ where u′ is not part of the common 132

ground but is entailed by it (e.g., an upcoming ut- 133

terance later in an article). In Figure 1, Q1 evoked 134

by sentence 2 is the QUD of sentence 3, and Q3 135

evoked by sentence 4 is the QUD of sentence 5. 136

Some QUDs evoked earlier in an article can be 137

answered much later (Ko et al., 2022). 138

The salience of potential questions and its con- 139

nection with QUDs, however, is understudied. 140

Onea (2016) listed several hypotheses for the or- 141

dering of potential questions, but acknowledged 142

that they are limited and presented no formal or 143

empirical validation. Kehler and Rohde (2017)’s 144

psycholinguistic experiments showed that people 145

form expectations of what QUDs are upcoming 146

using contextual cues, and that such expectations 147
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affect their interpretation of linguistic forms. This148

is compelling evidence for the incremental process-149

ing of discourse (Altmann and Steedman, 1988;150

Cristea and Webber, 1997) and why people ask151

questions. Westera et al. (2020) later studied how152

likely a potential question is answered, using the153

TED-Q corpus that annotates both questions and154

answers in a (limited) moving window of context.155

Yet this work focuses on the predictability of QUDs,156

rather than a reader-centric view of salience as in157

ours. Salience defined in our work is in line with158

Van Rooy (2003)’s information-theoretic argument159

that questions are salient when information util-160

ity of the answer is high; yet empirical evidence161

at-scale is yet to be seen.162

Applications: Generating Inquisitive Questions163

Prior work developed datasets and models for164

generating inquisitive questions (defined as open-165

ended high-level questions targeting discourse un-166

derstanding) (Ko et al., 2020; Gao et al., 2022),167

which was later used in a range of applications (La-168

ban et al., 2022; Wu et al., 2023b; Fok et al., 2023;169

Newman et al., 2023; Trienes et al., 2024). How-170

ever, this existing work does not explicitly define171

or model question salience. In QUD parsing, prior172

work focuses on what makes questions linguisti-173

cally felicitous QUDs (Riester et al., 2018; Wu174

et al., 2023a).175

A question salience model, however, is often nec-176

essary in downstream applications. For instance,177

in elaborative simplification (Wu et al., 2023b),178

the lack of a salience model means that existing179

approaches cannot predict which concepts to in-180

sert explanations for. Indeed, the over-generation181

of valid, fine-grained inquisitive questions is un-182

desirable and can easily overwhelm the readers183

(Trienes et al., 2024). In goal-oriented forums,184

Rao and Daumé III (2018) calculated informa-185

tion utility from the answers to rank clarification186

questions; however this presupposes an explicit187

discourse goal to solve a specific task. While188

domain-specific notions of salience can sometimes189

be implicitly captured in end-to-end training with a190

downstream gold-standard (e.g., in summarization191

planning (Narayan et al., 2023)), it does not apply192

to most prior work mentioned above, as they are193

more open-ended.194

3 Task Definition195

A (human or machine) reader is reading a docu-196

ment, with established context Cp (preceding con-197

text) consisting of sentences {1, ..., Sk−1}. The 198

reader generates a potential question (Section 2; 199

Onea (2016)) Q evoked at sentence Sk (also called 200

the “anchor sentence” (Wu et al., 2023a)). 201

The salience of Q is the measure of the ex- 202

tent to which it is important for a question Q to 203

be answered after its invocation at sentence Sk 204

(Van Rooy, 2003). Specifically, for all valid ques- 205

tions, we define a Likert scale of 1-5 (full defini- 206

tions found in Appendix Table 13): 207

• Score = 1: Q is not related to Cp 208

• Score = 2: Q is related to Cp but seems to be 209

a stretch to ask, and answering it is not useful. 210

• Score = 3: Q is related to Cp but whether it is 211

answered does not matter much to the reader. 212

• Score = 4: Q is related to Cp and answer- 213

ing it might clarify some newly introduced 214

concepts, or might expand on an idea already 215

introduced. 216

• Score = 5: Q is related to Cp and it should 217

definitely be answered as it clarifies a concept 218

introduced in Sk or asks for more information 219

about newly introduced humans (or animated) 220

individuals into the discourse. 221

A question is invalid if it contains grammatical 222

or factual errors, or is not anchored in Sk. The 223

last criteria follows linguistic constraints in Wu 224

et al. (2023a) reflecting that the content of Q is not 225

grounded in Sk, hence should not be evoked at Sk. 226

A note on subjectivity. The salience values are, 227

to some degree, subjective. However, prior work 228

has shown compelling evidence that certain QUDs 229

are more predictable than others (Westera et al., 230

2020) and that linguistic cues in the text play a 231

significant role in readers’ expectation (Kehler and 232

Rohde, 2017). Under the assumption that there 233

isn’t too much divergence between the authors’ in- 234

tended audience and the background of the actual 235

readers, our work sets out to capture such expecta- 236

tions through a question salience score. 237

4 Data Collection 238

We first present QSALIENCE-data, a corpus of 239

1,766 inquisitive questions doubly annotated with 240

salience, plus natural language rationales for their 241

judgements. Although question generation has 242

been used widely, application-independent datasets 243

consisting of human generated inquisitive ques- 244

tions are scarce. Thus we generate questions with 245
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LLMs, both to obtain a sizable amount of data and246

also to understand inquisitive question generation247

capabilities of LLMs. We supplement these ques-248

tions with a smaller number of human generated249

questions from prior work, which allows us to per-250

form deeper analysis (Section 5).251

4.1 Source Texts and Questions252

Table 1 summarizes the number of source articles253

and questions in QSALIENCE-data. We draw these254

from different existing corpora to support different255

facets of our experimental analysis. They are from:256

(1) News texts from DCQA (Ko et al., 2022).1257

We generate questions from DCQA articles, with258

gradually increasing size of Cp. Additionally, the259

annotated QUDs in DCQA allows us to study the260

salience of QUDs compared to inquisitive ques-261

tions in general (Section 5).262

(2) TED talks from TED-Q (Westera et al., 2020).263

In addition to LLM-generated questions, we also264

annotate the salience of one of the 6 excerpts with265

human generated questions in the TED-Q dataset.266

This provides data for further analysis on question267

salience vs. how answerable they are (Section 5).268

(3) DiverseSumm (Huang et al., 2023) contains269

a newer set of news articles for which we annotate270

salience of LLM-generated questions. These are271

source articles for Section 7, our downstream task.272

To ensure fair evaluation for the task, the articles273

we selected were all roughly 1,500 words. Addi-274

tionally, we annotate question salience on a set of275

GPT-4 generated short TL;DRs for these articles.276

Machine Generated Questions Given the pre-277

ceding context Cp along with the anchor sentence278

Sk, we prompt LLMs to generate 5 questions about279

a part of the sentence that a reader may be curious280

about (settings and prompt in Appendix B.1). Mul-281

tiple LLMs were used to cover a more diverse set282

of question styles in the dataset. Specifically, 250283

questions were generated from Llama-2-7B-chat,284

249 from Mistral-7B-instruct, 100 from GPT-3.5-285

Turbo, and 1,106 from GPT-4-Turbo.286

For full articles, we begin the question genera-287

tion process from the 4th sentence until the 16th288

sentence, maintaining a gap of two sentences be-289

tween consecutive question generation probes, sim-290

ilar to Westera et al. (2020). For the DiverseSumm291

1The INQUISITIVE dataset (Ko et al., 2020) contains
human-generated questions, but all the questions are from
only the first five sentences of news texts. Thus, annotating
them will provide only signals when Cp is very small.

dataset #articles #questions average
length

standard
deviation

Inquisitive 4 260 11.97 4.76
Ted-Q 1 100 11.07 3.9
Div. Article 27 957 14.8 4.44
Div. Summary 34 449 16.32 3.78

All 66 1766 13.99 4.57

Table 1: Count of articles and questions, average length
and standard deviation of human and machine-generated
questions per dataset.

TL;DRs which are typically 3 sentences long (50 292

words), we generate questions per sentence. 293

Human Generated Questions We annotate the 294

salience of 61 human generated questions from the 295

above sources, to perform analyses in Section 5. 296

Among those, 36 of them are derived from 2 arti- 297

cles of DCQA and 25 of them are from one article 298

of TED-Q. 299

4.2 Salience Annotation 300

QSALIENCE-data is annotated by three linguistics 301

undergraduate students at our institution who are 302

native English speakers. They have previously been 303

involved in multiple linguistic annotation tasks and 304

have been trained on our specific annotation guide- 305

line on 50 questions (25 questions × 2 articles). 306

The annotation guideline can be found in Appendix 307

Table 13.2 In addition to the labels, annotators 308

also provide natural language rationales which we 309

release with QSALIENCE-data. These rationales 310

are used in few-shot Chain-of-Thought prompt- 311

ing (Wei et al., 2023) in Section 6. The annotators 312

were paid at least $15/hr. 313

Agreement The inter-annotator agreement (IAA) 314

as measured by the Krippendorff’s alpha (Krippen- 315

dorff, 2011) (ordinal, with the “invalid” label set 316

to 0) is 0.719 for the DCQA articles, 0.632 for 317

TED-Q, 0.751 for DiverseSumm articles and 0.649 318

for DiverseSumm TL;DRs. These values indicate 319

substantial agreement (Artstein and Poesio, 2008), 320

providing evidence to the predictability of reader 321

expectations manifested as inquisitive questions. 322

Aggregation For label aggregation, we take the 323

average salience of all annotations, then round it to 324

the closest integer. 325

21,150 questions were annotated by all three annotators;
the rest, which is a subset of DiverseSumm articles and
TL;DRs, were annotated by two of the three annotators.
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dataset Invalid 1 2 3 4 5

DCQA 13.4 2.3 19.2 36.9 20.0 8.0
TED-Q 14.0 0 6.0 29.0 35.0 16.0
Div. Article 9.9 0.8 17.2 22.6 31.9 17.6
Div. TL;DR 3.6 0.2 4.7 12.0 47.0 32.5

All 9.1 0.8 13.7 22.4 34.1 19.9

Table 2: Validity and salience distribution (in %)
of human-annotated labels for the questions in
QSALIENCE-data.

dataset 0 1 2 3

DCQA 0.28 0.35 0.16 0.21
TED-Q 0.07 0.22 0.23 0.48

Table 3: Distribution (in %) of human-annotated an-
swerability labels for 311 questions stratified by data
source.

Analysis Examples of the annotated data are326

shown in Figure 1 and Appendix Table 31. Table327

2 provides the label distribution for QSALIENCE-328

data. Notably, more than 90.8% of the questions329

generated from LLMs are valid, making them330

promising tools for inquisitive question generation.331

Our qualitative analysis of annotator rationales for332

invalid questions show that many of them does333

not have the right anchor sentence (i.e., Q not an-334

chored in Sk); this was also found in Wu et al.335

(2023a). A few invalid questions also contain non-336

factual presuppositions. Among valid questions,337

those with the lowest score of 1 (question was ir-338

relevant to Cp) is rare. However, the salience of339

the questions varies, indicating the potential use-340

fulness of a salience predictor for LLM-generated341

questions in downstream tasks. We further analyze342

salience scores stratified by the LLMs that generate343

the questions in Appendix B.2.344

5 Salience vs. Answerability345

A valid potential question evoked at Sk can be346

deemed a QUD anchored at Sk if the subsequent347

discourse answers it. In order to study the relation-348

ship between potential questions and QUDs, we349

annotate a subset of the questions in QSALIENCE-350

data in terms of their answerability, i.e., the ex-351

tent to which Q is answered in the subsequent352

context Cs.3 We annotate answerability on a Lik-353

ert scale: fully answered (3), partially answered354

3Although Westera et al. (2020) annotated this (they call
this QUD predictability), we did not use their labels because
they annotated whether a question was answered within a
window of 4 sentences after Sk rather than the full texts.

Human
Salience

Random Questions -0.02*
Answerability 0.65

Table 4: Spearman rank correlation between salience
and answerability annotated by humans and a random
baseline. The correlation values that are not statistically
significant (p < 0.05) are marked with a *.

1 2. 3 4 5

Random Q 0.01 0.20 0.39 0.28 0.12
QUDs 0 0.11 0.25 0.47 0.17

Table 5: Salience distribution for 36 human annotated
QUDs from DCQA, compared to a random set of in-
quisitive questions of the same size.

(2), unanswered by Cs (1), and already answered 355

in Cp + Sk (0). The same annotators as in Sec- 356

tion 4.2 annotated 225 and 86 valid questions from 357

the DCQA and TED-Q subsets, respectively. Krip- 358

pendorff’s alpha (ordinal) is 0.799, indicating sub- 359

stantial agreement. Table 3 shows the distribution 360

of answerability scores. Appendix B.3 provides 361

more analysis on answerability scores per question 362

generation model. 363

Do salience and answerability correlate? Table 364

4 presents the Spearman rank correlation coeffi- 365

cients between annotated salience and answerabil- 366

ity. As comparison, we also compute a random 367

correlation baseline between salience and the an- 368

swerability of a random question, averaged across 369

10 trials. The annotated salience and answerabil- 370

ity values have a significant Spearman’s ρ of 0.65 371

(compared to the random baseline of −0.02). This 372

is evidence suggesting that salient potential ques- 373

tions are also likely to be answered later in the 374

discourse, even though the writers do not observe 375

reader questions. This suggests that reader and 376

writer expectations align to a certain degree. 377

Are QUDs salient potential questions? Table 378

5 presents the salience distribution of 36 DCQA 379

questions that are annotated QUDs in a subset of 380

INQUISITIVE articles. Similar to the previous anal- 381

ysis, we also take a random subset of 36 poten- 382

tial questions, averaging their scores over 10 trials 383

and present their salience distribution. We see that 384

QUDs, which are potential questions answered in 385

later context, are overall much more salient com- 386

pared to a random set of potential questions sam- 387

pled from QSALIENCE-data. 388
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6 Salience Prediction389

We experiment with a range of models for the pre-390

diction of question salience, given valid questions.391

Our finding is that salience prediction is a discourse392

task that recovers implicit information not readily393

grasped by LLMs, while our best instruction-tuned394

model, QSALIENCE, can achieve moderate agree-395

ment with humans. We further present question396

validity classifiers in Appendix A, which can be397

used with QSALIENCE in a pipeline fashion.398

6.1 Models399

Instruction Tuning We instruction fine-tune sev-400

eral open-source LLMs with QLoRA (Dettmers401

et al., 2023): Mistral (Jiang et al., 2023)402

(Mistral-7B-Instruct), Llama 2 (Touvron403

et al., 2023) (Llama-2-7b-chat), TinyLlama404

(Zhang et al., 2024) (TinyLlama-1.1B-chat), and405

Flan-T5 (Chung et al., 2024) (flan-t5-base).406

AdamW (Loshchilov and Hutter, 2018) is used for407

optimization. Hyperparameters can be found under408

Table 9 in the Apendix.409

The training data is formulated as (input, output)410

pairs where input consists of Cp, Sk, Q, and output411

is the salience score.4 Appendix Table 21 shows the412

instructions for these models. For Flan-T5, since413

the context span is 512 tokens, we also experiment414

without using instructions, and truncate the context415

in the reverse sentence order from Cp and Sk until416

the context length is filled.417

LLM Zero-/Few-shot Baselines We perform ex-418

tensive experiments with various zero-shot and in-419

context learning scenarios with GPT-4-turbo.420

(1) Zero-shot (vanilla), where the model is421

given an instruction similar to that of the anno-422

tators; the prompt is shown in Appendix Table 14.423

(2) Few-shot (vanilla), where 15 in-424

context learning examples (3 per label) of425

((Cp, Ck, Q), scr) are given, where scr denotes426

the salience score. Prompt given in Appendix 15.427

We utilize LLMs’ recency bias (Liu et al., 2023)428

to nudge its prediction to better align with our429

label distribution. Thus we altered the order of430

in-context demonstrations such that the examples431

at the end have labels more frequent within our432

train set.433

(3) Few-shot (kNN). Performance of LLMs is434

often sensitive to the selection of the in-context ex-435

4We also tried fine-tuning a classification head; however
performance is inferior.

amples (Rubin et al., 2022). Hence we use a kNN- 436

based approach (Liu et al., 2021) to find the closest 437

in-context examples to the current test instance. 438

We encode Cp and Sk separately with RoBERTa- 439

large (Liu et al., 2019) and take the average of the 440

CLS tokens of each. We use Euclidean distance 441

and retrieve one closest example for each salience 442

label. These examples are put in-context following 443

a similar ordering as the few-shot (vanilla) setting. 444

(4) Chain-of-Thought (CoT). We experimented 445

with Chain-Of-Thought prompting (Wei et al., 446

2023). We show the zero-shot CoT prompt in 447

Appendix Table 16. For few-shot CoT, we use 5 448

in-context examples, with the reasoning taken from 449

the natural language rationales that the annotators 450

gave during salience annotation. Few-shot prompts 451

are in Appendix Table 17. 452

6.2 Evaluation 453

Data We create a test set of 235 valid questions. 454

The rest of the dataset is split into training (1,228 455

valid questions) and validation (143 valid ques- 456

tions). The data splits are stratified by articles. We 457

upsample the training data to balance the label dis- 458

tribution. Our final training set consists of 2,355 459

examples, where each label has its 471 examples. 460

We do not upsample validation or test sets. 461

Evaluation Metrics We measure the perfor- 462

mance of salience prediction using four metrics: 463

(1) Mean Absolute Error (MAE) between the pre- 464

dicted salience scores and the aggregated human 465

scores; (2) Spearman’s ρ between the two; (3) 466

macro-averaged F1. These are standard metrics 467

for ordinal classification or regression. In addition, 468

we report (4) Krippendorff’s α that measures agree- 469

ment, also used in Section 4.2 between annotators. 470

Results Table 6 shows that the fine-tuned mod- 471

els clearly outperform zero- or few-shot LLMs, 472

even with stronger prompting techniques such as 473

kNN-based in-context example retrieval and Chain- 474

of-Thought (full set of experiments with GPT-4 can 475

be found in Appendix Table 18). On the contrary, 476

among the fine-tuned smaller models, the best per- 477

forming Mistral-based model achieves moderate 478

agreement with human annotation with a substan- 479

tial correlation. Even flan-T5-base with only 480

250M parameters and a small context window can 481

be fine-tuned for this task to achieve competitive 482

performance. These conclusions indicate that ques- 483

tion salience is difficult to elicit from LLM prompt- 484

ing or in-context learning, and that explicit training 485
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Model MAE ↓ Spearman ↑ Macro F1 ↑ krippendorff’s α ↑

GPT4 zero-shot (vanilla) 1.314 0.229 0.193 -0.141
GPT4 few-shot (vanilla) 0.910 0.417 0.316 0.358
GPT4 few-shot (kNN) 1.063 0.359 0.245 0.215
GPT4 CoT zero-shot 1.144 0.366 0.197 0.058
GPT4 CoT few-shot 1.034 0.327 0.292 0.165

QSALIENCE (Mistral-7B-instruct) 0.579 0.623 0.417 0.615
Llama-2-7B-chat 0.626 0.566 0.413 0.557
Flan-t5-base 0.706 0.542 0.370 0.526
TinyLlama-1.1B-chat 0.664 0.522 0.402 0.496

Table 6: Model performance on the salience prediction task, for GPT-4 zero/few-shot baselines (top) and instruction-
tuned LLMs (bottom). Bold: top-2 performance; blue shades: best performance for baselines and for fine-tuned
models.

can successfully capture this notion.486

Appendix Figure 3 shows the confusion matrix487

for zero-shot GPT-4, the best-performing GPT-4488

setting (few-shot vanilla), and our fine-tuned mod-489

els.5 Compared to fine-tuned models, GPT-4 tends490

to give a high score for the question by predicting491

many 4s and 5s. By comparison, predictions from492

fine-tuned models tend to confuse primarily labels493

closer to each other. This also shows our fine tuned494

models understand the tasks better than in-context495

learning with GPT-4.496

7 Use Case: Do better expanded497

summaries answer more salient498

questions?499

We demonstrate the usefulness of question salience500

prediction in a downstream task: summary expan-501

sion. Given a document D and a short TL;DR Ss,502

the summary expansion task aims to generate a503

longer summary Sl that captures a fuller picture of504

the article, shown in Figure 2. This task captures505

the situation where after reading the TL;DR, a cu-506

rious reader often wants to know more in order to507

decide if they want to read the entire article. A sim-508

ilar task is deployed in Semantic Scholar, though509

in a very different domain than ours.510

Given findings in Section 4.2, our hypothesis is511

that reader expectation aligns with QUDs in the512

expanded summary; namely, a higher-quality sum-513

mary answers more salient questions.514

7.1 Data515

Articles and TL;DRs We sample 34 articles516

from DiverseSumm as source articles; these articles517

are roughly 1,500 words long. Given the strong518

performance of GPT-* in summarization (Goyal519

5Note that the label 1 is extremely rare (Table 2) and is not
present in the test set.

et al., 2022; Zhang et al., 2023), we prompt GPT- 520

4-turbo to produce a 50-word summary TL;DR 521

of the article (prompt found in Table 23). 522

Expanded Summaries For each TL;DR, we gen- 523

erate three expanded summaries while controlling 524

their lengths to be between 230–250 words: 525

(1) GPT-4: given (D,Ss), we prompt GPT- 526

4-turbo for Sl. Prompt in Appendix Table 24. 527

(2) Flan-T5: we use flan-t5-large to produce 528

an elaboration in a similar manner as above.6 Since 529

this model can produce summaries with obvious 530

errors such as repeating sentences and violating the 531

length control, we refine the Flan-T5 outputs to fix 532

these obvious errors, while preserving the summary 533

as much as possible, using GPT-4-turbo (prompt 534

in Appendix Table 27). 535

(3) GPT-4-Corrupted: We synthetically gener- 536

ate “bad” summaries to serve as a baseline that is 537

missing the most prevalent topics. First, we prompt 538

GPT-4-turbo with (D,Ss) and ask it to identify 539

important topics from Ss (Appendix Table 25). Us- 540

ing these topics and D, we then prompt the model 541

to generate a long summary within our expected 542

word count that does not include these relevant 543

topics (prompt in Appendix Table 26). Since this 544

response can sometimes be incoherent and disobey 545

the length control, so we again use GPT-4-turbo to 546

refine the output with the same refinement prompt 547

as Flan-T5. 548

Question Salience Each sentence in every 549

TL;DR is associated with 5 LLM generated in- 550

quisitive questions (Section 4.1), annotated with 551

salience (Section 4.2). Additionally, we run fine- 552

tuned models from Section 6 for all valid questions 553

in this set to obtain predicted salience values. 554

6We prompt the model with the instruction, TL;DR and
the article in that order. Owing to the short context size of
flan-t5-large, the entire article is not used for the task.
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article

                Hong Kong and Singaporean authorities 
welcome UBS's acquisition of Credit Suisse. Temasek 
plans to invest in the Philippines sovereign wealth 
fund, and CDPQ may buy part of ATC's Indian unit. 
Meanwhile, the US prepares to inspect Hong Kong 
auditors, and Taiwan's FSC says local institutions' 

Credit Suisse exposure isn't severe.

What is the reason behind the US's intent to inspect Hong Kong auditors?

What specific part of ATC's Indian unit is CDPQ considering to buy?

Salience: 5

Salience: 4

Generated 
Potential 

Questions

... The Hong Kong Monetary Authority (HKMA) … highlighted the minimal 
exposure of the local banking sector to Credit Suisse… Similarly, the Monetary 
Authority of Singapore (MAS) assured that the takeover would not impact the 
stability of Singapore's banking system… In investment news, Singapore's 
Temasek Holdings has shown interest in the Maharlika Investment Fund…
Additionally, Caisse de depot et Placement du Quebec (CDPQ) is reportedly in 
talks to acquire a significant stake in the Indian subsidiary of American Tower 
Corp, indicating a keen interest in the telecommunications infrastructure sector 
in India. On the regulatory front, the US is set to begin a new round of 
inspections on Chinese companies' auditors in Hong Kong, reflecting ongoing 
efforts to ensure compliance and prevent delistings from the New York stock 
exchange. Meanwhile, Taiwan's Financial Supervisory Commission (FSC) has 
downplayed concerns over local institutions' exposure to Credit Suisse…

TL;DR

What does the Taiwan FSC's statement imply about the financial 
health of their local institutions in relation to Credit Suisse? Salience: 3

How will UBS's acquisition of Credit Suisse affect the banking industry in 
Hong Kong and Singapore?

Salience: 5

Expanded Summary 1
... In parallel developments, Temasek has shown interest in investing in the 
Philippines' sovereign wealth fund, while CDPQ is considering purchasing a 
portion of ATC's operations in India. This period also sees the United States 
gearing up to conduct inspections on Hong Kong auditors, indicating increased 
scrutiny in financial practices. In Taiwan, the Financial Supervisory Commission 
(FSC) has addressed concerns regarding local institutions' exposure to Credit 
Suisse, stating that the impact is not severe… This figure represents merely 0.35% 
of the total usable funds within the insurance sector, underscoring the limited 
risk Credit Suisse's situation poses to Taiwan's financial stability. The welcoming 
stance of the Hong Kong Monetary Authority (HKMA) and the Securities and 
Futures Commission (SFC) towards the UBS and Credit Suisse deal further 
underscores the regional support for consolidations that aim to stabilize the 
banking sector….

Expanded Summary 2better worse

Figure 2: This example illustrates the expanded summarization task and how question salience is used in evaluation.
The summaries are generated by expanding on a short TL;DR of an article. We show the inquisitive questions
generated from the TL;DR and their salience scores. A better summary (left) answers more salient questions than
the worse summary (right), where only one medium-salient question is answered.

GPT-4 Flan-T5 GPT-4-Crpt

Human Salience 26.9 18.3 17.8
Mistral-7B-instruct 29.0 20.2 19.2
Llama-2-7B-chat 29.4 21.0 19.8
Flan-T5-base 30.8 21.8 20.8
TinyLlama-1.1B-chat 29.0 20.6 18.8

Table 7: SummScr of human and model salience for 5
TL;DR expansion instances

7.2 Evaluation555

Human Ranking of Summaries We recruited 5556

experienced annotators to rank the expanded sum-557

maries, focusing on their content rather than style.558

Each of the three summaries is given a score from559

1 (lowest) to 3 (highest) based on their rankings.560

Our annotation interface can be seen in Figure 4561

in the Appendix. Examples are shown in Figure 2562

and Appendix Table 30.563

The ranking results show an expected order of564

quality: GPT-4 (2.91 average ranking), Flan-T5565

(1.73), GPT-4-Corrupted (1.35). This is the oracle566

ordering that we aim to reproduce by utilizing the567

salience of QUDs in the expanded summary.568

Measuring QUD Salience To score a summary569

Sl, we measure the salience scr of the questions570

evoked in each TL;DR Ss that become QUDs (i.e.,571

answered in Sl). First, we filter all questions that572

are not answered by the article D itself (prompt573

in Appendix Table 28). Next, with the remaining574

questions and Sl, we prompt GPT-4-turbo to re-575

turn all the questions that Sl answers (prompt in576

Appendix Table 29). The salience scores scr(q) of577

these QUDs are then aggregated into: 578

SummScr = 1
n

∑n
i=1

∑
q∈Qi

scr(q) where Qi de- 579

notes all answered questions in the generated ex- 580

panded summary i. 581

Results The SummScr (calculated from human 582

salience) for all 34 articles is GPT-4 (21.93), Flan- 583

T5 (16.25) and GPT-4-Corrupted (8.81). The 584

Kendall’s τ rank correlation between the major- 585

ity summary ranking and SummScr (human) for 586

the full set is 0.529, a moderately high correlation. 587

Table 7 shows the SummScr on the test set por- 588

tion of DiverseSumm. All SummScr values de- 589

rived from predicted salience values, using fine- 590

tuned systems, reproduce the same system-level 591

ranking as humans: GPT-4, Flan-T5, then GPT-4- 592

Corrupted. We consider this evidence that better 593

expansions answer more salient questions. 594

8 Conclusion 595

In this paper, we explored predicting salience for 596

inquisitive questions. Our work connects two ideas: 597

a theoretical idea of which questions are useful for 598

understanding and likely to be answered later in a 599

text, and an empirical notion of what questions are 600

useful. We showed that predicting salience is pos- 601

sible with fine-tuned models, and these approaches 602

outperform GPT-4. Furthermore, we showed in a 603

pilot use case that notions of summary quality align 604

with how many salient questions were answered. 605

Limitations 606

While this work takes the first step at empirically 607

connecting prior discourse literature and develop- 608
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ing a salience model for inquisitive questions, we609

have not engaged in the formal semantics of po-610

tential questions as in Onea (2016). An additional611

limitation is that we have not explicitly measured612

information utility (in information-theoretic terms)613

given the open-ended nature of the questions, al-614

though our notion of salience is consistent with615

Van Rooy (2003).616

This work has considered only English text,617

sourcing articles from existing datasets that pro-618

vided groundwork for various analyses in this pa-619

per, both theoretical ones and empirical experi-620

ments. Thus even though our notion of ques-621

tion salience is application-agnostic, we believe622

an exciting future direction is to explore question623

salience in other domains and languages.624

Finally, when considering the notions of salience625

for our texts, we assume that the reader back-626

grounds are not too divergent from what the writer627

has intended. A large discrepancy between the628

two could lead to readers having very different629

salient questions; e.g., when the reading level of the630

reader is much lower than that of the intended audi-631

ence (Wu et al., 2023b). Thus our tool and dataset632

should not be used when reader backgrounds are633

too different from the writer expectations or among634

themselves.635
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Model Macro F1 ↑

GPT-4 few-shot 0.689
Mistral-7B-instruct few-shot 0.538
Flan-t5-base fine tuned 0.662
TinyLlama-1.1B-chat fine tuned 0.693

Table 8: Question Validity Performance

A Validity Classification854

Per Table 2, invalid questions accounted for 9.1%855

of the annotated data. Thus we also experiment856

with question validity classification, which can be857

used in a pipeline to first find invalid questions to858

exclude, before scoring their salience.859

LLM Zero-/Few-shot Baselines Since many in-860

valid questions are caused by anchor issues (Sec-861

tion 4.2), we use the anchor relevance prompt in862

QUDEval (Wu et al., 2023a) for few-shot prompt-863

ing using GPT-4 and Mistral-7B-instruct to classify864

question validity.7.865

Fine-Tuning We also fine tune flan-t5-base866

and TinyLlama-1.1B-chat on this task. Table 22867

list the instruction for TinyLlama-chat.8 AdamW868

(Loshchilov and Hutter, 2018) was used as opti-869

mizer with a learning rate of 3e-4, trained for 2870

epochs. We perform downsampling to balance the871

data distribution.872

Results Table 8 shows that both prompting and873

fine-tuned models perform decently well on ques-874

tion validity classification. The fine-tuned models875

are on-par with prompting LLMs.876

B LLM Question Generation and877

Additional Analyses878

B.1 Settings879

We show the prompt for LLM inquisitive question880

generation in Table 12. A temperature of 0 is used881

so that the questions generated are grounded within882

the context provided. Greedy decoding is used due883

to its computational efficiency and deterministic884

behaviour. We also use a frequency penalty of 0.5885

to make the model more conservative in generating886

repetitive tokens.887

7We merge “fully grounded” and “partially grounded” in
their label set as a single valid label

8Due to the small context window of Flan-T5, we do not
use instructions.

Model Seq Len Learn. Rate Epoch

Mistral-7B-instruct 4096 0.0003 3
Llama-2-7B-chat 4096 0.0001 5
Flan-t5-base 512 0.0003 3
TinyLlama-1.1B-chat 4096 0.0003 4

Table 9: Parameters for fine-tuned Models in salience
scoring

#questions avg salience

human 61 3.49
mistral-7B-instruct 249 2.26
llama-2-7B-chat 250 2.6
GPT-3.5-turbo 100 3.18
GPT-4-turbo 1106 3.75

Table 10: Count and average human salience of ques-
tions stratified by the question generation model used

#questions avg answerability

human 58 2.25
mistral-7B-instruct 73 1.32
llama-2-7B-chat 88 1.15
GPT-3.5-turbo 92 1.52

Table 11: Distribution and average human answerability
of questions stratified by question generation model

B.2 Salience Analysis Per Model 888

Table 10 shows the average salience scores of ques- 889

tions produced by each model. Qualitative analysis 890

of annotator rationales reveals that both Mistral- 891

7B-instruct and Llama-2-7B-chat struggled to gen- 892

erate questions anchored in Sk, resulting in many 893

invalid questions; Mistral-7B-instruct was worse 894

than Llama-2-7B-chat. On the other hand, GPT-* 895

models produced more interesting, curiosity driven 896

questions. 897

B.3 Answerability Analysis Per Model 898

Table 11 shows the count and average answerability 899

of valid potential questions stratified by the ques- 900

tion generating model. Qualitative analyses of an- 901

notator rationales reveals that Mistral-7B-instruct 902

and Llama-2-7B-chat often produced questions 903

which were already answered in Cp + Sk or were 904

about specific parts of Sk, not relevant to the article 905

as a whole; llama was generally worse than mistral. 906

While GPT-3.5-turbo is good at generating salient 907

questions, they sometimes becomes too diverse to 908

be actually answered by the article. Human ques- 909

tions are QUDs and thus are mostly answered. 910
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C Compute911

We used 3 NVIDIA A40 (48GB) and 1 A100912

(80GB) for fine-tuning models. For A40, each913

training took less than 30 minutes. For A100, each914

training took under 10 minutes. The training pro-915

cess for all models finished within 4 hours.916

D License and Copyright917

We will release our annotations under the Cre-918

ative Commons CC-BY license; the original texts919

(DCQA (Ko et al., 2022), TED-Q (Westera et al.,920

2020) and DiverseSumm (Huang et al., 2023))921

come with their original licenses.922
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Context: Eli Lilly & Co.’s announcement that it is slashing prices for its major insulin products could make life easier
for some diabetes patients while easing pressure on Big Pharma. It also casts light on the profiteering methods of the
drug industry’s price mediators – the pharmacy benefit managers (PBMs) – at a time when Congress has shifted its focus
to them. Insulin has come to embody the perversity of the U.S. healthcare system as list prices for the century-old drug,
which 8.4 million Americans depend on for survival, quintupled over two decades to more than $300 for a single vial.

After reading the sentence "Just because Lilly – which sells about a third of the insulin in the U.S. – lowers its price
doesn’t mean all patients will pay less, even in the long run", ask 5 questions about a part of this sentence that you are
curious about which you don’t have an answer for.

Table 12: Prompt for question generation.

Motivation: As one reads an article, it is natural to ask curiosity-driven questions to enhance one’s understanding of the
article. Amongst different potential questions that one might ask while reading the article, to what extent is it important
for it to be answered later in the article? Can we perhaps rank these questions? We develop an evaluation schema to do
just that!

Task: Given the prior context, anchor sentence, and a list of potential questions, score the questions on the basis of the
following schema.

Score = 0:
These are questions which satisfy atleast one of the following criterion.
1) Question has grammar errors
2) Question is not anchored in the given anchor sentence
3) Question contains multiple sub-questions
4) Question misinterprets the context

Score = 1: The question is not very related to the topic (basically to weed out any odd questions)

Score = 2: The question is related to the concepts introduced in the prior context and the anchor sentence but asking the
question seems like a stretch. Answering the question doesn’t seem useful in making the article feel complete. Typi-
cally questions that also seem to be completely answered by the prior context and the anchor sentence are given this score.

Score = 3: The question is related to the prior context and anchor sentence but answering it doesn’t matter to me.
Answering it may provide additional information which may/may not enhance my understanding of the article.

Score = 4: Answering the question is somewhat useful because, for example, it might clarify some newly introduced
concepts, or might expand on an idea already introduced. It is useful to answer the question because it might influence
the narrative. There is a degree of uncertainty here as compared to when you would score a question 5.

Score = 5: This question should definitely be answered in the subsequent context. Some reasons why the question should
definitely be answered:
1) It clarifies a concept introduced in the anchor sentence
2) It asks about surprising or mysterious events/objects
3) It asks for more information about newly introduced humans (or animated) individuals into the discourse
Answering this question is essential to understanding the narrative.

Do keep in mind that one shouldn’t make an inference about other people. For instance, if the question is about defining
or explaining a concept, and you don’t need that explanation, don’t say that answering the question may still be helpful
just because you think some other people will find the answer useful.

Table 13: Annotation guideline for question salience rating.
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article: Scientists have uncovered new genetic evidence from the market in Wuhan, China, where COVID cases first
clustered in late 2019.The findings add support to an animal origin of SARS-CoV-2, the virus that causes COVID.They
were presented to an advisory group convened by the World Health Organization earlier this week.Florence Debarre, an
evolutionary biologist at the French National Center for Scientific Research discovered genetic sequences of the virus
that researchers in China–led by George Gao, former head of the Chinese Center for Disease Control and Prevention–had
uploaded to a public genomic database called GISAID....[article until the anchor sentence]
question: How has George Gao’s previous position as head of the Chinese Center for Disease Control and Prevention
influenced the research process?

Imagine you are a curious reader who is reading the article. You come across a question and you need to determine
if it should be answered in the following article or not. You have to give a score for this input. Score = 1 means the
question is completely unrelated to the topic of the article. Score = 2 means the question is related to the article but it
has already mostly been answered by the article. Score = 3 means the question is related to the article but answering it
is not useful as it might expand of an idea that is not very important or central to the context of the article. Score = 4
means the question is related to the article and answering it is somewhat useful in enhancing the understanding of the
article. Score = 5 means the question is related to the article and should definitely be answered because it expands on
some ideas which are central to the article. Note that the score is given according to the information utility of its answer.
If a question is related to the article but doesn’t need to be answered or is not central to the article, do NOT give it a
high score of 4 or 5, instead give a score of 3 if the question is unanswered by the article and 2 if it has already been
answered by the article. To differentiate between a score of 4 vs 5, think of how the article would look like if you don’t
answer the question - if the article would not feel complete without the answer to the question, give a score of 5, else
a 4. A score of 4 is usually given if answering the question will be useful but there might be other questions that are
more important to answer as compared to this. A score of 5 is only given to the best and most important questions that
MUST be answered so use it carefully and sparingly. Do not be biased towards giving a high score and follow the above
instructions carefully. The score should strictly be an integer from 1 to 5.
score:

Table 14: Zero-shot (vanilla) prompt for salience prediction.

article: Scientists have uncovered new genetic evidence from the market in Wuhan, China, where COVID cases first
clustered in late 2019.The findings add support to an animal origin of SARS-CoV-2, the virus that causes COVID.They
were presented to an advisory group convened by the World Health Organization earlier this week.Florence Debarre, an
evolutionary biologist at the French National Center for Scientific Research discovered genetic sequences of the virus
that researchers in China–led by George Gao, former head of the Chinese Center for Disease Control and Prevention–had
uploaded to a public genomic database called GISAID....[article until the anchor sentence]
question: How has George Gao’s previous position as head of the Chinese Center for Disease Control and Prevention
influenced the research process?
score: 3
...[14 more in-context examples; three per salience label]

Imagine you are a curious reader who is reading the article. You come across a question and you need to determine
if it should be answered in the following article or not. You have to give a score for this input. Score = 1 means the
question is completely unrelated to the topic of the article. Score = 2 means the question is related to the article but it
has already mostly been answered by the article. Score = 3 means the question is related to the article but answering it
is not useful as it might expand of an idea that is not very important or central to the context of the article. Score = 4
means the question is related to the article and answering it is somewhat useful in enhancing the understanding of the
article. Score = 5 means the question is related to the article and should definitely be answered because it expands on
some ideas which are central to the article. Note that the score is given according to the information utility of its answer.
If a question is related to the article but doesn’t need to be answered or is not central to the article, do NOT give it a
high score of 4 or 5, instead give a score of 3 if the question is unanswered by the article and 2 if it has already been
answered by the article. To differentiate between a score of 4 vs 5, think of how the article would look like if you don’t
answer the question - if the article would not feel complete without the answer to the question, give a score of 5, else
a 4. A score of 4 is usually given if answering the question will be useful but there might be other questions that are
more important to answer as compared to this. A score of 5 is only given to the best and most important questions that
MUST be answered so use it carefully and sparingly. Do not be biased towards giving a high score and follow the above
instructions carefully. The score should strictly be an integer from 1 to 5.
score:

Table 15: Few-shot (vanilla) prompt for salience prediction.
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article: The Hellcat era is ending the same way it began back in 2015: with an obscene amount of horsepower, a
devil-may-care attitude, and almost complete indifference toward handling.The 2023 Dodge Challenger SRT Demon
170–the last of Dodge’s Last Call combustion muscle cars–is a 1,025-hp street-legal drag racer that rolls out of the
factory with the claimed ability to rip off a 1.66-second 0-60 time and an 8.91-second quarter mile at 151.2 mph on a
prepped dragstrip.If those numbers hold up, the Demon 170 will be among the quickest production cars ever built, at any
price.Its competition, as far as straight-line performance is concerned, amounts to the $111,630 Tesla Model S Plaid and
a handful of supercars and hypercars, all of which channel their thrust to the ground through four wheels....[article
until the anchor sentence].
question: How does the Demon 170 differ from the previous models like the Challenger Hellcat or the 2018 Challenger
SRT Demon?

Imagine you are a curious reader who is reading the article. You come across a question and you need to determine if it
should be answered in the following article or not. You have to give a reason and a score for this input. Score = 1 means
the question is completely unrelated to the topic of the article or misinterprets the context of the article. Score = 2 means
the question is related to the article but it has already mostly been answered by the article. Score = 3 means the question
is related to the article but answering it is not useful as it might expand of an idea that is not very important or central to
the context of the article. Score = 4 means the question is related to the article and answering it is somewhat useful in
enhancing the understanding of the article. Score = 5 means the question is related to the article and should definitely
be answered because it expands on some ideas which are central to the article. Note that the score is given according
to the information utility of its answer. If a question is related to the article but doesn’t need to be answered or is not
central to the article, do NOT give it a high score of 4 or 5, instead give a score of 3 if the question is unanswered by the
article and 2 if it has already been answered by the article. To differentiate between a score of 4 vs 5, think of how the
article would look like if you don’t answer the question - if the article would not feel complete without the answer to the
question, give a score of 5, else a 4. A score of 4 is usually given if answering the question will be useful but there might
be other questions that are more important to answer as compared to this. A score of 5 is only given to the best and most
important questions that MUST be answered so use it carefully and sparingly. Do not be biased towards giving a high
score and follow the above instructions carefully. First provide a reasoning for your response and then the score. Now
let’s think step by step.
reason:

Table 16: Zero-shot CoT prompt for salience prediction.

article: The Hellcat era is ending the same way it began back in 2015: with an obscene amount of horsepower, a
devil-may-care attitude, and almost complete indifference toward handling.The 2023 Dodge Challenger SRT Demon
170–the last of Dodge’s Last Call combustion muscle cars–is a 1,025-hp street-legal drag racer that rolls out of the
factory with the claimed ability to rip off a 1.66-second 0-60 time and an 8.91-second quarter mile at 151.2 mph on a
prepped dragstrip.If those numbers hold up, the Demon 170 will be among the quickest production cars ever built, at any
price.Its competition, as far as straight-line performance is concerned, amounts to the $111,630 Tesla Model S Plaid and
a handful of supercars and hypercars, all of which channel their thrust to the ground through four wheels....[article
until the anchor sentence].
question: How does the Demon 170 differ from the previous models like the Challenger Hellcat or the 2018 Challenger
SRT Demon?
reason: This question is directly related to the article. Answering this question is extremely important as it can help
understand the features of the car in relation to other Dodge cars. The question asks about newly introduced idea that is
central to the idea in the article. Hence it must be answered. Score: 5
...[4 more in-context examples; one per salience label]

Imagine you are a curious reader who is reading the article. You come across a question and you need to determine if it
should be answered in the following article or not. You have to give a reason and a score for this input. Score = 1 means
the question is completely unrelated to the topic of the article or misinterprets the context of the article. Score = 2 means
the question is related to the article but it has already mostly been answered by the article. Score = 3 means the question
is related to the article but answering it is not useful as it might expand of an idea that is not very important or central to
the context of the article. Score = 4 means the question is related to the article and answering it is somewhat useful in
enhancing the understanding of the article. Score = 5 means the question is related to the article and should definitely
be answered because it expands on some ideas which are central to the article. Note that the score is given according
to the information utility of its answer. If a question is related to the article but doesn’t need to be answered or is not
central to the article, do NOT give it a high score of 4 or 5, instead give a score of 3 if the question is unanswered by the
article and 2 if it has already been answered by the article. To differentiate between a score of 4 vs 5, think of how the
article would look like if you don’t answer the question - if the article would not feel complete without the answer to the
question, give a score of 5, else a 4. A score of 4 is usually given if answering the question will be useful but there might
be other questions that are more important to answer as compared to this. A score of 5 is only given to the best and most
important questions that MUST be answered so use it carefully and sparingly. Do not be biased towards giving a high
score and follow the above instructions carefully. First provide a reasoning for your response and then the score. Now
let’s think step by step.
reason:

Table 17: Few-shot CoT prompt for salience prediction.
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Prompt Approach IC
examples

order of
IC examples MAE ↓ Spearman ↑ Macro F1 ↑ krippendorff alpha ↑

1 zero-shot
CoT - - 1.208 0.294 0.166 -0.034

2 zero-shot
CoT - - 1.144 0.329 0.197 0.008

3 zero-shot
CoT - - 1.089 0.353 0.208 0.082

4 zero-shot
CoT - - 1.144 0.366 0.197 0.058

5 zero-shot
CoT - - 1.072 0.236 0.201 0.027

4 few-shot
CoT 1/label train set

distribution 1.034 0.327 0.292 0.165

6 vanilla
zero-shot - - 1.314 0.229 0.193 -0.141

6 vanilla
few-shot 1/label random 1.144 0.252 0.232 0.164

6 vanilla
few-shot 1/label train set

distribution 1.106 0.134 0.210 0.138

6 vanilla
few-shot 2/label random 1.089 0.223 0.229 0.165

6 vanilla
few-shot 2/label train set

distribution 1.110 0.234 0.247 0.128

7 vanilla
few-shot 3/label train set

distribution 0.995 0.392 0.240 0.309

7 vanilla
few-shot 3/label

train set
distribution
(different order
from above)

0.910 0.417 0.316 0.358

6 GPT4-kNN 3 closest
distance 1.238 0.183 0.209 0.086

6 GPT4-kNN 7 closest
distance 1.165 0.276 0.246 0.077

6 GPT4-kNN 10 closest
distance 1.234 0.18 0.229 0.024

6 GPT4-kNN
unique labels
within 10 closest
train instances

closest
distance 1.259 0.160 0.200 0.040

6 GPT4-kNN
unique labels
within 10 closest
train instances

train set
distribution 1.246 0.223 0.196 0.075

6 GPT4-kNN 5 closest
distance 1.289 0.188 0.195 0.043

6 GPT4-kNN 5 train set
distribution 1.327 0.161 0.182 0.001

6 GPT4-kNN
(average CLS) 5 closest

distance 1.195 0.253 1.195 0.094

6 GPT4-kNN
(average CLS) 5 train set

distribution 1.157 0.292 0.234 0.152

7 GPT4-kNN
(average CLS) 5 train set

distribution 1.063 0.359 0.245 0.215

Table 18: Full GPT-4 experimental results for salience prediction.

17



(a) GPT-4-turbo zero-shot vanilla (left), GPT-4-turbo few-shot vanilla (right)

(b) Mistral-7B-Instruct (left), Llama-2-7B-chat (right)

(c) Flan-t5-base (left), TinyLlama-1.1B-chat (right)

Figure 3: confusion matrices for salience prediction across different models.
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1) Imagine you are a curious reader who is reading the article. You come across a question and you need to determine if
it should be answered in the following article or not. You have to give a reason and a score for this input. Score = 1
means the question is completely unrelated to the topic of the article. Score = 2 means the question is related to the
article but answering it is not useful as it is not central to the article. Score = 3 means the question is related to the
article but answering it might not enhance the understanding of the article as it might expand of an idea that is not
very important given the context of the article. Score = 4 means the question is related to the article and answering
it is somewhat useful in enhancing the understanding of the article. Score = 5 means the question is related to the
article and should definitely be answered because it might provide explanation for some new concepts which are
central to the ideas in the article. Note that the score is given according to the information utility of an answer. If
answering the question is not important in the context of the article, do not give it a high score. Now let’s think step by step.

2) Imagine you are a curious reader who is reading the article. You come across a question and you need to determine if
it should be answered in the following article or not. You have to give a reason and a score for this input. Score = 1
means the question is completely unrelated to the topic of the article. Score = 2 means the question is related to the
article but answering it is not useful as it has already mostly been answered by the article. Score = 3 means the question
is related to the article but answering it is not useful as it might expand of an idea that is not very important or central to
the context of the article. Score = 4 means the question is related to the article and answering it is somewhat useful in
enhancing the understanding of the article. Score = 5 means the question is related to the article and should definitely be
answered because it might provide explanation for some new concepts which are central to the ideas in the article. Note
that the score is given according to the information utility of an answer. If a question is related to the article but doesn’t
need to be answered or is not central to the article, do not give it a high score of 4 or 5, instead give it a 3 if it is still
unanswered by the article and 2 if it has somewhat already been answered by the article. First provide a reasoning for
your response and then the score. Now let’s think step by step.

3) Imagine you are a curious reader who is reading the article. You come across a question and you need to determine
if it should be answered in the following article or not. You have to give a reason and a score for this input. Score =
1 means the question is completely unrelated to the topic of the article. Score = 2 means the question is related to
the article but answering it is not useful as it has already mostly been answered by the article. Score = 3 means the
question is related to the article but answering it is not useful as it might expand of an idea that is not very important or
central to the context of the article. Score = 4 means the question is related to the article and answering it is somewhat
useful in enhancing the understanding of the article. Score = 5 means the question is related to the article and should
definitely be answered because it might provide explanation for some new concepts which are central to the ideas in
the article. Note that the score is given according to the information utility of its answer. If a question is related to
the article but doesn’t need to be answered or is not central to the article, do not give it a high score of 4 or 5, instead
give a score of 3 if the question is unanswered by the article and 2 if it has somewhat already been answered by the
article. To differentiate between a score of 4 vs 5, think of how the article would look like if you don’t answer the
question - if the article would not feel complete without the answer to the question, give a score of 5, else a 4. Do not
be biased to give a high score!! First provide a reasoning for your response and then the score. Now let’s think step by step.

4) Imagine you are a curious reader who is reading the article. You come across a question and you need to determine if
it should be answered in the following article or not. You have to give a reason and a score for this input. Score = 1
means the question is completely unrelated to the topic of the article. Score = 2 means the question is related to the
article but it has already mostly been answered by the article. Score = 3 means the question is related to the article but
answering it is not useful as it might expand of an idea that is not very important or central to the context of the article.
Score = 4 means the question is related to the article and answering it is somewhat useful in enhancing the understanding
of the article. Score = 5 means the question is related to the article and should definitely be answered because it expands
on some ideas which are central to the article. Note that the score is given according to the information utility of its
answer. If a question is related to the article but doesn’t need to be answered or is not central to the article, do NOT give
it a high score of 4 or 5, instead give a score of 3 if the question is unanswered by the article and 2 if it has already been
answered by the article. To differentiate between a score of 4 vs 5, think of how the article would look like if you don’t
answer the question - if the article would not feel complete without the answer to the question, give a score of 5, else a
4. A score of 4 is usually given if answering the question will be useful but there might be other questions that are
more important to answer as compared to this. A score of 5 is only given to the best and most important questions that
MUST be answered so use it carefully and sparingly. Do not be biased towards giving a high score and follow the above
instructions carefully. First provide a reasoning for your response and then the score. Now let’s think step by step.

5) Imagine you are a curious reader who is reading the article. You come across a question and you need to determine if
it should be answered in the following article or not. You have to give a reason and a score for this input. To form your
reasoning, use the following approach.1) Is the question related to the article? If not, give a score of 1 2) Is the question
already answered in the article? If yes, give a score of 2 3) Does answering the question expand on ideas that are not
important or central to the context of the article? If yes, give a score of 3. 4) Does answering the question expand on
ideas that are central to the context of the article but not extremely important to answer? If yes, give a score of 4. 5)
Does answering the question expand on ideas that are central to the context of the article and extremely important to
answer, making the article feel complete? If yes, give a score of 5. A score of 5 is only reserved for the best and most
important questions that MUST be answered so use it carefully and sparingly. Do not be biased towards giving a high
score. Your reasoning should be a step-by-step approach and if you arrive at a score, you should stop thinking. First
provide a reasoning for your response and then the score. Format your answer as ’reason: score: ’.Now let’s think step
by step.

Table 19: Prompt templates for zero-shot CoT as per Table 18.
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6) Give a score from 1 to 5 for how important it is for the question to be answered later in the article. Score = 1 means
the question is completely unrelated to the topic of the article. Score = 2 means the question is related to the article but
answering it is not useful in making the article feel complete. Score = 3 means the question is related to the article but
answering it might not enhance the understanding of the article. Score = 4 means the question is related to the article and
answering it is somewhat useful in enhancing the understanding of the article. Score = 5 means the question is related to
the article and should definitely be answered because it might provide explanation for some new concepts.The score
should strictly be an integer from 1 to 5.

7) Imagine you are a curious reader who is reading the article. You come across a question and you need to determine
if it should be answered in the following article or not. You have to give a score for this input. Score = 1 means the
question is completely unrelated to the topic of the article. Score = 2 means the question is related to the article but it
has already mostly been answered by the article. Score = 3 means the question is related to the article but answering it
is not useful as it might expand of an idea that is not very important or central to the context of the article. Score = 4
means the question is related to the article and answering it is somewhat useful in enhancing the understanding of the
article. Score = 5 means the question is related to the article and should definitely be answered because it expands on
some ideas which are central to the article. Note that the score is given according to the information utility of its answer.
If a question is related to the article but doesn’t need to be answered or is not central to the article, do NOT give it a
high score of 4 or 5, instead give a score of 3 if the question is unanswered by the article and 2 if it has already been
answered by the article. To differentiate between a score of 4 vs 5, think of how the article would look like if you don’t
answer the question - if the article would not feel complete without the answer to the question, give a score of 5, else
a 4. A score of 4 is usually given if answering the question will be useful but there might be other questions that are
more important to answer as compared to this. A score of 5 is only given to the best and most important questions that
MUST be answered so use it carefully and sparingly. Do not be biased towards giving a high score and follow the above
instructions carefully. The score should strictly be an integer from 1 to 5.

Table 20: Prompt templates for zero shot vanilla prompting and zero shot kNN based approach as per Table 18.

Figure 4: Annotation interface for the summary expansion task; the three candidates are ordered via drag-and-drop.
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Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
Give a score from 1 to 5 for how important it is for the question to be answered later in the article.
Score = 1 means the question is completely unrelated to the topic of the article.
Score = 2 means the question is related to the article but answering it is not useful in making the article feel complete.
Score = 3 means the question is related to the article but answering it might not enhance the understanding of the article.
Score = 4 means the question is related to the article and answering it is somewhat useful in enhancing the understanding
of the article.
Score = 5 means the question is related to the article and should definitely be answered because it might provide
explanation for some new concepts.
### Input:
article: [context] + [anchor]
question: [question]
### Response:
[score]

Table 21: Instruction for fine-tuned models for salience prediction.

Below is an instruction that describes a task, paired with an input that provides further context. Write a response that
appropriately completes the request.

### Instruction:
Is the question well-grounded in the anchor sentence? Please evaluate using the following scale:
1: The question is fully grounded in the anchor sentence. Or some parts of the question are grounded in the anchor
sentence.
0: The question is not grounded at all in the anchor sentence.
Based on the question and the anchor, please choose one of the above options. If the question refers to the same entity as
the anchor, we consider the question to be grounded.
### Input:
question: [question]
anchor sentence: [anchor]
### Response:
[score]

Table 22: Instruction for in fine-tuned models for question validity classification.
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Context: Natural gas prices have fallen by a stunning 87% since their peak in late August 2022. That is measured by the
shortest dated futures contract, as at 9 March. The price move follows the sharp spike in prices triggered by Russia’s
invasion of Ukraine. For the central European emerging markets of Poland, Hungary and the Czech Republic, known as
the CE3, this has brought much relief to their economies and financial markets. ...[full article]

Generate a short 50-word summary for the above article. Remember, do not exceed 50 words.
summary:

Table 23: Prompt for generating a short TL;DR.

article: People in Somalia have long relied on money from family members abroad to build hope for the future. These
contributions – also known as remittances – have been essential during the last three decades of civil conflict in the east
African country. Just ask Hassan Mowlid Yasin. Relatives who immigrated to the U.S. regularly sent remittances to his
grandmother. ...[full article]
short summary: Canadian Somalis are facing increased financial pressure to support relatives in Somalia, which is
experiencing a severe drought. Changes in climate have led to a lack of rain, loss of livestock, increased food prices, and
an unprecedented level of food insecurity affecting nearly eight million people in the country.

Produce an elaboration of the short summary by including relevant details from the article within a word count range of
230 to 250 words. Strive for conciseness and clarity in delivering a comprehensive expansion within the specified word
limit. The response MUST NOT exceed 250 words at any cost. Produce outputs less than 250 words.
elaboration:

Table 24: Prompt for GPT-4 summary expansion.

article: People in Somalia have long relied on money from family members abroad to build hope for the future. These
contributions – also known as remittances – have been essential during the last three decades of civil conflict in the east
African country. Just ask Hassan Mowlid Yasin. Relatives who immigrated to the U.S. regularly sent remittances to his
grandmother. ...[full article]
short summary: Canadian Somalis are facing increased financial pressure to support relatives in Somalia, which is
experiencing a severe drought. Changes in climate have led to a lack of rain, loss of livestock, increased food prices, and
an unprecedented level of food insecurity affecting nearly eight million people in the country.

Read the article and the short summary. Provide a list of all the important topics from the short summary and related to it
which are spoken about in the article. Your response should be a comma separated list.
response:

Table 25: Prompt for GPT-4-Corrupted expansion (Step 1).

article: People in Somalia have long relied on money from family members abroad to build hope for the future. These
contributions – also known as remittances – have been essential during the last three decades of civil conflict in the east
African country. Just ask Hassan Mowlid Yasin. Relatives who immigrated to the U.S. regularly sent remittances to his
grandmother. ...[full article]
irrelavant topic: ["Somalia drought, Canadian Somali remittances, climate change effects, loss of livestock, increased
food prices, food insecurity in Somalia, support from Somali diaspora, impact of climate change on Somalia’s economy"]

In 230 to 250 words, produce an elaboration of the article by omitting as many topics included or related to the ’irrelavant
topic’ field as possible. Your response MUST be strictly more than 230 words and under 250 words. Remember, you
MUST produce ATLEAST 230 word count responses.
response:

Table 26: Prompt for GPT-4-Corrupted expansion (Step 2).

paragraph: Hong Kong and Singaporean authorities welcome UBS’s acquisition of Credit Suisse. Temasek plans
to invest in the Philippines sovereign wealth fund, and CDPQ may buy part of ATC’s Indian unit. ...[full elaboration]

Make minor alterations to the paragraph above such that its narrative style is similar to a usual summary. Do not use very
flowery language and stick to the contents in the paragraph ONLY. Your response should NOT include any new content.
Your response should be over 230 words but not exceed 250 words. Remember, do not produce responses below 230
words. Don’t start the sentences like the ’article talks about this’ or ’the article sheds light on..’. Remember, you MUST
produce ATLEAST 230 word count responses.
response:

Table 27: Prompt for improving the expansion style while imposing minimal content changes.
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article: People in Somalia have long relied on money from family members abroad to build hope for the future. These
contributions – also known as remittances – have been essential during the last three decades of civil conflict in the east
African country. Just ask Hassan Mowlid Yasin. Relatives who immigrated to the U.S. regularly sent remittances to his
grandmother. ...[full article]

Which sentences from the article completely answer the question ’What was the average amount of money sent in each
remittance?’? Include only the relevant sentences extracted from the article that are answers to the question and NOT
just vaguely related to the topic introduced in the question. Be concise. Your response should not exceed 3 lines. If the
article doesn’t provide a SPECIFIC answer to the question, respond with ’No Answer’.
response:

Table 28: Prompt for identifying questions that are unanswered in the article.

article: The 2023 Dodge Challenger SRT Demon 170 marks the culmination of Dodge’s combustion-engine muscle
car era, delivering an astonishing 1,025 horsepower. This street-legal drag racer, priced at $100,361, challenges the
acceleration benchmarks set by supercars and hypercars, despite only channeling its 945 lb-ft of torque through the
rear wheels. Unlike its predecessors and competitors, the Demon 170 doesn’t require extensive track preparation or
modifications to achieve its impressive performance figures, such as a 0-60 mph time of 1.66 seconds and a quarter-mile
dash in 8.91 seconds at 151.2 mph. ...[full expansion]
questions: [What is the horsepower of the Tesla Model S Plaid compared to the Dodge Challenger SRT Demon 170?,
How does the Tesla Model S Plaid deliver thrust to the ground through all four wheels?]...[full list of questions]

Read the above article and find the questions from the ’questions’ list provided above which are answered in the article.
Your response should be a comma separated list of only questions that are completely or partially answered by the article.
response:

Table 29: Prompt for finding questions that an expanded summary answers.
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TL;DR: The IMF reached a staff-level agreement to offer Ukraine a $15.6bn financial package, marking the first loan
to a country at war. The two-phase agreement involves enhancing fiscal and financial stability, followed by more
extensive reforms. The loan follows recent amendments allowing the IMF to fund countries facing ’exceptionally high
uncertainty’.

best expansion: The International Monetary Fund (IMF) has agreed to provide Ukraine with a significant financial
package worth $15.6 billion, a groundbreaking move as it marks the first instance of the organization offering a loan to a
nation currently engaged in war. This decision comes after the IMF recently amended its policies to permit funding
under conditions of "exceptionally high uncertainty," enabling support for countries grappling with extraordinary
challenges such as war or severe natural disasters. The financial aid is structured into a two-phase program spanning four
years. Initially, Ukraine will focus on enhancing fiscal, external, price, and financial stability, including the cessation of
monetary financing, over a period of 12-18 months. The subsequent phase will pivot towards broader reforms aimed at
securing macroeconomic stability, supporting recovery and early reconstruction efforts, and fostering resilience and
higher long-term growth. These reforms are particularly geared towards Ukraine’s aspirations for European Union
accession, with an emphasis on reverting to pre-war policy frameworks like a flexible exchange rate and inflation
targeting regime. This loan package is not only the largest the IMF has proposed for a country amidst conflict but also a
testament to the international community’s support for Ukraine during its ongoing war with Russia. The IMF’s decision
reflects a recognition of the severe economic impact of the conflict on Ukraine, including a 30% contraction in economic
activity in 2022, significant destruction of capital stock, and rising poverty levels. By securing this financial assistance,
Ukraine aims to stabilize its economy, mobilize further support from international partners, and lay the groundwork for
post-war reconstruction and recovery.

good expansion: The International Monetary Fund (IMF) has agreed to provide Ukraine with a $15.6 billion financial
package, a significant move as it’s the first loan offered to a country engaged in war. This agreement, structured in
two phases, aims to first enhance Ukraine’s fiscal and financial stability, with a subsequent focus on broader reforms.
This decision comes after recent changes in the IMF’s policies, now allowing funding for countries experiencing
’exceptionally high uncertainty’. The journey to this agreement began last June when Ukraine first initiated discussions
with the IMF, leading to a final approval by the IMF executive board on March 20, after an initial round of talks
failed and a second was launched in August. Meanwhile, Pakistan faces challenges in securing a vital IMF bailout
package. The government revealed that the IMF is seeking financial support for Pakistan from ’friendly’ nations before
proceeding with a $6.5 billion bailout program. This stance was reiterated with a slight variation in the required amount,
mentioning a $6.1 billion tranche. Criticism has been directed at the IMF’s approach to assisting poor countries. Nobel
Prize-winning economist Joseph Stiglitz, in his 2002 book "Globalisation and Its Discontents," criticized the IMF’s
economic reform conditions. He argued that these often counterproductive measures have had devastating effects on the
populations of the target countries, highlighting a broader debate on the IMF’s role and policies in global financial stability.

worst expansion: The International Monetary Fund (IMF) has updated its policies to support countries experiencing
"exceptionally high uncertainty," aiming to assist those affected by crises like wars or natural disasters. This policy
revision, revealed on March 17, diverges from the IMF’s earlier approach that restricted its capacity to offer non-
emergency loans under conditions of significant uncertainties. The modification in the financing assurances policy
intends to cover scenarios where external shocks, beyond a country’s economic policy influence, require financial aid.
The IMF has been instrumental in aiding countries during financial crises by providing loans to address challenges such
as foreign debt payments and reducing foreign exchange reserves. Funding for these loans is sourced from the capital
subscriptions or quotas contributed by member countries, reflecting their economic standing globally. With 190 member
countries, the United States is the largest contributor to the IMF. Before approving a loan, the IMF conducts discussions
with the applicant country to assess its financial situation and requirements. The country typically needs to agree to
undertake certain economic policy measures. Following an agreement, the IMF’s executive board reviews and approves
the loan, which is then disbursed in phases. Throughout this period, the IMF monitors the country’s adherence to the
agreed economic policies. This procedure highlights the IMF’s commitment to promoting economic stability and reform
among its member countries facing financial challenges.

Table 30: An example of GPT-4, Flan-T5 and GPT-4-Corrupted expansions from best to worst.
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article: [1] The desperate actions by governments, regulatory authorities, and banks in both the US and Europe have not
only failed to stem the growing financial crisis but in some ways are making it worse.[2] In the US, following the failure
of the Silvergate bank, Silicon Valley Bank and Signature over the past two weeks, the latter two recording the second-
and third-largest banking failures in US history respectively, attention has turned to the travails of the First Republic
Bank with growing concerns that it could be the next to go.[3] Last week, a consortium of 11 major banks, under the
leadership of JPMorgan Chase CEO Jamie Dimon, with the collaboration of Treasury Secretary Janet Yellen, deposited
$30 billion with the struggling bank.[4] It was hoped this show of confidence would stop the outflow of depositors’
money, ease the pressure on its share price and stabilise it.
questions:
1) Who initiated the act of depositing $30 billion into the struggling First Republic Bank? Salience = 2
2) Why was it thought that this deposit would stem the outflow of depositors’ money? Salience = 5
3) What role did Treasury Secretary Janet Yellen play in this financial effort? Salience = 0

article: [5] In just a few days, the operation has been revealed as a complete failure.[6] While the outflows are reported
to have slowed somewhat, First Republic has lost $70 billion out of the total of $176 billion it held at the start of the
year.[7] And despite the injection of cash, the company’s shares have continued to plummet.
questions:
1) How has the injection of cash affected the overall financial health of the company? Salience = 3
2) What are the strategies that the company intends to use to stabilize its shares amid the injection of cash? Salience = 4

article: [8] Its share price has fallen by 90 percent since the beginning of the month, closing 47 percent down yesterday.[9]
Long-term bonds that mature in 2046 were trading at 55 cents on the dollar, down from 75 cents in early March.[10]
First Republic took another hit before trading opened yesterday, when the ratings agency S&P Global downgraded its
credit rating for the second time in a week.
questions:
1) What was First Republic’s credit rating prior to these two downgrades by S&P Global? Salience = 3
2) Why did the ratings agency S&P Global downgrade First Republic’s credit rating for the second time in a week?
Salience = 5

Table 31: An example of an article with potential questions it evokes and their corresponding human-annotated
salience scores.
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