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ABSTRACT

Existing online video segmentation models typically combine a per-frame seg-
menter with complex specialized tracking modules. While effective, these mod-
ules introduce significant architectural complexity and computational overhead.
Recent studies suggest that plain Vision Transformer (ViT) encoders, when scaled
with sufficient capacity and large-scale pre-training, can conduct accurate image
segmentation without requiring such specialized components. Motivated by this
observation, we propose the Video Encoder-only Mask Transformer (VidEoMT), a
simple encoder-only video segmentation model that eliminates the need for ded-
icated tracking modules. To enable temporal modeling in an encoder-only ViT,
VidEoMT introduces a lightweight query fusion mechanism that merges queries
from the previous frame with temporally-agnostic learned queries, enabling infor-
mation propagation across frames while preserving adaptability to new content.
As a result, VIdEoMT attains the benefits of a tracker without added complexity
and achieves competitive accuracy, while being 5—10x faster, running at up to 160
FPS with a ViT-L backbone. Code will be made public upon acceptance.

1 INTRODUCTION

Progress in computer vision has long been driven by the introduction of architectural components
that perform dedicated visual processing steps. Over time, this layering of components has pro-
duced powerful but increasingly complex systems. The bitter lesson (Sutton, [2019) reminds us that
such hand-designed components can accelerate progress in the short term, yet in the long run, it is
scalability and data that most effectively unlock new capabilities. Simplicity is often enabled by
re-examining prior insights in the light of how they can be mapped to a simpler, but scalable archi-
tecture. This motivates asking not what more can be added, but what can be removed, and whether
strong performance can emerge from simplicity and scale rather than complexity.

Recent work illustrates this point. [Kerssies et al.| (2025) demonstrated that image segmentation can
be performed accurately with a highly simplified architecture by adding only a few learnable queries
to a plain Vision Transformer (ViT) (Dosovitskiy et al.l [2021) with a method called EoMT. They
showed that the complex, task-specific components used by prior Mask2Former-style architectures
(Cheng et al., 2022) become almost completely redundant when using a large ViT model and large-
scale pre-training, such as DINOv2 (Oquab et al.| [2024).

This result motivates us to formulate a more profound hypothesis. We argue that, rather than explain-
ing the observed simplification successes by redundancy, we should interpret them as an indication
that a sufficiently large and well-pretrained ViT becomes a general vision model that can learn to
take over the functionalities of downstream model components. If this is indeed the case, it would
open up an interesting direction for further research, as we could then expect the ViT to also learn
to take over the capabilities of other downstream components.

In this paper, we take testing this hypothesis one step further. Specifically, we study whether it is
possible to obtain a simplified ViT-inspired architecture for the more complex task of video seg-
mentation, which we take as an umbrella term for a large variety of video-level segmentation and
tracking tasks. Video segmentation requires models to localize and segment objects, to classify them,
and to frack the same instances across frames. Current methods obtain state-of-the-art performance
by combining specialized components that improve one or more of those capabilities (Lee et al.,
2025; |[Zhang et al.| 2023; 2025} [Zhou et al., [2024). As video segmentation has many potential ap-
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Figure 1: Modern Video Segmentation Methods vs. VidEoMT (Ours). We compare the architec-
tures of modern video segmentation methods — using CAVIS (Lee et al., [2025) as a representative
example — and our encoder-only VidEoMT method. VidEoMT streamlines the video segmentation
framework, relying on the power of large-scale pre-training with vision foundation models rather
than handcrafted task-specific components.

plications for mobile or edge devices, efficient processing with lightweight models is critical. This
makes video segmentation an ideal testing ground for our endeavor.

Specifically, we start from state-of-the-art video segmentation models, and evaluate the effect of
removing specialized components. These models all follow roughly the same paradigm: they first
apply a segmenter, which predicts segmentation masks and class labels for individual video frames
and outputs object-level feature queries, and then use a tracker to match object-level feature queries
across different video frames. As shown in Figure |1| (left) for the example of CAVIS (Lee et al.,
2025)), both the segmenter and the tracker consist of many specialized components. Our first step is
replacing the complex segmenter with EOMT, followed by eliminating context-aware feature extrac-
tion and re-identification layers and fine-tuning EoOMT to take over their roles. Simplifying further
by naively discarding the tracker and applying EOMT frame-by-frame leads to a large accuracy drop,
showing that temporal modeling cannot simply be removed. We therefore move away from the con-
ventional decoupling of segmenter and tracker and instead ask whether temporal modeling can be
embedded directly into the ViT encoder. To achieve this, we introduce query fusion, a lightweight
but crucial mechanism that allows the encoder to propagate and adapt queries across frames. The
resulting model, Video Encoder-only Mask Transformer (VidEoMT), unifies segmentation and tem-
poral association inside a single encoder, as illustrated in Figure[T] (right).

By no longer requiring complex specialized components and performing all computations within
a single ViT-style model, VidEoMT is remarkably efficient. Through experiments, we find that
VidEoMT with a ViT-Large backbone is over 10x faster than existing state-of-the-art methods,
achieving processing speeds of up to 160 FPS on the YouTube-VIS benchmarks (Yang et al.,[2019).
Importantly, this speed is obtained while maintaining a comparable accuracy. We further validate our
findings on other related benchmarks and tasks, including long-term video instance segmentation,
video panoptic segmentation, and video semantic segmentation. In all cases, VIdEoMT achieves
similar speedups of 5x-10x with negligible negative impact on accuracy. Such speed-up factors can
be a veritable game changer for applications, enabling online video processing across a wide range
of use cases. Apart from this immediate value, these results also strongly support our hypothesis
that a sufficiently large and well-pretrained ViT is a general vision model that can learn to take
over the functionality of downstream components, as the ViT in VidEoMT has learned to acquire
the capabilities of the many task-specific components that are part of modern video segmentation
methods. The qualifiers sufficiently large and well-pretrained are important here, as we do not
observe this effect as prominently with smaller models or weaker pre-training.

In summary, we make the following contributions: (1) We demonstrate that a sufficiently large,
pre-trained ViT can learn to take over the functionality of specialized downstream components for
video segmentation. (2) We propose VidEoMT, a simple and highly efficient architecture for video
segmentation. VidEoOMT enhances EOMT with a novel, lightweight temporal modeling mechanism,
Query Fusion, to unify segmentation and temporal association within a single ViT-style encoder. (3)
We show that the resulting VidEoMT, with its simple encoder-only architecture, can perform video
segmentation at accuracies comparable to the state of the art, while being up to 10x faster.
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2 RELATED WORK

Image Segmentation. Image segmentation requires that objects in an image are segmented and
classified. Early image segmentation models treated this task as a per-pixel classification problem,
predicting a class label for each pixel (Chen et al.l 2018ajb}; [Long et al., 2015). Later works propose
an alternative mask classification approach, where a model predicts a segment — consisting of a
segmentation mask and class label — for each object in the image (Cheng et al.,2021). These mask
classification methods typically make use of Mask Transformers, which leverage image features
from a backbone and learnable queries to predict a segmentation mask and class label for each query
with a Transformer decoder (Wang et al., 2021; (Cheng et al., [2022; Jain et al.| 2023} |Cavagnero
et al.| 2024). Recently, EOMT (Kerssies et al., |2025) has demonstrated that it is possible to conduct
accurate image segmentation without requiring a decoder or other task-specific components, by
simply feeding the learnable queries directly into a large, pre-trained ViT encoder. In this work,
inspired by EOMT, we investigate whether video segmentation models can be simplified in a similar
manner, with the goal of improving efficiency while preserving high accuracy.

Video Segmentation. Video segmentation is a well-established computer vision task, encompass-
ing video instance segmentation (VIS) (Yang et al., 2019), video panoptic segmentation (VPS) (Kim
et al., |2020), and video semantic segmentation (VSS) (Nilsson & Sminchisescu, [2018), where the
primary objective is to segment, classify, and track all objects of interest in a video. Current VIS,
VPS, and VSS methods are typically Mask Transformer-based architectures (Heo et al.,[2022; Huang
et al.l 2022} Zhang et al., 2023} [2025} [Lee et al., 2025} Zhou et al., 2024; [Weng et al.| 2023} |Shin
et al.| 2024). They extend Mask Transformers for image segmentation (Cheng et al.,|2022) into the
video domain by incorporating specialized tracking components or enhancing temporal representa-
tions. The most recent methods (Huang et al., [2022; Zhang et al., 2023} 2025; |Lee et al., 2025} Zhou
et al., 2024)) are typically universal models, which can handle VIS, VPS, and VSS within a single
framework. They follow a decoupled paradigm, where the segmentation and tracking sub-tasks are
separated. First, the segmenter conducts image segmentation for each frame, and then a tracker as-
sociates these segmented objects over time. Generally, both the segmenter and the tracker contain
various specialized components, which increase accuracy but reduce efficiency. In this work, we
consider these universal video segmentation models and demonstrate that they can be simplified to
an encoder-only design, significantly improving efficiency while achieving competitive accuracy.

3 METHOD

3.1 TASK DEFINITION

We consider the task of online video segmentation, where the goal is to assign a class label and a bi-
nary segmentation mask to every object entity appearing in each frame of a video, while maintaining
temporal consistency of object identities across time.

Formally, a video is a sequence of T frames V = {I;,I5,...,Ir}, I, € R3XHXW " with spa-
tial resolution (H, W). For each frame I;, a model should yield a set of K; predictions ), =
{(my 5, c.4) Y, where my ; € {0,1}7*W is a binary segmentation mask, and ¢;; € {1,...,C}
is a semantic category label from C classes. Additionally, these predictions should be matched
across different frames, applying tracking. The task must be solved in an online manner: at timestep
t, predictions ); may only depend on the current frame I; and earlier frames {I,...,I; 1}.

3.2 PRELIMINARIES

Modern online video segmentation models (Zhang et al., |2023}; 2025; [Lee et al., 2025} Zhou et al.,
2024)) typically decouple the video segmentation pipeline into two distinct sub-tasks, segmentation
and tracking. First, a segmenter S generates frame-level image segmentation predictions, and out-
puts refined image features F and object query embeddings Q° = {qF € RP}X . Each of these
queries represents one object in the frame. Second, a tracker T aligns these representations from
consecutive frames, associating the object queries across time and producing temporally aligned
queries Q7 = {q/ € RP}X, which can be used to yield consistent segmentation masks and
object classes for each entity in a video (see Figure[I] left).

Segmenter. The segmenter performs per-frame image segmentation, producing image-level fine-
grained features F and query embeddings Q°. For this purpose, existing state-of-the-art models
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combine a pre-trained ViT (Dosovitskiy et al., 2021} |Oquab et al.l [2024), a ViT-Adapter (Chen
et al.,[2023)), and a Mask Transformer-based segmentation decoder (Cheng et al., |[2022)).

The ViT embeds an input image I; into non-overlapping patch tokens and processes them with
L Transformer blocks. A CNN-based ViT-Adapter augments the encoder with multi-scale features,
which are fused and refined in the Mask2Former head by a pixel decoder, producing a set of enriched
features {Fy, Fg, F16, F3p}, with F; € RPX(H/Ox(W/%) - A Transformer decoder then updates K
learnable queries Q™ = {g'™ € RP}X | through cross- and self-attention, yielding refined queries

QS. The segmenter then predicts a class label ¢; € RS and a mask m; € RU/4)>*W/4) for the
object that each query represents, also leveraging the refined image features.

Tracker. To associate the per-frame object queries generated by the segmenter between different
frames, most state-of-the-art approaches employ a separate tracker. This specialized component op-
erates in an online fashion, by jointly processing per-frame object queries from consecutive frames.
Concretely, it processes QY , the output from the segmenter for the current frame, and Q] ;, the
temporally updated queries from the previous frame:

Q] =T(Q7.Ql ). (1
In practice, the tracker mainly consists of N Transformer blocks with cross-attention, self-attention,
and feed-forward layers. The current-frame embeddings act as keys and values, while the temporally
refined embeddings from the previous frame, QtT_l, serve as queries in cross-attention. Through
these Transformer layers, the tracker aligns past queries with present ones, ultimately yielding tem-
porally consistent queries Q;/ that represent the objects in frame ¢, for which the ordering is the same
as in the queries for the previous frame, Q/_,. This is how temporal association is ensured. Finally,

the tracker predicts a segmentation mask and class label for each query QZ—, as in the segmenter.

Context-Aware Features. CAVIS (Lee et al., [2025) introduces context-aware features Qf* =
{q/, € RP}X, to enrich query embeddings Q7 with information from the local neighborhood of
each object, before they enter the tracker’s Transformer blocks. Concretely, given predicted masks
M, = {mt,,;}iK:1 and features F, ; at timestep ¢, binary boundary maps B, ; € {0, 1}(H/4)X(W/4>
are extracted using a Laplacian filter. Next, the features F4 ; are smoothed with an average filter,
yielding Fﬁt. Finally, the context-aware features, extracted by pooling the smoothed features at

boundary pixels, are concatenated with the per-frame query embeddings Q. This produces an
enriched set of queries QY = {q¢, € R?2P}X | which are then fed into the tracker’s Transformer
blocks. Hence, in presence of context-aware features, the tracker 7 is now also a function of highest-
resolution features Fy ¢:

T =7T(Q7,Q] 1, Fuy). )

Re-identification Layers. To further improve robustness, modern methods employ re-identification
layers. These layers are commonly paired with contrastive objectives, which enforce similarity be-
tween embeddings of the same instance while separating those of different instances. In practice,
query embeddings QY from the segmenter are usually fed to the re-identification layers, imple-
mented as a 3-layer MLP. In CAVIS, we apply this MLP to the context-aware queries QY :

Q= mLp(QF). (3)
This yields enhanced queries Q* which are subjected to contrastive learning, and which are fed into
the tracker’s Transformer blocks, in place of the context-aware queries QY.

3.3 REMOVING TASK-SPECIFIC COMPONENTS

Recently, EOMT (Kerssies et al., [2025) has challenged the dominant paradigm in image segmenta-
tion that uses many specialized components, showing that this task can be performed in an encoder-
only fashion, given a sufficiently large ViT model and strong pre-training. Learned queries Q'™ are
injected into the last Lo layers of a ViT encoder and processed jointly with patch tokens, yielding up-
dated queries Q° and predictions {(c;, m;)}X , without auxiliary decoders. Despite its simplicity,
EoMT performs competitively with complex frameworks while greatly improving efficiency.

Inspired by this result, we explore a similar simplification for video segmentation, where inference
speed is even more critical. Our hypothesis is that a strong ViT encoder can handle both segmen-
tation and temporal association within a unified encoder-only architecture, removing the need for
explicit tracking modules. To verify this, we start from the state-of-the-art CAVIS model, replace its
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Figure 2: VidEoMT architecture. Given frame ¢ = 0, initially learnable queries are concatenated
to the patch tokens after the first L; ViT blocks. Both sets of tokens are then jointly processed in the
last Lo blocks, then track queries fed to the Query Fusion module for temporal propagation.

heavy segmenter with EOMT, and then progressively ablate video-specific components to evaluate
whether the encoder can also learn to provide features sufficient for temporal association.

Replacing the Segmenter. In modern video segmentation models, such as CAVIS, the segmenter
S is composed of an inefficient ViT-Adapter and a complex and resource-intensive Mask2Former
pixel decoder and Transformer decoder. We replace the entire segmenter with EoMT, which in-
tegrates query tokens directly into the ViT and predicts object representations without specialized
components, thereby greatly simplifying the pipeline and consistently improving inference speed.

Removing Context-Aware Features. The context-aware features in CAVIS explicitly encode in-
formation from the spatial neighborhood of each instance to stabilize predictions under appearance
changes or occlusion. Extracting these features requires convolutional filtering over high-resolution
features, repeated for every query in all frames of a video, making it inefficient. We hypothesize
that the auxiliary context added by these features is not strictly necessary when leveraging a strong
pre-trained ViT like DINOV2, as its features are already fine-grained enough to be easily fine-tuned
to capture specific object identity and maintain stability under appearance changes or occlusion.

Removing Re-identification Layers. While effective, re-identification layers add complexity both
at inference and during training, where the associated contrastive losses are memory-intensive and
slow to optimize. We argue that with large-scale pre-training, such as with DINOv2, the features
of the ViT encoder already contain rich instance-level information. Since the segmentation queries
explicitly cross-attend to these features, they effectively inherit this instance-discriminative knowl-
edge and preserve it across frames. Therefore, eliminating these layers not only simplifies the whole
pipeline but also makes training more affordable and scalable.

3.4 VIDEOMT

After the previously described simplifications, the model consists of EOMT combined with a simpli-
fied tracker 7. The tracker matches object queries across frames and enforces temporal consistency,
but at the cost of increased architectural complexity and significant computational overhead.

We hypothesize that strong pre-training, e.g., with DINOv2, already equips the ViT encoder with
representations strong enough to support both per-frame segmentation and temporal association
within the encoder itself, without specialized tracking modules. Hence, we move away from the
conventional decoupling of segmenter and tracker and adopt a unified encoder-only design.

To equip an encoder-only model for temporal modeling, we propagate queries generated for indi-
vidual frames and fuse these with learnable queries in a lightweight Query Fusion mechanism. The
resulting model, which we name Video Encoder-only Mask Transformer (VidEoMT) (Figure |Z[)
eliminates the need for dedicated tracking modules, while delivering comparable performance to
state-of-the-art methods and a significantly faster inference.
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Query Propagation. When the tracker is entirely removed, the model reduces to a purely image-
level EoMT that processes each frame independently. In this case, queries Q° are the model’s
output, and there are no queries Q7 , as there is no longer a tracker.

The simplest way to reintroduce temporal modeling is through query propagation. At timestep
t = 0, we feed the learnable queries Q'™ to the last Ly layers of the ViT as in EOMT. At subsequent
timesteps ¢, however, we directly use the output queries from the previous timestep t — 1, i.e., QY ;.

This strategy enables information to flow across time without additional computational cost, improv-
ing temporal consistency across frames. However, since we only provide the ViT with information
from the previous frame, the influence of the learnable queries diminishes over time. As a result, the
model tends to lose the ability to recognize objects that newly appear in the video, as the contribution
of the learnable queries Q'™ attenuates over time.

Query Fusion. To address this limitation, we introduce Query Fusion, illustrated in Figure [2| In
this design, queries from the previous frame Q¢ _; are first transformed by a lightweight linear layer
and then combined with the original learned queries Q'™ through element-wise addition:

7 = Linear(Q;_,) + Q™. 4
The element-wise addition is possible because the supervision strategy ensures that the ordering of
the queries remains the same across frames in a video. This fusion ensures that the model has access
to the temporal context from the past through QY ;, as well as learnable queries Q™ to enable
adaptability to new objects in the current frame. This balance between information propagation
and adaptability allows Query Fusion to capture the essential benefits of a tracker in an encoder-
only fashion, providing temporal consistency without additional architectural complexity and while
maintaining a high level of efficiency.

Training. VidEoMT is trained using the objective function as Mask2Former (Cheng et al., 2022).
We use the cross-entropy loss for classification and the binary cross-entropy and Dice losses for
segmentation predictions. To ensure temporally consistent supervision, we follow the ground-truth
matching strategy of DVIS++ (Zhang et al., 2025)). In practice, a ground-truth object is only matched
to a query in the frame where the object first appears. In the remaining frames, the ground-truth
object stays matched to this query, ensuring temporal consistency.

4 EXPERIMENTS

Datasets and Evaluation Metrics. We evaluate VidEoMT on six major benchmarks for video
segmentation: OVIS (Q1 et al.} 2022), YT-VIS 2019, 2020, and 2022 (Yang et al., 2019) for Video
Instance Segmentation (VIS); VIPSeg (Miao et al.| 2022} for Video Panoptic Segmentation (VPS);
and VSPW (Miao et al.l [2021) for Video Semantic Segmentation (VSS). We use the Average Pre-
cision (AP) and Average Recall (AR) metrics (Yang et al., 2019) for VIS, Video Panoptic Quality
(VPQ) (Kim et al.,[2020), Segmentation and Tracking Quality (STQ) (Weber et al., 2021) for VPS,
and mean IoU (mloU) and Video Consistency (VC) (Miao et al.,[2021]) for VSS.

Implementation Details. Similar to the state-of-the-art models CAVIS (Lee et al.,[2025]) and DVIS-
DAQ (Zhou et al., 2024), we use a DINOv2-pretrained ViT (Oquab et al.| [2024) as the backbone of
VidEoMT. We adopt a batch size of 8 with 5 frames as a temporal window, using mixed precision
and the AdamW optimizer (Loshchilov & Hutter, 2019) with a learning rate of 10~%. Following
EoMT [Kerssies et al.| (2025)), we apply layer-wise learning rate decay (LLRD) (Devlin et al.l 2019)
with a factor of 0.6 and a polynomial learning rate decay with a power of 0.9. The number of
iterations and training video resolutions follow the settings of CAVIS (Lee et al., 2025) for fair
comparison. For more implementation details, see Appendix [A]

To assess computational efficiency, we measure both FPS and FLOPs. FPS is reported as the average
number of images processed per second on the validation set with a batch size of 1, evaluated on an
NVIDIA H100 GPU with FlashAttention v2 (Dao},[2024) and t orch . compi le (Ansel et al.,2024])
(default settings) enabled. FLOPs are calculated using fvcore (Meta Research, [2023)), averaged over
all images in the validation set. We report the results in GFLOPs, i.e., FLOPs x10°.
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Step Method AP Params GFLOPs FPS
(0) CAVIS 68.9 358M 838 15
(1) » w/EoMT as Segmenter 68.1 328M 699 42
(2) » w/o Context-aware Features 68.4 327M 581 72
(3) w» w/o Re-identification Layers 68.0 326M 580 74
(4) » wlo Tracker = EoMT 61.3 316M 565 162

-  EoMT 61.3 316M 565 162
(50 w w/ Propagation 63.9 316M 565 162

(6) w» w/Fusion = VidEoMT (ours) 68.6 318M 566 160

Table 1: From CAVIS to VidEoMT. Stepwise removal of CAVIS modules toward EoMT, and
modifications extending it to VIdEoMT. Evaluated on YouTube-VIS 2019 val set (Yang et al.,[2019).

5 RESULTS

5.1 MAIN RESULTS

From CAVIS to VidEoMT. In Table|l| we report a stepwise transformation from state-of-the-art
video segmentation method CAVIS (Lee et al., [2025) to our proposed VidEoMT. We gradually re-
move specialized tracking modules to obtain the lightweight EOMT baseline, and we then introduce
modifications to EoMT to support tracking. For more details see appendix [A.I] In step (1), we
find that replacing the segmenter with EOMT (Kerssies et al., 2025) improves FPS by almost 3,
while AP drops by -0.8. In steps (2)—(3), we observe that removing context-aware features and the
re-identification layers further increases speed by 1.8 x to 74 FPS, with almost no impact on accu-
racy. While the use of context-aware features facilitates faster convergence during training, we find
that with sufficient training iterations the model can achieve comparable performance even without
them. These results demonstrate that the DINOv2 ViT encoder can take over the functionality of
these components without degrading performance. In step (4), we note that the elimination of the
tracker, which results in the naive, per-frame application of EoMT, yields a speedup of more than
10x to 160 FPS compared to CAVIS’s 15 FPS, but suffers a substantial -7.6 AP drop. Interestingly,
though, even without any tracking modules and just relying on the queries, the model still retains
reasonable accuracy. This shows that EOMT can learn to output objects in a somewhat consistent
order across frames, despite processing them independently.

Applying query propagation in step (5), however, is necessary to introduce temporal modeling in
EoMT, improving the AP by +2.6 without increasing computational cost. However, the model may
still struggle with identifying newly appearing objects over time. In the final step (6), we show
that fusing the propagated queries with the original learned queries allows VidEoMT to recover
nearly all of the original accuracy, while still maintaining a speedup of more than 10x compared to
CAVIS. Notably, the improvement in inference speed is much larger than in terms of FLOPs. This
is the case because VidEoMT almost purely consists of a plain ViT encoder. As such, it can better
leverage dedicated hardware and software optimizations for the Transformer architecture without
being bottlenecked by complex specialized components.

Overall, these results show that VidEoMT achieves an excellent trade-off between efficiency and
accuracy, as heavy modules in CAVIS can be safely removed, while our lightweight extensions to
EoMT effectively restore performance with negligible computational cost. These results confirm our
hypothesis that a DINOv2-pretrained VIT can be trained to conduct both segmentation and tracking
within the same encoder, without requiring additional complex tracking components.

5.2 COMPARISON WITH STATE-OF-THE-ART MODELS

Video Instance Segmentation (VIS). We first compare VidEoMT with state-of-the-art models
on the VIS task across four datasets. The results, reported in Tables [Z] and E], demonstrate that
VidEoMT consistently outperforms DVIS (Zhang et al.| 2023)) and DVIS++ (Zhang et al.| [2025),
while being 5-8x faster. Compared to DVIS-DAQ (Zhou et al., 2024), VidEoMT achieves higher
accuracy on all benchmarks except OVIS, where the gap is within 2 AP points. Similarly, VidEoMT
surpasses CAVIS on YT-VIS 2022, and achieves comparable accuracy on YT-VIS 2019 and OVIS,
and remains within 2 AP on YT-VIS 2021, while being over 10X faster in some cases. Finally,
we note that VidEoMT is also both faster and more accurate than MinVIS (Huang et al. [2022),
which was specifically designed for efficiency and simplicity. Overall, VIdEoMT demonstrates a
significantly superior accuracy vs. efficiency trade-off compared to existing approaches.
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YouTube-VIS 2019 val YouTube-VIS 2021 val
Method  Backbone  — 5 b AR T GFLOPs FPS AP AP, AR,y GFLOPs FPS
MinVIS  Swin-L 616 686 666 401 29 553 620 608 255 30
DVIS Swin-L 639 704 690 411 23 587 666 646 405 24
DVIS-DAQ Swin-L 657 736 707 415 13 611 682 666 410 11

DVIS++ DINOv2-L  67.7 753 73.7 846 18 623 702 68.0 830 17
DVIS-DAQ DINOv2-L 683 76.1 735 851 10 624 70.8 68.0 836 10
CAVIS DINOv2-L 689 762 173.6 838 15 64.6 725 693 824 15

VidEoMT DINOv2-L 68.6 756 739 566 160 63.1 69.3 68.1 560 160
Table 2: Online VIS on YouTube-VIS 2019 and 2021.

YouTube-VIS 2022 val OVIS val
Method Backbone = pi APl ARL, GFLOPs FPS AP APs; ARy GFLOPs FPS
MinVIS  SwinL 33.1 337 366 224 31 394 413 433 408 30
DVIS Swin-L 30.0 426 449 401 23 459 483 515 419 24

DVIS-DAQ Swin-L - - - - - 495 517 549 423 12
DVIS++ DINOv2-L 375 394 435 820 18 49.6 550 54.6 868 17
CAVIS DINOv2-L 395 405 449 815 15 532 591 582 863 15
DVIS-DAQ' DINOv2-L 420 430 484 826 10 543 602 598 1173 8

VidEoMT' DINOv2-L 426 46.1 48.1 557 161 525 572 575 934 115
Table 3: Online VIS on YouTube-VIS 2022 and OVIS. ' Input resolution of 544 for OVIS.

VIPSeg val VSPW val
Method  Backbone 55~ ™""5T0 GFLOPs FPS mVCs mVC;, mloU GFLOPs FPS
DVIS Swin-L 547 477 879 20 950 943 613 879 22

DVIS++ DINOv2-L 56.0 49.8 2290 13 95.0 94.2 62.8 2290 13
CAVIS DINOv2-L 56.9 51.0 2612 10 - - - - -
DVIS-DAQ DINOv2-L 574 52.0 2315 4 - - - - -

VidEoMT DINOv2-L 55.2 48.9 1897 75 95.6 95.0 64.9 1909 73
Table 4: Online VPS on VIPSeg and VSS on VSPW.

Video Panoptic Segmentation (VPS). Table [] (left) compares VidEoMT with state-of-the-art
methods for the VPS task on the VIPSeg benchmark. VidEoMT achieves nearly the same accu-
racy as DVIS++ and CAVIS, with only a minor VPS drop, while running 5-7x faster. Compared to
DVIS-DAQ, which obtains the highest VPQ of 57.4, but runs at the lowest FPS of 4, VidEoMT sac-
rifices just 2.2 VPQ while delivering nearly 19 x higher speed. These results confirm that VidEoMT
also provides a significantly better accuracy and efficiency balance for video panoptic segmentation.

Video Semantic Segmentation (VSS). Table[](right) compares VidEoMT to state-of-the-art meth-
ods for the VSS task on the VSPW benchmark. VidEoMT outperforms existing methods, improving
the mIoU by +2.1 compared to DVIS++ and also achieving a higher temporal consistency with +0.6
mVCg and +0.8 mVCjs. VIdEoMT is also more than 5 x faster than DVIS++. These results confirm
the general applicability and strength of VidEoMT on yet another video segmentation task.

5.3 FURTHER ANALYSES

EoMT as a Segmenter. In this work, we ex-
tended EoMT with lightweight temporal prop- YouTube-VIS 2019 val
agation to obtain VidEoMT. However, there Segmenter Tracker AP GFLOPs EPS
are several other alternative options to enhance

EoMT with tracking capabilities. In Table[5] we EoMT CAVIS 68.1 699 42
compare VidEoMT to alternative approaches EOMT DVIS++ 67.0 683 69
where EoMT is used as a segmenter, and ex- oMT DVIS-DAQ _ 673 703 28
isting trackers are applied on top. Compared to VidEoMT - 68.6 566 160

the best alternative approach, EOMT + CAVIS,  Typle 5: Alternative approaches: EoMT as a
VidEoMT achieves slightly better AP, and is  gegmenter. Comparison of EOMT equipped with

~ 4x faster. These results demonstrate that our  modern Trackers and the proposed VidEoMT.
VidEoMT is not only the most streamlined but

also considerably faster and even more accurate than alternative strategies.
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Query Propagation. In VidEoMT, YouTube-VIS 2019 val
we directly propagate object queries Encoder Decoder AP FPS

. . . GFLOPs
into the ViT encoder. To verify that - >
this is just as accurate as propagating DINOvV2 + ViT-Ad. TrackFormer 67.8 739 22

- DINOV2 + ViT-Ad. Query Fusion  68.0 718 32
them in a separate decoder, we take a —
DINOv2 + ViT-Adapter encoder and VidEoMT - 68.6 566 160

Mask2Former decoder (Cheng et al, Taple 6: Alternative approaches: Query propagation.
2022), and apply query propagation in - Comparison of ViT-Adapter with a temporal decoder or

the decoder. We evaluate two variants  our Query Fusion module and the proposed VidEoMT.
for propagation: TrackFormer (Mein-

hardt et al., 2022), and our Query Fusion approach that combines propagated queries with the learned
queries. The results in Table [ show that our encoder-only approach achieves a similar accuracy as
the encoder-decoder one, validating the effectiveness of the proposed encoder-only design. At the
same time, VidEoMT is considerably faster than both alternative approaches. We refer the reader to
Appendix [B|for additional experiments on temporal propagation.

Impact of Pre-training. In this work, we
hypothesize that large-scale pre-training with YouTube-VIS 2019 val
VEFMs like DINOv2 enables the ViT encoder = Model Pre-train
in VidEoMT to take over the functionalities
of specialized components. To evaluate this,
in Table we evaluate the performance of

AP GFLOPs FPS

CAVIS DINOv2  68.9 838 15
VidEoMT DINOv2  68.6 566 160

VidEoMT and CAVIS in combination with ~ CAVIS IN21K 62.2 838 15
the default large-scale DINOv2, medium-scale _ YIdEOMT IN21K 60.8 566 160
ImageNet-21K, and small-scale ImageNet-1K ~ CAVIS IN1K 59.4 838 15
pre-training (Touvron et all, 2022). We find _ VidEoMT INIK 56.7 566 160

that, while VidEoMT performs comparably to
CAVIS in combination with DINOv2, the per-
formance gap between these methods increases
as the pre-training scale decreases. These results support our hypothesis that large-scale pre-training
is necessary to unleash the potential of VidEoMT. While Kerssies et al.[ (2025) showed this effect
for image segmentation, our results demonstrate that large-scale pre-training also enables the ViT
encoder to take over the functionalities of the specialized video segmentation components.

Table 7: Impact of pre-training. VidEoMT per-
forms consistently better with better pre-training.

Impact of Model Size. Similarly, we hy-

p.othes?ze that increa§ed model sizg: .posi— YouTube-VIS 2019 val
tively impacts the 'V1T encoder. ability to  Method  Backbone AP Params GFLOPs FPS
conduct segmentation and tracking. In Ta-
ble[8] we assess this by evaluating CAVIS C,AVIS DINOv2-L 689  358M 838 15
and VldEOMT fOr ViT model SiZeS L, B VidEoMT DINOv2-L 68.6 318M 566 160
and S. The results show that the gap be- CAVIS ~ DINOv2-B  59.5 13IM 390 18
tween the CAVIS baseline and VidEoMT _VidEoMT DINOv2-B 582  9SM 182 251
decreases as model size increases, con- CAVIS DINOv2-S 555 5TM 251 19
firming our hypothesis.  Additionally, VidEoMT DINOv2-S ~ 52.8  25M 56 294
while there is a small gap between CAVIS
and VidEoMT for smaller model sizes,
VidEoMT with a large ViT-L backbone is
still an order of magnitude faster than CAVIS with a small ViT-S backbone. This further highlights
the strength of VidEoMT and its superior balance between accuracy and speed.

Table 8: Impact of model size. VidEoMT performs
consistently better as the encoder size increases.

6 CONCLUSION

We have introduced VidEoMT, an encoder-only video segmentation architecture that unifies seg-
mentation and temporal association within a single ViT encoder. Through a step-by-step reduction
of prior models, we showed that heavy task-specific modules can be removed and replaced with a
lightweight query fusion mechanism, achieving an order-of-magnitude speedup while preserving or
improving accuracy across multiple video segmentation benchmarks. By consolidating video seg-
mentation into a single encoder, VidEoMT not only enables new applications through its efficiency
but also provides further evidence that strongly-pretrained ViTs are powerful, general vision models
that do not require specialized downstream components.
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REPRODUCIBILITY STATEMENT

We provide detailed descriptions of our model design in Section [3] with the overall architecture
illustrated in Figure Training protocols and experimental settings are presented in Section
while additional implementation details are provided in Appendix [A] Moreover, as stated in the
abstract, the code will be made public upon acceptance. Together, these resources are intended to
facilitate the reproduction of our results.
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APPENDIX
Table of contents

* §A} Implementation Details
* §B} Additional Experiments
* §Ct LLM Usage

* §D} Qualitative Results

A IMPLEMENTATION DETAILS

A.1 VISUALIZATIONS OF MODEL CONFIGURATIONS

In Section and Table |1} we gradually remove task-specific components from the state-of-the-
art video segmentation model CAVIS (Lee et al., 2025), which is visualized in Figure E] (left). To
provide more details, we additionally illustrate the architecture of intermediate steps (1) to (4) in Fig-
ure[B] In the first step, we replace CAVIS’s original segmenter — consisting of DINOv2, ViT-Adapter,
and Mask2Former’s pixel decoder and Transformer decoder (Oquab et al.||2024; |Chen et al.| [2023;
Cheng et al., 2022) — with EOMT (Kerssies et al., 2025). In the second step, we remove the context-
aware features module and directly forward the segmenter’s output queries to the re-identification
layers. In the third step, we also remove the re-identification layers, sending the segmenter’s output
queries directly to the tracker’s Transformer blocks. Subsequently, in the fourth step, we discard the
tracker altogether, and naively apply EoMT only on a per-frame basis. In the next step, we propa-
gate queries by directly feeding the output from frame ¢ — 1 into the encoder for frame ¢. As the
final step, we introduce our query fusion design where propagated queries are fused with learnable
queries. The resulting architecture is visualized in the main paper. See Figure 2| (right).

A.2 TRAINING

Following state-of-the-art models CAVIS (Lee et al., [2025), DVIS-DAQ (Zhou et al.| 2024)) and
DVIS++ (Zhang et al.l 2025), we adopt a DINOv2-pretrained ViT (Oquab et al.| 2024; Dosovitskiy
et al., [2021) as the backbone of VidEoMT, and we train our model in two stages. In stage one, we
train the model for image segmentation only. First, we train for COCO instance segmentation, and
then we further fine-tune on the video segmentation dataset without any temporal supervision. In
the second stage, we introduce our temporal query propagation and fine-tune the model from stage
one for video segmentation. Unlike CAVIS, DVIS-DAQ, and DVIS++, which freeze the DINOv2-
initialized ViT encoder after stage one, we keep fine-tuning the ViT encoder for VidEoMT. We
explore fine-tuning the ViT encoder for the CAVIS and DVIS++ baselines in Tables[I]and 2] as well,
but find that the loss diverges or the memory increases beyond the GPU’s limits. For our VidEoMT,
note that fine-tuning the encoder is necessary because our model is encoder-only, meaning that the
encoder weights need to be optimized to allow the model to be trained for video segmentation.

For step (0) in Table |1} we report results using the released CAVIS |Lee et al. (2025ﬂcheckpoints.
For all subsequent steps, we train the models using the same settings as CAVIS with respect to input
size, number of iterations, batch size, and number of sampled frames. Specifically, we use a batch
size of 8, train on 8 NVIDIA H100 GPUs, and sample 5 frames from a video clip. We train for
160k iterations on YouTube-VIS (Yang et al.l [2019) (all versions) and OVIS (Q1 et al., 2022), for
40k iterations on VIPSeg (Miao et al.l2022)), and for 20k iterations on VSPW (Miao et al.,|2021)).

We keep our optimization strategy similar to that of EOMT. Concretely, we use automatic mixed
precision and the AdamW optimizer (Loshchilov & Hutter, [2019) with a learning rate of 10~%. We
apply layer-wise learning rate decay (LLRD) (Devlin et al.| 2019)) with a factor of 0.6 and polynomial
learning rate decay with a power of 0.9. A two-stage linear warm-up strategy is used for all models,
including the baselines. Specifically, we first warm up the randomly initialized parameters for 500
iterations while keeping the pre-trained parameters frozen. Then, after 500 iterations, we warm up
the pre-trained parameters for 1000 iterations. In both stages, the initial learning rate is set to 0.

To supervise our models, we adopt the same loss functions as Mask2Former (Cheng et al. [2022).
Across all tasks and datasets, we use cross-entropy (CE) loss for the classification predictions, and

'https://github.com/Seung-Hun-Lee/CAVIS
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YouTube-VIS 2019 val

Query Update AP GFLOPs __ FPS
Propagation 63.9 565 162
Full reset 61.3 565 162
Non-object reset 67.8 565 157
Concatenation 67.4 580 159
TrackFormer 67.7 571 117
Fusion = VidEoMT 68.6 566 160

Table A: Query propagation methods. Comparison of alternative lightweight strategies for tem-
poral propagation.

binary cross-entropy (BCE) together with Dice loss for segmentation predictions. The total loss is a
weighted sum of these components:

Etot = )\bceﬁbce + )\diceﬁdice + /\ceﬁce- (5)
where Apce, Adice> and Ace are set to 5.0, 5.0, and 2.0, respectively, following Mask2Former (Cheng
et al., [2022).

A.3 ARCHITECTURE OF ALTERNATIVE APPROACHES

In Table [6f we compare VidEoMT with an alternative approach that uses DINOv2 + ViT-
Adapter (Chen et al.| 2023; [Oquab et al., [2024) as the encoder, and uses a decoder that applies
tracking following TrackFormer’s query propagation method (Meinhardt et al.l|2022). For the de-
coder, we adopt the architecture of Mask2Former’s Transformer decoder for segmentation (Cheng
et al.,[2022)). Following Mask2Former, this decoder has 9 layers, each composed of cross-attention,
self-attention and feed-forward blocks, and it operates with a hidden dimension of 256. To conduct
tracking, we follow the original TrackFormer approach as much as possible. Concretely, we first
make predictions for the first frame using a set of 400 learnable queries. Using these predictions,
only the N queries with a classification score s > 0.8 are kept and converted into track queries. For
the next frame, these track queries are concatenated with the 400 original learnable queries, which
are then fed to the decoder for that frame. In subsequent frames, the decoder updates the propa-
gated track queries such that they predict the masks for the same objects in the new frames. Again,
newly detected queries with scores s > 0.8 are added as additional track queries, and non-maximum
suppression (NMS) with an IoU threshold of onys = 0.9 is applied to remove near-duplicate predic-
tions. Note that this NMS operation is the main reason for the TrackFormer approach’s inefficiency
compared to VidEoMT’s query propagation mechanism. Finally, at each frame, track queries are
removed if their score remains below s < 0.8 for five consecutive frames, indicating that the object
they are tracking has disappeared from the scene.

A.4 EVALUATION

During evaluation, we process videos in a frame-by-frame fashion, as is required for online video
segmentation. We evaluate efficiency in terms of FPS and GFLOPs. All metrics are measured on a
single NVIDIA H100 GPU using PyTorch 2.7 and CUDA 12.6. We use a batch size of 1 frame to
report mean values computed across all frames in the entire validation set. FPS is measured using
FlashAttention v2 (Daol [2024) and torch . compile (Ansel et al.,[2024) with default settings and
automatic mixed precision, after 100 warm-up iterations. FLOPs are measured with fvcore (Meta
Research, [2023)), and reported in GFLOPs (FLOPs x 1079).

B ADDITIONAL EXPERIMENTS

Query propagation methods. VidEoMT propagates queries by fusing the learnable queries with
the propagated queries. In Table[A] we compare this approach with alternative methods to propagate
queries. The propagation variant directly propagates output queries from the previous frame into
the current frame’s encoder, but cannot properly detect new objects as the impact of the learnable
queries diminishes. For full reset, on the other hand, the model only receives the learnable queries
like in EOMT, but is now fine-tuned for video segmentation. This variant performs the worst as there
is no explicit temporal propagation. Non-object reset improves over this by replacing a propagated
query with a learnable query if it did not predict an object in the previous frame, but this still
underperforms the default fusion approach. Next, we try concatenation of propagated queries and
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Figure A: CAVIS (Lee et al., 2025) vs. VidEoMT (Ours). VidEoMT provides consistently faster
inference while maintaining competitive AP across different sizes of a DINOv2 pretrained ViT.
Evaluated on the YouTube-VIS 2019 validation set (Yang et al.,[2019).

learnable queries, but find that this introduces redundancy and harms performance. Finally, we
evaluate the TrackFormer approach (Meinhardt et al.,|2022) of only propagating queries for detected
objects and introducing new learnable queries to detect new objects. This approach performs slightly
worse than our fusion approach, but most importantly it is considerably slower because it requires
filtering out duplicate detections that should not be propagated. Overall, these results demonstrate
that our fusion approach is the most accurate and efficient.

Efficiency vs. Accuracy. In Figure |A] we visualize the efficiency and accuracy of CAVIS and
our proposed EoMT across different backbone sizes ViT-L, ViT-B, and ViT-S on the YouTube-VIS
2019 validation set. This figure illustrates the impressive speed of VidEoMT, as it is considerably
faster across all model sizes, obtaining consistent speedups of over 10x while only incurring small
accuracy drops. Even when using the large ViT-L backbone, VidEoMT is considerably faster than
CAVIS with a small ViT-S backbone, while yielding a much higher accuracy. In addition, compared
to the alternative approach of extending EoOMT with a CAVIS tracker, VidEoMT clearly also per-
forms considerably better, both in terms of efficiency and accuracy. This emphasizes the strength of
VidEoMT.

C LLM USAGE

We acknowledge that we used Large Language Models (LLMs) to assist us in polishing the text of
this paper, on the level of one or a few sentences. Specifically, we used the GPT models available
through ChatGPT by OpenAl. No LLMs were used to develop parts of the methodology or write
major parts of this paper.

D QUALITATIVE RESULTS
In Figures |C|to [E we visualize the predictions of CAVIS (Lee et al., [2025)) and VidEoMT for VIS

and VPS on the YouTube-VIS 2019 (Yang et al., 2019), OVIS (Qi et al.} 2022), and VIPSeg (Miao
et al.| [2022) datasets.
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Figure B: Removing task-specific components.
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CAVIS (15 FPS) VidEoMT (160 FPS) CAVIS (15 FPS) VidEoMT (160 FPS)

Figure C: Qualitative results for video instance segmentation. We compare CAVIS (Lee et al.|

2025)) to VIdEoMT on the YouTube-VIS 2019 dataset l, 2019).
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, : , Ny b acfmb
CAVIS (15 FPS) VidEoMT (112 FPS) CAVIS (15 FPS) VidEoMT (112 FPS)
Figure D: Qualitative results for video instance segmentation. We compare CAVIS (Lee et al.|

2025) to VidEoMT on the OVIS dataset 2022).
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CAVIS (10 FPS) VidEoMT (75 FPS) CAVIS (10 FPS) VidEoMT (75 FPS)

Figure E: Qualitative results for video panoptic segmentation. We compare CAVIS
2025) to VidEoMT on the VIPSeg dataset 2022).
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