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Abstract

Deep neural networks are renowned for their accuracy across a spectrum of machine
learning tasks but often suffer from prolonged inference time due to their depth.
Early exiting strategies have been proposed to mitigate this by allowing predictions
to output at intermediate layers if total uncertainty falls below a threshold. However,
we observe that using total uncertainty as an exiting criterion does not consistently
reflect true model uncertainty, causing traditional methods to prevent early exits
for ambiguous data even when model uncertainty is low. To address this limitation,
we propose a Dirichlet-based framework to directly quantify model uncertainty.
Models trained with our approach demonstrate more balanced handling of both
ambiguous and unambiguous data, enabling a higher proportion of ambiguous
samples to exit early for more efficient inference.

1 Introduction

Deep neural networks (DNNs) have shown tremendous success across various domains: convolutional
neural networks for image classification [14, 12, 25, 28, 6], transformers for language modeling [30,
4, 3], recurrent neural networks for sequential data processing [21, 5, 26], just to name a few. While
this remarkable success is primarily credited to their depth, it also leads to substantial computational
costs in both training and inference phases [27]. Fast inference in DNNs is important for various
reasons. First, as networks continue to grow deeper, optimizing computation becomes crucial to
minimize waste and enhance efficiency. Second, fast inference is essential for deploying models
in resource-constrained environments such as mobile devices and embedded systems. Third, real-
world applications require fast inference to deliver a seamless user experience by enabling real-time
responses.

The sequential nature of DNNs limits their potential for parallelization [32]. To address this, early
exiting is an approach aimed at reducing the average inference time without parallelization [13]. It
allows certain samples to exit early through intermediate layers of the network when the network
exhibits sufficient confidence. Traditional exiting criteria use low total uncertainty as a proxy for high
model confidence [29]. Since total uncertainty can be further decomposed into model uncertainty and
data uncertainty, this measure does not accurately capture true model uncertainty, and therefore fails
to allow samples with high data uncertainty to exit early when model uncertainty is low.

We suggest that it is crucial to distinguish model uncertainty from total uncertainty and utilize
the former as the exiting criterion instead. To this end, we propose a Dirichlet-based framework
that posits neural networks output a Dirichlet distribution of probability vectors instead of a single
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probability vector. Under this assumption, model uncertainty can be captured by the spread of the
distribution. We observe that the traditional cross entropy loss is degenerate within this framework
and therefore introduce a new training objective based on Kullback-Leibler divergence. Furthermore,
we generate an artificial dataset containing samples with high data uncertainty to explicitly train the
model for better handling of such cases.

Our findings show that models trained using our approach are more balanced in handling both
high-complexity and low-complexity samples, while the early exiting baseline shows a significant
performance gap between these two types of data. As a result, our approach enables a larger proportion
of ambiguous samples to exit early, outperforming the baseline. Our approach provides a simple
and easy-to-implement improvement to exiting criteria that preserves the model architectures and
enables models to perform effectively not only on low-complexity but also high-complexity data.
By differentiating between model uncertainty and total uncertainty, we also expose an interpretable
representation of uncertainty, which may be inherently useful for applications where uncertainty is
important for human decision making.

2 Background

2.1 Early exiting in deep neural networks

Early exiting is an approach aimed at reducing the average inference time of deep neural networks by
allowing “easy” samples to terminate early at intermediate exits, while “difficult” samples can utilize
the networks fully [20]. It usually requires answers to three main questions: 1) where to place the
intermediate exits (architectural design), 2) how to train the intermediate exits (training objective),
and 3) how to decide when to terminate at an intermediate exit (exiting criterion). Our study focuses
on the third question.

2.2 BranchyNet

BranchyNet [29] is one of the pioneering and most frequently referenced architectures for early
exiting in deep neural networks, making it a robust baseline for our studies.

Architecture. BranchyNet modifies the standard neural network by adding exit branches throughout
the network, allowing samples to exit early when their predictions have high confidence. The exit
branches can range from simple fully connected layers to more complex configurations such as
convolutional layers and multilayer perceptrons.

Training. During training, all branches in BranchyNet are jointly trained with the main network
using softmax cross entropy loss. Let y be the one-hot encoded ground truth label vector, and ŷ be
the predicted softmax probability vector. Then the softmax cross entropy loss is defined as:

L(ŷ,y) = −
∑
c∈C

yc log ŷc (1)

where C is the set of all possible labels. The training objective of BranchyNet is to minimize the
weighted sum of losses at each exit branch:

LBranchyNet(ŷ,y) =

N∑
n=1

wnL(ŷexitn ,y) (2)

where N is the total number of branches and wn are hyperparameters that represent weights of each
branch. Earlier branches receive higher weights in BranchyNet.

Exiting criterion. During inference, a sample begins with the lowest-level exit and iterates to the
final exit of the network. In BranchyNet, the exit criterion is based on the entropy. The entropy for a
predicted probability vector ŷ is defined as:

H(ŷ) = −
∑
c∈C

ŷc log ŷc (3)

Once the entropy value of a predicted probability vector at an intermediate exit falls below a
predetermined threshold T , the prediction is returned and the sample does not undergo further
processing by subsequent layers.
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2.3 Aleatoric uncertainty and epistemic uncertainty

In machine learning, total uncertainty can be broken down into two dimensions: aleatoric uncertainty
and epistemic uncertainty [10, 15, 7]. Aleatoric uncertainty, also known as data uncertainty, usually
refers to the irreducible uncertainty which arises from the natural complexity of data, such as class
overlap and label noise. Epistemic uncertainty, also known as model uncertainty, on the other hand, is
the uncertainty caused by a lack of training data or insufficient model complexity. In particular, let x be
the input to the network and µ be a bottleneck representation such that p(y|x) =

∫
p(y|µ)p(µ|x) dµ.

Then the total uncertainty can be decomposed as:

H(y|x) = Eµ∼p(µ|x) [H(y|µ)]︸ ︷︷ ︸
aleatoric (data) uncertainty

+ I(y;µ|x)︸ ︷︷ ︸
epistemic (model) uncertainty

(4)

Many early exiting models rely on total uncertainty (i.e., entropy) as the exiting criterion. The
underlying assumption of these models is that the predictions of a neural network should converge to
a probability vector that favors a single class through successive layers. Therefore, they implicitly
assume total uncertainty will monotonically decrease towards zero throughout the network. Based
on this premise, high model confidence can be approximated by low entropy. Such an assumption
is generally accurate for samples with low data uncertainty (e.g., an unambiguous image as shown
in Figure 1). However, for samples with high data uncertainty (e.g., an ambiguous image as shown
in Figure 2), a network’s predictions may converge to a probability vector that assigns comparable
probabilities to multiple classes. Thus, early exiting mechanisms based on total uncertainty may
consistently route ambiguous samples to the final exit due to their overall high uncertainty, even when
the network’s predictions have stabilized at earlier stages.

Figure 1: An unambiguous rabbit
Figure 2: An ambiguous rabbit-duck il-
lusion [31]

Table 1 summarizes four possible combinations of data uncertainty and model uncertainty, with
examples for each. Among these four cases, only case 1 has low total uncertainty, allowing early
exits for samples from this category when using total uncertainty measure. Since data uncertainty is
irreducible, we argue that our objective is to return an intermediate prediction as soon as the model
uncertainty becomes low, regardless of data uncertainty. Such an approach will enable samples from
both case 1 and case 2 to exit early in the network.

Table 1: Four possible combinations of data uncertainty and model uncertainty.
Model Data Total

Uncertainty Uncertainty Uncertainty Examples

Case 1 low low low unambiguous in-distribution data
Case 2 low high high ambiguous in-distribution data
Case 3 high low high unambiguous out-of-distribution data
Case 4 high high high ambiguous out-of-distribution data

3 Approach

3.1 Basics of the Dirichlet distribution

To effectively distinguish model uncertainty from total uncertainty, the assumption that neural
networks produce a single point estimation is inadequate. Instead, we need networks’ output to be
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able to capture uncertainty in its prediction. The Dirichlet distribution provides a natural solution, as
it is a distribution over predicted probability vectors.

The Dirichlet distribution of probability vectors over the set of all possible classes C is parameterized
by |C| concentration parameters α1, α2, . . . , α|C| > 0, and is defined as:

Dir(ŷ | α) =
Γ(α0)∏

c∈C Γ(αc)

∏
c∈C

ŷαc−1
c , α0 =

∑
c∈C

αc (5)

where ŷ represents a probability vector over C and Γ(·) is the gamma function.

The concentration parameters α1, α2, . . . , α|C| control the distribution of probability vectors: larger
values of αc indicate that probability vectors drawn from this distribution will assign a higher
probability to class c. When all αc are large (Figure 3b), the distribution concentrates around the
uniform probability vector at the center of the simplex. Conversely, with smaller αc values (Figure 3d),
the distribution over probability vectors becomes more dispersed.

(a) Low model uncertainty,
low data uncertainty

(b) Low model uncertainty,
high data uncertainty

(c) High model uncertainty,
low data uncertainty

(d) High model uncertainty,
high data uncertainty

Figure 3: Four Dirichlet simplexes under different combinations of model and data uncertainty.
Visualizations were created using the mpltern software package [8].

By assuming that neural networks output a Dirichlet distribution of class probability vectors rather
than a single class probability vector, the spread of the Dirichlet distribution can effectively represent
model uncertainty. To visualize, Figure 3 presents four possible scenarios of such a Dirichlet simplex
over three classes. The spread of the Dirichlet distribution can be quantified by its differential entropy:

H [Dir(α)] = log

∏
c∈C Γ(αc)

Γ(α0)
+ (α0 − |C|)ψ(α0)−

∑
c∈C

(αc − 1)ψ(αc) (6)

where ψ(·) is the digamma function. A higher differential entropy indicates a more dispersed
distribution, reflecting greater model uncertainty in the predicted class probabilities.

3.2 Our Dirichlet-based framework

We will next show the validity of the assumption that neural networks output a Dirichlet distribution
over class probability vectors. Specifically, we will show that the network’s output before the softmax
function captures a Dirichlet distribution. Mathematically, given an input x and a set of training data
D, the predicted probability of any class c can be written as:

ŷc = P (ŷ = c | x,D) =

∫
p(ŷ = c | α)p(α | x,D) dα (7)

where ŷ is the predicted class and α denotes the set of parameters of the Dirichlet distribution that
the network outputs. By further assuming that the trained network’s weights w sufficiently captures
the entire training dataset D and that the network outputs a deterministic Dirichlet distribution
parameterized by α⋆ (i.e. α⋆ = f(x,w), where f is the function that the network computes), the

4



predicted probability then simplifies to:

P (ŷ = c | x,D) =

∫
p(ŷ = c | α)p(α | x,w) dα (8)

=

∫
p(ŷ = c | ŷ)p(ŷ | α⋆) dŷ

=

∫
ŷc · Dir(ŷ | α⋆) dŷ

= EDir(ŷ|α⋆)[ŷc]

=
α⋆
c∑

k∈C α
⋆
k

where the last equation comes from the definition of expectation of a Dirichlet distribution. We recall
that this predicted probability is also given by the network’s softmax output:

P (ŷ = c | x,D) =
ezc(x)∑

k∈C e
zk(x)

(9)

where zk(x), ∀k ∈ C are the network’s outputs before softmax. By equating the two, we have:

α⋆
c∑

k∈C α
⋆
k

=
ezc(x)∑

k∈C e
zk(x)

(10)

Under this formulation, the neural network is essentially computing the parameters of the Dirichlet
distribution. More precisely, it computes log(α).

Because both narrowly and widely scattered Dirichlet distributions can yield the same expected
values, our Dirichlet framework allows two network outputs that result in identical probability vectors
after softmax to differ in model uncertainty, even when their total uncertainty remains the same.

3.3 Training

Training a neural network within the Dirichlet framework using the standard softmax cross entropy
loss is degenerate because it only encourages the expected value of the output Dirichlet to become
closer to the ground truth probability vector. It is insensitive to arbitrary scaling of α which controls
the spread of the Dirichlet, and it therefore disregards model uncertainty in its prediction. In order to
train the network to yield a confident prediction around the target probability vector, it is necessary to
modify the loss function.

Let Dunamb represent the set of unambiguous training data, where each sample is associated with
exactly one class. Drawing inspiration from Dirichlet Prior Networks for out-of-distribution sample
detection [15, 16], we define a new loss based on Kullback-Leibler divergence:

Lunamb(α̂) =
1

|Dunamb|
∑
Dunamb

KL [Dir(ŷ|α̂) ||Dir(ŷ|αunamb)] (11)

where αunamb is the set of parameters of the target Dirichlet for an unambiguous sample, which we
define as:

α
(c)
unamb =

{
β + 1 if c = k

1 otherwise
, for c ∈ C (12)

where C is the set of all possible classes and k is the ground truth class of the sample. This loss
encourages the network to output a sharp Dirichlet distribution centered around the ground truth
label’s probability vector. The parameter β controls the sharpness—larger values correspond to
greater sharpness.

As we wish the network to not only perform well on unambiguous data but also on ambiguous data,
we include a set of ambiguous data during training. The goal remains consistent, but now the target
vector will represent class overlaps, assigning probabilities to multiple classes. For example, if an
ambiguous sample may equally belong to any class in the set K ⊆ C, the target Dirichlet for this
sample is:

α
(c)
amb =

{
β + 1 if c ∈ K

1 otherwise
, for c ∈ C (13)
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The training objective is to learn the target Dirichlet for each ambiguous sample:

Lamb(α̂) =
1

|Damb|
∑
Damb

KL [Dir(ŷ | α̂) ||Dir(ŷ | αamb)] (14)

The final loss is the sum of the two losses:

L(α̂) = Lunamb(α̂) + Lamb(α̂) (15)

3.4 Exiting criterion

We use differential entropy of the Dirichlet distribution as a measure of model uncertainty to replace
traditional entropy which measures total uncertainty to determine whether to exit at an intermediate
branch. As in BranchyNet, exiting thresholds can be manually set to meet a specified runtime or
accuracy constraint.

4 Experiments

4.1 Datasets

CIFAR-10. CIFAR-10 is a widely used dataset in machine learning for image classification bench-
marking [11]. It contains 60,000 color images of size 32x32 from 10 classes: airplane, automobile,
bird, cat, deer, dog, frog, horse, ship, and truck. It is divided into 50,000 training images and 10,000
testing images.

Unambiguous dataset. We use the original CIFAR-10 training dataset as the unambiguous training
dataset as each image in the set corresponds exactly to one class.

Ambiguous dataset. Given the challenge of obtaining a large set of naturally ambiguous images,
we generate ambiguous images artificially by blending images from distinct classes in the CIFAR-10
training dataset. The blending process is described in Appendix C. A blended image represents the
overlaps of the classes from which it is derived.

We generated 50,000 blended images to match the size of CIFAR-10 training dataset. Images were
blended from six groups of common overlapping classes: 10,000 images of “cat vs. dog”, 10,000
images of “deer vs. horse”, 10,000 images of “bird vs. airplane”, 10,000 images of “automobile
vs. truck”, 5,000 images of animals (bird, cat, deer, dog, frog, horse), and 5,000 images of vehicles
(airplane, automobile, ship, truck).

4.2 Models

In our experiments, we compare several models. Our goal is to explore the effects of (a) using the
Dirichlet distribution to capture uncertainty, and (b) the effect of training with ambiguous data.

AlexNet. AlexNet is a convolutional neural network used widely in image classification [12]. It is
consisted of five convolutional layers followed by three fully connected layers. To align with the early
exiting architecture we used in our experiments, we modified the original AlexNet to only include
one fully connected layer following five convolutional layers (see Figure 6 in Appendix A).

B-AlexNet. B-AlexNet is a BranchyNet adapted from AlexNet by adding a fully connected layer as
a side branch to each of the five convolutional layers [29] (see Figure 7 in Appendix A). B-AlexNet
was trained on the unambiguous dataset according to Section 2.2. For simplicity, we set training
weights wn to be 1 for all branches. B-AlexNet served as the baseline model in our experiments.

Dir-B-AlexNet. Dir-B-AlexNet shares the same architecture as B-AlexNet, but it was trained using
the objective rooted in the Dirichlet framework. Specifically, it was trained solely on the unambiguous
dataset and utilized the loss function outlined in Equation 11 in Section 3.3.
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Amb-Dir-B-AlexNet. Similar to Dir-B-AlexNet, Amb-Dir-B-AlexNet has the same architecture
as B-AlexNet and was trained under the Dirichlet objective. However, it was trained on both the
unambiguous dataset and the ambiguous dataset, utilizing the summed loss function outlined in
Equation 15 in Section 3.3.

5 Results

We analyzed the performance of our Dirichlet-based approach (Dir-B-AlexNet and Amb-Dir-B-
AlexNet) compared to the traditional early exiting baseline (B-AlexNet) in handling ambiguous data
versus unambiguous data.

5.1 Evaluation datasets

In order to better understand how the various models handle different types of input samples, we
measure their performance on four evaluation datasets.

Baseline unambiguous dataset. The original CIFAR-10 testing dataset served as the baseline
unambiguous dataset in our evaluation.

Ambiguous dataset: Challenging Test. Challenging Test consists of 866 images in CIFAR-10
testing dataset found challenging by AlexNet during inference, indicated by entropy values over 0.5.
We further confirmed its ambiguity by observing that all branches in all three networks achieved an
accuracy around 50%.

Ambiguous dataset: In-distribution Blend. In-distribution Blend contains 10,000 images blended
from CIFAR-10 testing dataset, using the same blending distribution as the ambiguous training dataset
for training Amb-Dir-B-AlexNet.

Ambiguous dataset: Out-of-distribution Blend. Out-of-distribution Blend contains 10,000 im-
ages blended from CIFAR-10 testing dataset, using different combinations of categories relative to
the ambiguous training dataset. Specifically, it includes 2,500 images of “bird vs. frog”, 2,500 images
of “ship vs. truck”, 2,500 images of “automobile vs. airplane” and 2,500 images of “deer vs. dog”.

5.2 Evaluation Metrics

We evaluated the methods using two key metrics: (a) difference in average uncertainty between
ambiguous and unambiguous data and (b) the percentage of ambiguous samples that exit early.

5.2.1 Difference in average uncertainty between ambiguous and unambiguous data

This metric measures the difference in average uncertainty of ambiguous data vs. unambiguous data.
A smaller difference is preferred, as it indicates that the network is more balanced in its handling of
both types of data. To compute this metric, we first calculated the mean uncertainty for each network
(entropy for B-AlexNet, differential entropy for both Dir-B-AlexNet and Amb-Dir-B-AlexNet) on
the baseline unambiguous dataset. Then for each network, we computed the mean uncertainty across
Challenging Test, In-distribution Blend, and Out-of-distribution Blend. Given the difference in scale
for entropy and differential entropy, we utilized min-max normalization to standardize the results,
ensuring all values are scaled to a range of [0, 1]. Finally, we calculated the difference by subtracting
the normalized mean uncertainty of unambiguous data from that of ambiguous data.

Results. Figure 4 presents a comparison of three networks’ differences in mean uncertainty between
the unambiguous baseline and three ambiguous datasets across five exits. Amb-Dir-B-AlexNet
consistently demonstrates the smallest difference, followed closely by Dir-B-AlexNet. B-AlexNet
exhibits the largest difference across all exits for all datasets. Notably, Amb-Dir-B-AlexNet exhibits
a minimal difference at exits 1 to 3 and even shows a negative difference at exits 4 and 5 on In-
distribution Blend. This indicates that it is equally and even more confident in its predictions for this
group of ambiguous data compared to unambiguous data. This aligns with our expectation as it was
specifically trained to learn this distribution of ambiguous data.
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5.2.2 Percentage of ambiguous samples early exiting

The second metric calculates the percentage of ambiguous samples that can exit early through the first
branch, when thresholds are set to allow 1, 25, 50, 75, 99% of unambiguous samples to exit from this
branch. Thresholds were found by sweeping across a range of possible values. This metric directly
assesses the practical utility of our approach in reducing inference time when handling ambiguous
samples, with a higher percentage indicating a better performance.

Results. Results are shown in Figure 5. Amb-Dir-B-AlexNet again outperforms the other two
models, evidenced by its consistently higher percentage values across all thresholds and datasets. To
our surprise, however, despite a small advantage on Challenging Test, Dir-B-AlexNet is outperformed
by B-AlexNet on In-distribution Blend and Out-of-distribution Blend. The reason for this discrepancy
is not immediately clear and needs further investigation.

(a) Challenging Test (b) In-distribution Blend (c) Out-of-distribution Blend

Figure 4: A model comparison of difference in average uncertainty between ambiguous and unam-
biguous data.

(a) Challenging Test (b) In-distribution Blend (c) Out-of-distribution Blend

Figure 5: A model comparison of percentage of ambiguous samples exiting from exit 1 when
1, 25, 50, 75, 99% unambiguous samples exit from exit 1.

6 Related work

Early exiting. Many early exiting strategies have been proposed to address the prolonged inference
time in deep neural networks. BranchyNet proposes to add side branches to the main network, en-
abling samples to exit early when entropy values of predictions drop below predetermined thresholds
[29]. Differential Branching reformulates early exiting in a differentiable format and eliminates the
need for designing an explicit exiting criterion [19]. Adaptive Neural Networks solves a layer-by-
layer weighted binary classification problem to trade off between future accuracy and computational
cost [2]. PonderNet learns to predict the probability of halting at each step [1]. Conditional Deep
Learning identifies the input difficulty via confidence measure and conditionally activate deeper
portions of the network [18]. Confident Adaptive Transformers trains a meta consistency classifier
for each intermediate exit, allowing samples to exit early while guaranteeing a specifiable degree of
consistency with the original model with high confidence [22].

Existing work generally falls into two categories in terms of exiting criteria: 1) using some function
of classification entropy as confidence measure, or 2) using a neural network to learn and predict
confidence measure or exiting probability. The first approach may not adequately represent true
model uncertainty for data with inherent complexity, while the second may lack interpretability and
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efficiency. Our approach provides a simple yet effective way to directly measure model uncertainty
and improves model performance in handling ambiguous data.

Dirichlet neural networks. As Dirichlet neural networks enable the distinction between different
types of uncertainty in a prediction, they have been widely applied in out-of-distribution sample
detection and uncertainty estimation. As a form of Dirichlet neural networks, Dirichlet Prior Net-
works (DPN) separate distributional uncertainty from both data uncertainty and model uncertainty to
detect out-of-distribution samples [15, 16]. Further work built upon DPNs to maximize the repre-
sentational gap between in-distribution and out-of-distribution samples [17]. Evidential Networks
also demonstrate success in out-of-distribution detection and adversarial attack via Dirichlet-based
uncertainty estimation [24, 23]. Belief matching framework transforms the target label into a random
variable based on Bayesian principles and uses Dirichlet distribution as both the conjugate prior and
the posterior to improve generalization performance and uncertainty estimation [9]. To the best of our
knowledge, our approach is the first to apply Dirichlet neural networks to the early exiting setting.

7 Conclusion

Deep neural networks demonstrate impressive performance on a wide range of machine learning tasks
thanks to their depth, but this often comes at the cost of prolonged inference time. To address this,
early exiting strategies have been proposed to reduce the average inference time by allowing certain
samples to exit early through an intermediate layer of the network. Existing exiting criteria rely on
total uncertainty as a measure of model confidence, which can fail to reflect true model uncertainty
in the presence of high data uncertainty. In response, we propose a Dirichlet-based framework to
directly quantify model uncertainty, thereby enabling ambiguous samples to exit early when model
uncertainty is low, even if data uncertainty remains high. Compared to the baseline, models trained
with our approach exhibit a more balanced performance in handling ambiguous data vs. unambiguous
data, and enable early exits for a larger proportion of ambiguous data.

Our study has several limitations. First and foremost, our experiments focused on a single network
architecture and a specific image classification dataset. This limits the ability to apply our conclusions
to deep neural networks in general. Further experiments on various network architectures and
diverse datasets are crucial to fully determine the applicability and generalizability of our results.
Second, the blending technique we used to generate ambiguous datasets for training may raise
some questions about its validity: are blended image actually ambiguous? Blended images may
contain less information than the combination of two individual images when their values cancel out.
Blending can produce overly noisy images. One image may overshadow the other during the blending
process, resulting in an unambiguous image instead. Third, it remains unclear why Dir-B-AlexNet is
outperformed by B-AlexNet under the second evaluation metric despite a clear advantage in the first
metric. Despite these limitations, our work represents a step towards developing more interpretable,
highly efficient, and robust early exiting strategies.
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A Network architectures

Figure 6 shows the AlexNet architecture we used in our experiments and Figure 7 shows the
BranchyNet variant.

Figure 6: AlexNet Figure 7: B-AlexNet

B Experimental setup

All experiments were run in Python 3.11 using an NVIDIA MIG GPU with 10 GB of GPU memory.
During training, B-AlexNet, Dir-B-AlexNet, and Amb-B-AlexNet were initialized with trained
weights of AlexNet on CIFAR-10. All models were trained for 100 epochs using the Adam optimizer
with a learning rate of 0.001.

C Image blending process

Figure 8 demonstrates the blending process in the creation of artificial ambiguous training data. Given
two images A and B, blending A and B results in an image C where each pixel of C is obtained by:

Ci,j =
1

2
Ai,j +

1

2
Bi,j

where Ai,j , Bi,j , Ci,j are the pixels of A,B,C on row i and column j, respectively.
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(a) An image of “Dog” (b) An image of “Cat”

(c) A blended image of “Dog” and
“Cat”

Figure 8: Blending an image of “Dog” and an image of “Cat” into an ambiguous image of “Cat” and
“Dog”
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