
Benchmarking Multimodal Idiomaticity: Tasks and Methods for Idiomatic
Language Understanding in Text and Images

Anonymous ACL submission

Abstract

In this paper, we present a dataset contain-001
ing images and texts representing potentially002
idiomatic expressions in two languages, En-003
glish and Portuguese. The expressions were004
selected for their potential of ambiguity be-005
tween a literal and an idiomatic sense, and they006
are represented as static images, or as image007
sequences, to capture the more abstract cases008
or temporally dependent cases. To investigate009
how well models handle idiomatic expressions010
and integrate cues from different modalities011
(textual and visual/visual-temporal data), we012
propose two tasks to examine how mono and013
multimodal representations perform: multiple014
choice image selection and next image predic-015
tion task. Using a new metric that we propose016
for graded relevance, Normalized Discounted017
Cumulative Gain, the results obtained by repre-018
sentative models indicate that multimodal gen-019
erative models, using our framework, outper-020
form traditional vision-and-language models021
in comprehending idiomatic expressions by ef-022
fectively integrating visual and textual informa-023
tion.024

1 Introduction025

The ability to effectively represent non-026

compositional language is a critical challenge027

in natural language processing (NLP), as misin-028

terpretations can propagate through downstream029

applications and lead to erroneous outputs (Yaz-030

dani et al., 2015). Idiomatic expressions (IE), a031

prime example of non-compositional language,032

pose unique difficulties due to their meanings033

often diverging significantly from their literal034

interpretations (He et al., 2024b). While recent035

advances in language modeling have made strides036

in capturing such phenomena in text (Zeng and037

Bhat, 2022; Zeng et al., 2023; He et al., 2024a),038

the evaluation of multimodal representations of039

idiomaticity remains underexplored. Research on040

figurative language frequently centers solely on041

text, even though there may be complementary 042

potentially disambiguating clues in different 043

modalities, such as when combining text and 044

images. This is particularly evident in social media, 045

advertising, and news contexts (Yosef et al., 2023). 046

To bridge this gap, we introduce two novel 047

benchmark tasks that integrate textual and visual 048

modalities to assess the semantic comprehension of 049

idiomatic expressions: (A) multiple image choice, 050

selecting the image that best represents the intended 051

meaning of an idiomatic expression within a sen- 052

tence, and (B) next image prediction, selecting 053

the most appropriate image to complete a sequence 054

of three images, visually representing temporal as- 055

pects of the intended meaning of these expressions. 056

The dataset includes context sentences paired with 057

both individual images and image sequences, en- 058

abling a comprehensive evaluation of semantic 059

alignment in static and temporal contexts. 060

Building on previous work (Tayyar Madabushi 061

et al., 2022), which evaluated idiomaticity solely 062

through textual analysis, this task broadens the 063

scope to assess how well models can integrate lin- 064

guistic and visual information in representing non- 065

compositional meanings. Unlike prior approaches 066

that relied on images from existing databases 067

(Yosef et al., 2023), our task utilizes newly gen- 068

erated images created using large language-vision 069

models in collaboration with human experts. This 070

ensures that the visual content is specifically tai- 071

lored to accurately represent idiomatic expressions, 072

closely aligning with the intended linguistic con- 073

text. To allow for a more nuanced evaluation of 074

the ranking of images or captions based on their 075

relevance to the idiomatic meaning, we propose 076

the use of the Normalized Discounted Cumulative 077

Gain (NDCG) metric, adapted from information 078

retrieval (Järvelin and Kekäläinen, 2002). Unlike 079

traditional binary correctness metrics, NDCG cap- 080

tures graded relevance levels and emphasizes the 081

importance of correct ranking order, making it par- 082
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ticularly suitable for assessing nuanced semantic083

alignment in multimodal tasks.084

The increasing reliance on vision-and-language085

models for text-image matching reflects a grow-086

ing trend toward specialization in multimodal AI087

applications. These models, often trained with ob-088

jectives such as contrastive learning and joint em-089

bedding techniques, excel in tasks like retrieval,090

ranking, and search by achieving precise and ef-091

ficient text-image alignment (Hessel et al., 2021;092

Lee et al., 2024).093

However, when it comes to understanding id-094

iomatic expressions, multimodal generative models095

often outperform traditional vision-and-language096

models. This advantage stems from their extensive097

linguistic training and contextual reasoning capa-098

bilities (Sun et al., 2024). Trained on diverse and099

expansive text corpora, these models are adept at100

interpreting idiomatic expressions, slang, and figu-101

rative language. They integrate visual and linguis-102

tic semantics, enabling them to determine whether103

an expression is used literally or figuratively based104

on contextual cues from both modalities.105

We investigate the performance of represen-106

tative models on these tasks and propose using107

VQAScore (Lin et al., 2025), a metric for eval-108

uating image-text alignment in visual-question-109

answering (VQA) models. VQAScore works by110

posing straightforward queries like “Does this fig-111

ure show {text}?” and determining the probabil-112

ity of a “Yes” response, offering a more context-113

sensitive assessment of alignment. This approach114

achieves state-of-the-art performance across var-115

ious benchmarks by utilizing off-the-shelf multi-116

modal generative models.117

In this work, we make the following key contri-118

butions. First, we propose novel benchmark tasks119

for multimodal idiomaticity, integrating textual and120

visual modalities to evaluate the comprehension121

of idiomatic expressions. This includes a tailored122

dataset of expert-curated images generated using123

large language-vision models, with humans in the124

loop, ensuring precise alignment with idiomatic125

meanings in two tasks (multiple image choice126

and next image prediction). Second, we intro-127

duce an adapted NDCG metric for graded relevance128

assessment of semantic alignment. Finally, we129

leverage the VQAScore to build baseline methods130

for the proposed tasks, setting a foundation for131

future advancements in multimodal idiomaticity re-132

search. Understanding idioms is crucial for precise133

communication and applications such as sentiment134

analysis, machine translation and natural language 135

understanding. Exploring ways to improve mod- 136

els’ ability to interpret idiomatic expressions can 137

enhance the performance of these applications. 138

2 Related Work 139

Idioms are believed to be conceptual products and 140

humans understand their meaning from interac- 141

tions with the real world involving multiple senses 142

(Lakoff and Johnson, 1980; Benczes, 2002). How- 143

ever, investigations about idiomatic understand- 144

ing by models have mainly concentrated on one 145

modality (textual stimuli), in tasks ranging from 146

evaluation of noun compound paraphrases (Hen- 147

drickx et al., 2013), to noun compound interpre- 148

tation (Butnariu et al., 2009) and compositional 149

models (Marelli et al., 2014), with recent efforts 150

focusing on idiomaticity detection and representa- 151

tion (Madabushi et al., 2022; Garcia et al., 2021b; 152

He et al., 2024b). Indeed recent related datasets for 153

the evaluation of idiomatic and figurative language 154

(e.g., MAGPIE (Haagsma et al., 2020), NCTTI 155

(Garcia et al., 2021a)) concentrate on text, with ex- 156

ceptions like FLUTE (Chakrabarty et al., 2022a)) 157

going beyond text and also includes images, in 158

this case static images representing figurative us- 159

ages. When models are evaluated against human 160

performance, for their understanding of idiomatic 161

expressions in both textual data (Tayyar Madabushi 162

et al., 2021; Chakrabarty et al., 2022b; He et al., 163

2024b) as well as in multimodal settings (Yosef 164

et al., 2023), they are still found to lag behind. One 165

possibility is that for potentially idiomatic expres- 166

sions, which can take on either an idiomatic or a 167

more literal sense1, contextual cues not only from 168

texts but also from other modalities may be re- 169

quired for succesfully determining the target sense. 170

In this case, the relevance and impact of the contri- 171

bution of the different modalities involved need to 172

be investigated. Additionally, model performance 173

on these tasks may also be confounded by artifacts 174

present in datasets (Boisson et al., 2023), or in 175

characteristics of the spaces defined by the mod- 176

els (He et al., 2024b) which may lead to an ap- 177

pearance of better performance at idiomaticity de- 178

tection tasks but without necessarily developing 179

high-quality representations that accurately cap- 180

ture the semantics of idiomatic expressions. This 181

work, building on insights from the text-only task 182

1E.g. gold mine in its literal sense, or as the idiomatic
profitable business.
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(Madabushi et al., 2022), explores the idiomatic183

comprehension ability of multimodal models. In184

particular, we focus on models that incorporate vi-185

sual and textual information and how accurately186

they capture potentially idiomatic expressions and187

whether multiple modalities can improve these rep-188

resentations. The proposed dataset seeks to address189

these questions by providing potentially idiomatic190

expressions along with sentences and images rep-191

resentative of both the literal and idiomatic sense.192

Moreover, we propose two subtasks that allow the193

examination of both senses that can be accurately194

represented by static images and of more abstract195

and temporally senses that require more. We hope196

to address these shortcomings by moving away197

from binary classification and by introducing rep-198

resentations of meaning using visual and visual-199

temporal modalities.200

Using internet-sourced images for model train-201

ing brings significant challenges (e.g. copyright202

infringement, privacy violations, and unintended203

biases), with datasets like LAION-400M often con-204

taining explicit content, harmful stereotypes, and205

unbalanced representation, raising both ethical and206

legal concerns (Birhane et al., 2021; Crawford and207

Paglen, 2021). An alternative is to use a genera-208

tive approach combining a Large Language Model209

(LLMs) with a diffusion model. By taking advan-210

tage of fine-tuned prompts, it may potentially pro-211

duce balanced and diverse datasets across demo-212

graphics and scenarios, reducing the risk of bias.213

This approach, which we adopt in this paper, is also214

highly scalable and efficient, enabling rapid and215

cost-effective generation of high-quality, domain-216

specific images (Resnik and Hosseini, 2024).217

3 Task218

To combine an LLM with a diffusion model we219

used Midjourney2 given the fine-grained human220

control needed for image generation to produce221

high-quality, domain-specific images tailored to the222

task, guided by human expert supervision to ensure223

alignment with literal and idiomatic meanings.224

3.1 Task A: Multiple Image Choice225

Given a context sentence containing a potentially226

idiomatic nominal compound (NC) and a set of five227

images, the task is to rank the images based on how228

accurately they depict the meaning of the NC used229

in that sentence. A variation of task also allows for230

2https://www.midjourney.com/

monomodal settings, where given a sentence and 231

five text captions (each describing the content of 232

one of the images, as described in Section 4.3) the 233

goal is to rank the captions on how they capture the 234

meaning of the NC. Figure 1 provides an example 235

of the Subtask A data for the expression bad apple. 236

The idiomatic expressions used in the test set 237

will be completely different from those provided in 238

the training data so as to ensure that models learn 239

the ability to generalise as opposed to “memoris- 240

ing” idiomatic phrases, further emphasised through 241

the zero-shot component. The English dataset for 242

Subtask A includes 70 training items (350 image- 243

caption pairs), 15 development items, and 15 test 244

items, while the Portuguese dataset comprises 32 245

training items (160 image-caption pairs), 10 devel- 246

opment items, and 10 test items. 247

3.2 Subtask B: Image Sequences (or Next 248

Image Prediction) 249

Capturing the idiomatic meaning of an MWE in 250

a single image is not necessarily straightforward. 251

While one can envisage a literal kangaroo court, a 252

good representation of its idiomatic sense would 253

need to incorporate elements (spontaneity, haste, 254

a potentially predetermined conclusion) which are 255

less concrete than a marsupial wielding a gavel. 256

In order to better represent the abstract meaning 257

of our target expressions, we propose to generate 258

sequences of 3 images akin to a comic strip, allow- 259

ing for the depiction of changes in state, mood or 260

relationship between elements over time. 261

In Subtask B, a target expression and an image 262

sequence with the final image removed will be pro- 263

vided, along with a set of candidate images. The 264

task is to select the most suitable image to complete 265

the sequence while also determining whether the 266

depicted sense of the nominal compound (NC) is 267

idiomatic or literal. Examples are shown in Figure 268

2. The sense of the compound (literal or idiomatic) 269

depicted in the sequence will also be indicated. 270

In order to minimise the risk of non-semantic 271

clues being introduced, the images will adopt a 272

consistent style across the Subtask B dataset. As 273

with Subtask A, we will also offer two settings 274

for Subtask B, with descriptive text replacing the 275

images in the ‘caption’ setting. In the Subtask 276

B dataset, the English set includes 20 examples 277

for training, 5 for development, and 5 for testing, 278

while the Portuguese set includes 15 examples for 279

training, 5 for development, and 5 for testing. 280
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(a) The image depicts
three children standing

in front of a gray,
textured wall...

(b) The image depicts a
cartoon-style illustration
of a young boy standing

at a table...

(c) The image depicts a
halved peach with a
detailed and realistic

appearance...

(d) The image depicts
an orange-colored apple

that appears to be
decomposing or

decaying...

(e) The image depicts a
rustic, burlap sack filled

with several bright
orange apples...

Figure 1: Subtask A data example for bad apple. Images were generated using Midjourney, with the style guidance and the
prompt completions shown. Captions are displayed partially. The complete example can be found in the Appendix.

First two of the Sequence: Candidates:

(a) The image shows a
classroom scene with five

animated characters,
likely children, sitting at

desks...

(b) The image shows an
animated character, a

young boy with red hair,
sitting at a desk with a

laptop...

(c) The image shows a
group of animated

characters, likely children,
standing in front of a
television screen that

displays various cartoon
animals...

(d) The image shows an
animated character, a

young man with brown
hair, standing next to a

trash can...

(e) The image shows a
cartoon illustration of a
young girl with red hair,
wearing a white sweater

with a red bow and a plaid
skirt...

(f) The image shows a
group of animated

characters that appear to
be in a state of distress or

chaos...

Figure 2: Subtask B data example for bad apple. Images (a) and (b) form the initial part of the sequence, while images (c)
through (f) serve as candidates.

4 Data and Resources281

Our project will use a dataset which expands on the282

SemEval-2022 Task 2 dataset (Tayyar Madabushi283

et al., 2022). Data will be licensed under Creative284

Commons Attribution-ShareAlike 4.0.285

4.1 Subtask A Data286

For each idiom a set of 5 different images will be287

generated with a fixed style prompt within each set288

to ensure consistency. The images generated for289

each expression will use the following prompts:290

• A paraphrase or representation that captures291

the idiomatic meaning of the NC.292

• A synonym for the literal meaning of the NC.293

• Something related to the idiomatic meaning,294

but not synonymous.295

• Something related to the literal meaning, but296

not synonymous.297

• A ‘distractor’ belongs to the same category as298

the compound (e.g. an object or activity) but299

is unrelated to both the literal and idiomatic300

meanings.301

Figure 1 shows an example of the Subtask A 302

data for the expression bad apple. For a sentence in 303

which bad apple is used idiomatically (“However, 304

it will not work unless every single person does it, 305

because one bad apple ruins the whole barrel."), 306

the expectation is that the images will be ordered 307

as shown in Figure 1, with the idiomatic synonym 308

of corrupting influence ranked as most similar to 309

the in-context sense. 310

4.2 Subtask B Data 311

A sequence of images are generated for each NC: 312

one sequence representing the literal or the id- 313

iomatic meaning (Figure 2). Each image in a 314

sequence is generated individually using manu- 315

ally crafted prompts (Details are shown in Ap- 316

pendix A) by Midjourney, inspired by the work 317

of Chakrabarty et al. (2023) on visual metaphors, 318

and styled consistently for uniformity across the 319

data. 320
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4.3 Generating Captions by Prompting LLMs321

In this study, we utilize the LLaVA-HF/v1.6-322

mistral-7b-hf 3 (LLaVA) model, a vision-language323

large language model specifically designed for324

tasks requiring multimodal reasoning (Liu et al.,325

2024). LLaVA integrates a vision encoder to ex-326

tract semantic features from images and a large lan-327

guage model to process these features and generate328

text. By employing the prompt “What is shown329

in this image?”, the model generates captions that330

describe the content of the input images. The work-331

flow ensures that the visual and textual components332

of the model work in harmony to produce accurate333

and contextually relevant descriptions. To ensure334

the quality of the generated captions, all outputs335

are reviewed and verified by human evaluators.336

4.4 Evaluation337

As mentioned in the last section, the dataset pro-338

duced to be used in our experiments was generated339

with LLMs under human expert verification, in340

order to guarantee high-quality, accurate, and rel-341

evant content. This rigorous human involvement342

during dataset creation serves as a benchmark of343

reliability, eliminating the immediate need for ad-344

ditional human evaluation. Our focus is then to use345

this human-verified dataset to objectively evaluate346

model performance, with future work potentially347

incorporating further human assessments to extend348

our findings.349

4.4.1 Subtask A350

Performance for Subtask A will be assessed with351

two key metrics: a) Top Image Accuracy, that mea-352

sures the correct identification of the most represen-353

tative image and b) the Normalized Discounted Cu-354

mulative Gain (NDCG) (Järvelin and Kekäläinen,355

2002) an established information retrieval metric356

that not only captures the fraction of retrieved rele-357

vant information but also takes into account their358

correct ordering. The Discounted Cumulative359

Gain (DCG) is defined as360

DCGn =

n∑
i=1

reli
log2(i+ 1)

, (1)361

where reli is the relevance score of the i-th item,362

and n is the number of items considered. Its nor-363

malized version, which ranges between 0 and 1, is364

defined as365

NDCGn =
DCGn

IDCGn
. (2)366

3https://huggingface.co/llava-hf/llava-v1.6-mistral-7b-hf

where IDCG is the ideal (maximum) possible DCG 367

for the same set of items ranked in the optimal 368

order (highest relevance first). A value of 1 cor- 369

responds to a perfect ranking, while lower values 370

reflect less optimal rankings. NDCG is particu- 371

larly suitable for this task because it provides a 372

nuanced, rank-based measure that captures varying 373

degrees of relevance among multiple candidate im- 374

ages, encouraging models to produce rankings that 375

align more closely with human understanding of 376

idiomatic meaning. 377

4.4.2 Subtask B 378

This subtask assesses the model’s ability to com- 379

plete a sequence of images that narratively rep- 380

resent an idiomatic expression, along with distin- 381

guishing between idiomatic and literal meanings. 382

Evaluation metrics will be a) Completion Accuracy, 383

that measures the correctness of the selected im- 384

age to complete the narrative and b) Labeling F1 385

Score that measures the effectiveness in identifying 386

idiomatic versus literal expressions. 387

5 Methods 388

Recent advancements in multimodal generative 389

models, such as LLaVA (Liu et al., 2024), Instruct- 390

BLIP (Dai et al., 2024), OpenFlamingo (Awadalla 391

et al., 2023), and MIMIC-IT (Li et al., 2023), have 392

shown significant potential in integrating vision and 393

language for diverse tasks. While understanding 394

idiomatic expressions (IEs) demands semantic rea- 395

soning, contextual comprehension, and common- 396

sense knowledge (Phelps et al., 2024), these models 397

still struggle to fully capture task-specific nuances. 398

In particular, challenges persist when reasoning 399

across multiple objects, attributes, and relations 400

(Kamath et al., 2023; Lin et al., 2024; Lu et al., 401

2024; Wang et al., 2023; Yuksekgonul et al., 2022). 402

To address these challenges, we propose a novel 403

adaptation of Visual Question Answering (VQA) 404

methods for idiomatic image-text alignment tasks. 405

Inspired by recent advances in text-image align- 406

ment (Yarom et al., 2024) and text-to-visual gener- 407

ation evaluation (Lin et al., 2025), we introduce a 408

zero-shot approach for automatically evaluating id- 409

iomatic image-text alignment using VQA. This ap- 410

proach avoids the need for task-specific fine-tuning, 411

making it scalable and efficient while ensuring high 412

accuracy in aligning idiomatic meanings across 413

modalities. 414
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6 Experiments415

To validate the effectiveness and generalizability416

of our proposed methods, we conducted extensive417

experiments on the benchmark dataset designed for418

multimodal idiomaticity, as well as on an external419

dataset, IRFL: Image Recognition of Figurative420

Language (Yosef et al., 2023). The experiments421

were designed to assess both subtasks indepen-422

dently and to explore the ability of our methods to423

handle figurative and literal interpretations across424

different scenarios.425

6.1 Subtask A426

Subtask A evaluates a model’s ability to interpret427

noun compounds (NCs) across a spectrum of literal428

to figurative meanings within various contexts. The429

task requires selecting the image that best repre-430

sents the contextual meaning of the NC in a given431

sentence. To achieve this, we leverage the VQAS-432

core framework to compute the likelihood that a433

model assigns a “Yes” response to a dynamically434

generated query associated with the NC and each435

candidate image. This likelihood is expressed as:436

P (“Yes” | Image, Question) (3)437

The query is dynamically formulated to probe438

whether the NC meaning aligns with the image439

content. Specifically, we use the question: “Does440

this figure show the meaning of < compound > in441

the sentence: < context_sentence >? Please an-442

swer yes or no.” Among the candidate images443

[P1, P2, P3, P4, P5], the one with the highest444

likelihood is selected as the best match. This ap-445

proach evaluates both the contextual understanding446

of the NC and the model’s ability to interpret se-447

mantically relevant information from images. Our448

method is illustrated in Figure 3b, which adapts the449

VQAScore framework for multimodal understand-450

ing. We use the clip-flant5-xl(CFT5) (Lin et al.,451

2025) model within this framework to achieve the452

best results. In contrast, Figure 3a depicts the tradi-453

tional approach for computing matching scores.454

For Subtask A, we also implemented methods455

based on CLIP-based models (Figure 3a) and456

text-only models. These models measure the se-457

mantic similarity between the query text (an NC458

with its context sentence) and the candidate im-459

ages/captions. The CLIP-based models utilize both460

visual and textual information, while the text-only461

models rely solely on the captions associated with462

the candidate images. This comparison helps evalu- 463

ate the relative contributions of multimodal versus 464

text-only approaches in selecting the image that 465

best matches the meaning of the query text. The 466

results of these experiments are summarized in Ta- 467

ble 1. 468

CLIP-based Multimodal Models These models 469

process and align textual and visual inputs, mak- 470

ing them suitable benchmarks for evaluating multi- 471

modal understanding: 472

• openai/clip-vit-large-patch144 (CLIP14): 473

The original CLIP model from OpenAI, built 474

on a ViT-Large architecture with Patch 14, 475

widely used for image-text matching tasks. 476

• zer0int/CLIP-zer0int5 (zer0int): A variant 477

of CLIP leveraging the ViT-Large architecture 478

with Patch 14, optimized for general-purpose 479

multimodal tasks. 480

• UCSC-VLAA/ViT-L-16-HTxt-Recap- 481

CLIP6 (UCSC16): A CLIP-based model 482

enhanced with hierarchical text represen- 483

tations (Li et al., 2024), which explores 484

the impact of recaptioning billions of web 485

images. 486

Text-Only Models These models focus solely on 487

textual inputs, providing a baseline for evaluating 488

semantic understanding and text generation: 489

• BAAI/bge-reranker-large7 (BAAI-large): A 490

large language model fine-tuned for reranking 491

tasks, designed to optimize semantic align- 492

ment in textual data (Xiao et al., 2024). 493

• BAAI/bge-reranker-v2-m38 (BAAI-m3): 494

An updated version of the reranker model, 495

incorporating advanced training techniques 496

for improved performance in multilingual and 497

semantic reranking tasks (Chen et al., 2024). 498

Analysis The performance of the models, as 499

shown in Table 1, highlights distinct differences be- 500

tween text-only and multimodal approaches across 501

both English and Portuguese datasets. On the 502

English dataset, the multimodal model UCSC16 503

4https://huggingface.co/openai/clip-vit-large-patch14
5https://huggingface.co/zer0int/CLIP-zer0int
6https://huggingface.co/UCSC-VLAA/ViT-L-16-HTxt-

Recap-CLIP
7https://huggingface.co/BAAI/bge-reranker-large
8https://huggingface.co/BAAI/bge-reranker-v2-m3
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(a) A multimodal text and image prediction framework. (b) Our proposed approach.

Figure 3: (a) A multimodal model processes textual and visual inputs to produce predictions. (b) Our approach
computes P (“Yes” | Image, Question) using a multimodal generative model.

achieves the highest accuracy (0.47) among com-504

parison models, demonstrating its capability to505

align visual and textual information effectively.506

However, its NDCG score (0.76) is lower than507

zer0int (0.89) and CLIP14 (0.88), indicating that508

while UCSC16 excels in accuracy, it is less consis-509

tent in ranking.510

In the Portuguese dataset, UCSC16 again leads511

among comparison models with an accuracy of512

0.50 and an NDCG score of 0.94, showcasing its513

ability to generalize across languages. CLIP14 and514

zer0int follow with accuracies of 0.40 and 0.30,515

respectively, and NDCG scores of 0.91 and 0.90.516

These results reinforce the general effectiveness of517

CLIP-based models for multimodal tasks, though518

UCSC16 shows superior contextual understanding.519

For text-only models, BAAI-m3 achieves the520

highest accuracy (0.50) on the Portuguese dataset,521

matching UCSC16 but falling behind in NDCG522

(0.91). On the English dataset, BAAI-large per-523

forms best among text-only models with an accu-524

racy of 0.33 and an NDCG of 0.89. These results525

indicate that text-only models can perform well526

in ranking tasks but are generally less effective527

at leveraging contextual information for accurate528

predictions.529

The proposed VQAScore framework outper-530

forms all other models on both datasets. In the531

English dataset, CFT5 achieves the highest accu-532

racy (0.80) and NDCG (0.95), demonstrating its533

strong capability to integrate visual and textual in-534

formation. Similarly, in the Portuguese dataset,535

LLaVA1.5 achieves the top performance with an536

accuracy of 0.80 and an NDCG of 0.95, closely537

followed by CFT5 (0.50 accuracy, 0.92 NDCG).538

These results validate the generalizability and ef-539

fectiveness of the VQAScore framework across540

different languages and contexts, significantly out-541

performing both multimodal and text-only base-542

lines.543

6.2 Subtask B 544

Subtask B evaluates a model’s ability to complete 545

an image sequence by selecting the most suitable 546

image to fill the gap. Each sequence consists of 547

three images, with the final image removed, and a 548

set of candidate images is provided. The goal is 549

to select the candidate image that best aligns with 550

the context established by the first two images in 551

the sequence. This task tests the model’s ability 552

to maintain visual and semantic consistency across 553

a narrative while discerning idiomatic or literal 554

interpretations. 555

The base method for Subtask B builds upon the 556

approach used in Subtask A. Specifically, we adapt 557

the VQAScore framework to compute the likeli- 558

hood. To achieve this, each candidate image is 559

combined with the first two images in the sequence 560

to form a single long image, which is then used to 561

calculate the likelihood of Equation (3). By treat- 562

ing the combined sequence as a unified input, the 563

model evaluates how well each candidate aligns 564

with the visual narrative established by the preced- 565

ing images. The candidate image with the highest 566

likelihood is selected as the the best fit for complet- 567

ing the sequence. 568

Analysis of Results The performance of the mod- 569

els for Subtask B, as presented in Table 2, demon- 570

strates varying capabilities in handling sequence 571

completion tasks. Both InstructBLIP-FlanT5-XL 572

(Dai et al., 2024) and GPT-4o (Achiam et al., 2023) 573

achieve the highest accuracy (0.60) and F1 score 574

(0.43), showcasing their strong ability to align can- 575

didate images with the visual context established 576

by the preceding sequence. This suggests that these 577

models are equally effective at maintaining narra- 578

tive coherence and discerning idiomatic or literal 579

interpretations within image sequences. 580

In contrast, CLIP-FlanT5-XXL shows signifi- 581

cantly lower performance, with an accuracy of 0.20 582

and an F1 score of 0.11. This indicates substan- 583

tial limitations in its ability to process and align 584
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visual and textual information for this task. These585

results highlight the relative strength of multimodal586

models like InstructBLIP-FlanT5-XL and GPT-4o,587

while also emphasizing the challenges faced by588

other models in fully capturing the nuances of589

sequence-based reasoning. Further improvements590

in contextual understanding and reasoning are nec-591

essary to achieve consistent performance across592

diverse models.593

Model Name C-only Accuracy NDCG
English Dataset

zer0int - 0.40 0.89
UCSC16 - 0.47 0.76
CLIP14 - 0.40 0.88
BAAI-large y 0.33 0.89
BAAI-m3 y 0.27 0.87

Proposed Method
CFT5 - 0.80 0.95

Portugues Dataset
zer0int - 0.30 0.90
UCSC16 - 0.50 0.94
CLIP14 - 0.40 0.91
BAAI-large y 0.20 0.91
BAAI-m3 y 0.50 0.91

Proposed Method
CFT5 - 0.50 0.92
LLaVA1.5 - 0.80 0.95

Table 1: Performance of various models on Subtask A
test datasets in English and Portuguese, showing top
image accuracy and NDCG. C-Only denotes caption-
only models, with sections for each language and the
proposed VQAScore framework highlighted.

Model Name Accuracy F1
instructblip-flant5-xl 0.60 0.43
clip-flant5-xxl 0.20 0.11
GPT4o 0.60 0.43

Table 2: Performance of different foundation models
using the VQAScore framework for on the test dataset
for Subtask B. The table reports Accuracy and F1 scores
to evaluate the models’ ability to complete image se-
quences by selecting the most suitable candidate image.

6.2.1 Other datasets594

To further evaluate the effectiveness of our method595

beyond the proposed benchmark, we tested it on596

the IRFL dataset (Yosef et al., 2023). The IRFL597

dataset is specifically designed to benchmark mul-598

timodal understanding of figurative language, in-599

cluding idioms, metaphors, and similes, by pairing600

textual descriptions with corresponding figurative601

and literal images. For this evaluation, we focused602

solely on figurative idioms. This setup provides a603

targeted platform for evaluating the generalizability604

of our approach in handling complex, non-literal 605

expressions. The results from this evaluation are 606

shown in Table 3, highlighting both the strengths 607

and limitations of our method compared to existing 608

zero-shot models and human performance. 609

Categories Figurative idioms
Humans 97
CLIP-VIT-L/14 17
CLIP-VIT-B/32 16
CLIP-RN50 14
CLIP-RN50x64 22
BLIP 18
BLIP2 19
CoCa ViT-L-14 17
VQAscore(CFT5) 35

Table 3: Zero-shot models’ performance on the IRFL
“mixed” multimodal figurative language detection task
for figurative idioms. Numbers represent the percentage
of instances correctly annotated. Models fail to reach
human-level performance.

The results in Table 3 demonstrate the challenges 610

models face in detecting figurative idioms. Human 611

performance is the highest at 97%, highlighting the 612

complexity of the task. Our proposed VQAscore 613

(CFT5) achieves the best result among zero-shot 614

models with 35% accuracy, significantly outper- 615

forming other approaches. This result emphasizes 616

its ability to better align visual and textual informa- 617

tion for figurative idiom detection. 618

The comparison results for models such as CLIP- 619

VIT-L/14 (17%), BLIP2 (19%) and Human eval- 620

uations (97%) are taken directly from the IRFL 621

paper (Yosef et al., 2023). These models exhibit 622

limited capabilities in handling figurative language, 623

with marginal differences across variants. Despite 624

VQAscore’s relative success, the gap to human 625

performance underscores the need for further ad- 626

vancements in multimodal figurative language un- 627

derstanding. 628

7 Conclusion 629

This work introduces benchmarks for multimodal 630

idiomaticity understanding, focusing on static im- 631

age ranking and image sequence prediction. Our 632

results highlight progress in integrating vision- 633

language models with the novel adapted metric 634

NDCG, though significant gaps remain compared 635

to human performance. These findings lay a foun- 636

dation for improving LLM’s handling of idiomatic 637

expressions across languages and modalities. 638
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8 Limitations639

While our work introduces novel benchmark tasks640

and datasets for multimodal idiomaticity, several641

limitations should be acknowledged:642

Size and Diversity The datasets for both Sub-643

task A and Subtask B are small, which may hinder644

robust generalization, particularly for idiomatic ex-645

pressions that are highly context-dependent. The646

dataset may not fully capture the broad spectrum of647

idiomatic language, especially subtle or culturally648

specific expressions.649

Task Complexity The next image prediction task650

assumes that models can discern temporal and ab-651

stract relationships effectively. However, existing652

models struggle with these complexities. Our pro-653

posed methods for Subtask B does not explicitly654

model temporal or abstract relationships, poten-655

tially oversimplifying the task.656

Limited Use of Training Data Our proposed657

methods do not utilize the provided training set for658

fine-tuning or supervised learning, instead relying659

solely on pre-trained models. This may limit their660

ability to adapt to task-specific nuances and fully661

benefit from the curated dataset.662
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tive interpretation of the expression. 929

• Related to Idiomatic Meaning: Con- 930

ceptually linked but distinct from the id- 931

iomatic meaning. 932

• Related to Literal Meaning: Loosely 933

connected to the literal sense. 934

• Literal Meaning: Represents the ex- 935

plicit, literal interpretation. 936

• Distractor: Unrelated to both idiomatic 937

and literal meanings. 938

2. Step-by-Step Process: 939

(a) Start with clear prompts for Idiomatic 940

Meaning (#1) and Literal Meaning 941

(#4). 942

(b) Design Distractors (#5) that avoid over- 943

lap with either meaning while remaining 944

in the same category (e.g., objects, ac- 945

tions). 946

(c) Create intermediate prompts for: 947

• Related to Idiomatic Meaning (#2): 948

Focus on the modifier (first word) 949

and abstract ideas. 950

• Related to Literal Meaning (#3): 951

Focus on the head (second word) 952

without overlapping with #4. 953

(d) Refine and validate the sequence to en- 954

sure a smooth transition across all five 955

images. 956

A.2 Subtask B: Generating Image Sequences 957

1. Define Two Narratives: 958

• One sequence representing the Id- 959

iomatic Meaning (e.g., abstract or 960

metaphorical concept). 961
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• One sequence representing the Literal962

Meaning (e.g., realistic depiction of the963

expression).964

2. Step-by-Step Process:965

(a) Break each meaning into three sequential966

steps that form a coherent narrative.967

(b) Create detailed prompts for each step:968

• For Idiomatic Sequences: Use con-969

crete visualizations of abstract con-970

cepts.971

• For Literal Sequences: Focus on re-972

alistic and specific depictions of the973

literal interpretation.974

(c) Maintain consistency in visual elements975

(e.g., setting, characters) across the se-976

quence for clarity.977

(d) Validate the order to ensure logical pro-978

gression and refine prompts as needed.979

A.3 General Tips980

• Use specific, detailed descriptions to reduce981

ambiguity.982

• Test prompts iteratively to improve quality983

and coherence.984

• Ensure all prompts align stylistically for uni-985

formity in the dataset.986

B Example Data for Noun Compound987

“Bad Apple” (Subtask A)988

B.1 1. Compound Information989

• Compound: Bad Apple990

• Subset: Sample991

• Sentence Type: Idiomatic992

• Example Sentence: The problem for them, of993

course, is how to explain how these few bad994

apples managed to stay in place for so many995

years.996

B.2 2. Associated Images997

Image 1998

• File Name: 39242366111.png999

• Caption: The image depicts three children1000

standing in front of a gray, textured wall. Each1001

child is dressed in a white shirt and dark shorts,1002

with one child wearing a backpack. The chil-1003

dren appear to be engaged in painting or draw-1004

ing on the wall.1005

– Left Child: This child has dark hair and 1006

is holding a red spray paint can in their 1007

right hand. They are facing away from 1008

the camera, focusing on the wall. The 1009

child’s left hand is holding a yellow ob- 1010

ject, possibly another piece of art equip- 1011

ment. 1012

– Middle Child: This child has brown hair 1013

and is also facing away from the camera. 1014

They are holding a brown spray paint 1015

can in their right hand and appear to be 1016

actively spraying it onto the wall. Their 1017

left hand is not visible, suggesting they 1018

might be holding something else out of 1019

frame. 1020

– Right Child: This child has light brown 1021

hair tied back and is also facing away 1022

from the camera. They are holding a 1023

green spray paint can in their right hand 1024

and seem to be in the process of spraying 1025

it onto the wall. Their left hand is not 1026

visible, similar to the middle child. 1027

The wall behind them has some graffiti already 1028

present, including the word "COOL" written 1029

in orange spray paint. There are also some 1030

additional orange squiggles and dots scattered 1031

around the graffiti, indicating that the children 1032

are in the process of adding more artwork to 1033

the wall. The overall scene suggests a playful 1034

and creative atmosphere, with the children 1035

engaged in an artistic activity. 1036

Image 2 1037

• File Name: 43074669652.png 1038

• Caption: The image depicts a cartoon-style 1039

illustration of a young boy standing at a table. 1040

The boy has spiky brown hair and is wear- 1041

ing an orange plaid shirt with black pants and 1042

gray shoes. His expression appears to be one 1043

of surprise or shock, as he looks towards the 1044

table in front of him. On the table, there are 1045

two cups: one is upright and filled with a dark 1046

liquid, likely coffee or tea, while the other 1047

cup is tilted and spilling its contents. The 1048

spilled liquid is causing a splash effect, with 1049

droplets and steam rising from the cup. Ad- 1050

ditionally, there are several scattered coffee 1051

beans around the table, indicating that the cof- 1052

fee was possibly freshly brewed and spilled. 1053
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The overall scene suggests a moment of acci-1054

dental spillage, capturing the boy’s reaction to1055

the unexpected mess.1056

Image 31057

• File Name: 78200848882.png1058

• Caption: The image depicts a halved peach1059

with a detailed and realistic appearance. The1060

peach is split open, revealing its juicy interior.1061

The outer skin of the peach is a vibrant or-1062

ange color, with visible cracks and small white1063

specks that resemble sugar crystals or frost.1064

The flesh inside is a deep pinkish-orange, with1065

a few small seeds scattered throughout. The1066

pit, or seed, is prominently visible at the cen-1067

ter, surrounded by a dark brown husk. A sin-1068

gle green leaf is attached to the stem end of1069

the peach, adding a touch of freshness to the1070

image. The background is plain and light-1071

colored, which helps to highlight the details1072

and colors of the peach.1073

Image 41074

• File Name: 82053252112.png1075

• Caption: The image depicts an orange-1076

colored apple that appears to be decompos-1077

ing or decaying. The apple has a green leaf1078

protruding from its top, indicating it was once1079

fresh and healthy. The apple’s skin is cracked1080

and broken into several pieces, revealing the1081

inner flesh which is also disintegrating. Small1082

fragments of the apple’s outer skin and inner1083

flesh are scattered around the base of the ap-1084

ple, suggesting that the process of decay is1085

ongoing. The apple’s texture is detailed, with1086

visible cracks and spots on its surface, adding1087

to the realistic portrayal of decay. The back-1088

ground is plain white, which helps to highlight1089

the apple and its state of decomposition.1090

Image 51091

• File Name: 87462057419.png1092

• Caption: The image depicts a rustic, burlap1093

sack filled with several bright orange apples.1094

The sack is tied with a simple rope and has a1095

rough, textured appearance typical of burlap1096

fabric. The apples are large and glossy, with1097

a few small white specks on their surfaces,1098

giving them a slightly speckled look. Each1099

apple is adorned with green leaves, which add 1100

a touch of freshness to the scene. In addition 1101

to the apples inside the sack, there are three 1102

more apples placed outside the sack. Two 1103

of these apples are positioned near the bot- 1104

tom left and right corners of the image, while 1105

the third one is located at the bottom center. 1106

These apples also have green leaves attached 1107

to them, maintaining the consistent theme of 1108

natural elements. The background of the im- 1109

age is plain white, which helps to highlight 1110

the vibrant colors of the apples and the rustic 1111

texture of the burlap sack. The overall compo- 1112

sition suggests a harvest or autumnal theme, 1113

emphasizing the abundance and freshness of 1114

the fruit. 1115

C Example Data for Noun Compound 1116

“Bad Apple” 1117

C.1 1. Compound Information 1118

• Compound: Bad Apple 1119

• Subset: Sample 1120

• Sentence Type: Idiomatic 1121

• Expected Item: 41016103905.png 1122

C.2 2. Sequence Captions 1123

Sequence Caption 1 The image shows a classroom 1124

scene with five animated characters, likely children, 1125

sitting at desks. They appear to be engaged in a 1126

classroom activity, possibly a lesson or a group 1127

discussion. The classroom has a whiteboard with 1128

various colored sticky notes on it, suggesting that 1129

the students are using it for brainstorming or orga- 1130

nizing their thoughts. There’s a clock on the wall, 1131

a book on one of the desks, and a small stuffed 1132

animal on the floor. The overall atmosphere is one 1133

of a typical classroom setting. 1134

Sequence Caption 2 The image shows an ani- 1135

mated character, a young boy with red hair, sitting 1136

at a desk with a laptop. He is holding a kite with a 1137

star design in his hand, and the kite appears to be 1138

flying away from him. The background includes 1139

a cloud and a sun, suggesting an outdoor setting. 1140

The boy is smiling and seems to be enjoying the 1141

moment. 1142

C.3 3. Associated Images and Captions 1143

Image 1 1144

• File Name: 09109572696.png 1145
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• Caption: The image shows a group of an-1146

imated characters, likely children, standing1147

in front of a television screen that displays1148

various cartoon animals. The characters are1149

smiling and appear to be enjoying the show.1150

The animals on the screen include a dinosaur,1151

a crocodile, a fish, and a bird, suggesting that1152

the show might be educational or entertaining,1153

possibly teaching children about different an-1154

imals. The characters are dressed in casual1155

clothing, and the setting seems to be a living1156

room or a similar indoor space.1157

Image 21158

• File Name: 19634489503.png1159

• Caption: The image shows an animated char-1160

acter, a young man with brown hair, standing1161

next to a trash can. The trash can is overflow-1162

ing with what appears to be broken pieces of1163

a red apple, suggesting that the apple has been1164

smashed or shattered. The character is hold-1165

ing his hand out as if he is about to catch or1166

pick up one of the apple pieces. The scene1167

is stylized and cartoonish, with exaggerated1168

features and a limited color palette.1169

Image 31170

• File Name: 39830945702.png1171

• Caption: The image shows a cartoon illustra-1172

tion of a young girl with red hair, wearing a1173

white sweater with a red bow and a plaid skirt.1174

She is sitting at a small desk and appears to1175

be reading a book. In front of her is a wooden1176

desk with a chair, and on the desk is a red1177

apple with a green leaf. The girl is smiling1178

and seems to be enjoying her time reading.1179

The background is plain white, which puts the1180

focus on the girl and her activity.1181

Image 41182

• File Name: 41016103905.png1183

• Caption: The image shows a group of ani-1184

mated characters that appear to be in a state1185

of distress or chaos. They are depicted with1186

exaggerated expressions and body language,1187

suggesting a scene of panic or fear. The1188

characters are styled in a cartoonish manner,1189

with a limited color palette that gives the im-1190

age a somewhat muted and gritty look. The1191

background has splatter effects that add to 1192

the sense of disarray. The characters are not 1193

clearly identifiable, but they seem to be in a 1194

room with a desk and a chair, which might 1195

suggest a home or office setting. 1196

C.4 4. Phrase Context and Meaning 1197

• Phrase Context: One bad apple can spoil 1198

the atmosphere of an otherwise positive work- 1199

place. 1200

• Meaning: A person who has a negative influ- 1201

ence on others or spoils a group due to their 1202

behavior or character. 1203
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